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NOTICE

Medicine is an ever-changing science. As new research and clinical experience broaden our knowledge, changes in treatment and drug therapy are required. The authors and the publishers of this work have checked with sources believed to be reliable in their efforts to provide information that is complete and generally in accord with the standards accepted at the time of publication. However, in view of the possibility of human error or changes in medical sciences, neither the authors nor the publisher nor any other party who has been involved in the preparation or publication of this work warrants that the information contained herein is in every respect accurate or complete, and they are not responsible for any errors or omissions or for the results obtained from use of such information. Readers are encouraged to confirm the information contained herein with other sources. For example and in particular, readers are advised to check the product information sheet included in the package of each drug they plan to administer to be certain that the information contained in this book is accurate and that changes have not been made in recommended dose or in the contraindication for administration. This recommendation is of particular importance in connection with new or infrequently used drugs.
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Abstract
The utilization of application programming interfaces (APIs) in healthcare has potential to enhance population health, patient care and research. Furthered by regulation issued by the Office of the National Coordinator for Health Information Technology (ONC) and the Centers for Medicare & Medicaid Services (CMS), patients and providers will have greater access to electronic health information. In anticipation of a new generation of health IT, ONC issued the Leading Edge Acceleration Projects (LEAP) in Health IT funding opportunity, to advance well-designed, interoperable, and scalable health IT for care and research. This panel will showcase four innovative initiatives, including a provider-payer use case employing a universal bulk-data API; a provider-facing clinical knowledge risk calculator app embedded in an electronic health record; an efficient, transparent and secure consent management prototype using a standards-based authorization framework; and a patient-engagement platform that empowers patients to gain and control access to their personal health data.

Introduction
The Office of the National Coordinator for Health Information Technology (ONC) is at the forefront of the administration’s health information technology (IT) efforts and leads efforts to support the adoption of health information technology and promotion of nationwide health information exchange to improve healthcare. Over the last decade, ONC has made tremendous progress towards advancing not only the adoption and use of health IT across the healthcare ecosystem, but also increasing the rate of growth and innovation through its many programs to bridge policy with operational initiatives that can accomplish its mission.1 Programs such as the Strategic Health Information Technology Advanced Research Projects (SHARP) cooperative agreements2 aimed to close the gap between the promise of health IT and its realized benefits. Hailed as the major achievement from the SHARP program was the Substitutable Medical Applications, Reusable Technologies (SMART) Health IT,3 a standards-based technology platform that enables innovators to create medical applications (apps) that seamlessly and securely run across the healthcare system.4,5

More recently, there has been a rapid progression in the types of technologies and innovations being utilized in all health domains, including personal use for patient generated health data, clinical tools and apps being used at the point of care, and surveillance and population health tools that may include social determinants of health data. As the electronic exchange of health data has matured, the amount and types of health data available has expanded as well. Data standards such as Health Level Seven International’s (HL7®) Fast Healthcare Interoperability Resources (FHIR®) and application programming interfaces (APIs) are facilitating the sharing of health data in an interoperable way while using open standards that even non-healthcare industry technologists can leverage. Despite these advances, there is still much to learn about delivering and presenting emergent data seamlessly to patients and providers in both clinical and non-clinical settings in support of care and research. To better address these gaps and support alignment between the clinical and research ecosystems, ONC released National Health IT Priorities for Research: A Policy and Development Agenda (the Agenda),6 which identifies nine priority areas and corresponding actions. ONC’s is working to advance these priorities through a variety of actionable programs and policies aimed at: leveraging EHR data to support patient- and population-level research, analyses and services; improving patient engagement applications; enhancing consent management platforms; and improving tools to integrate clinical knowledge into routine clinical practice.

Leading Edge Acceleration Projects (LEAP) in Health IT
In 2018, ONC published the Leading Edge Acceleration Projects (LEAP) in Health IT funding opportunity. The goal of this three-year funding opportunity is to further a new generation of health IT development and inform the innovative implementation and refinement of standards, methods, and techniques for overcoming major barriers and challenges in the field. This panel presents in detail the focus of LEAP in Health IT funding opportunity and the ongoing work of four funded projects. Key aspects of these projects focus on reducing provider and health system burden of utilizing health IT, while incorporating data access and use via an API for innovative purposes in support of care and research. LEAP in Health IT is an example of ONC’s ability to fund projects that seek to overcome challenges that inhibit the development, use, or advancement of well-designed, interoperable health IT affecting care and research.

**Panel Objectives and Presenters**

This panel will provide an overview of how projects funded under the ONC’s LEAP in Health IT funding opportunity is preparing the U.S. for an interoperable, modular, health IT ecosystem. Panelists will discuss results from projects awarded in 2018, and progress to date on the projects awarded in 2019, in addition to current and emerging challenges facing the field, results of canonical use case prototypes, and priorities for next steps in alignment with national health IT priorities for research. Each panelist will leave time for discussion around the development, implementation, and use of their respective solution, as well as early legal and policy implications. This panel aims to stimulate a highly interactive discussion and strengthen the community’s knowledge of innovative uses of health IT, barriers and solutions for use, and areas ripe for future work.

Mr. Kevin Chaney (moderator and organizer), is a Senior Program Manager at ONC and co-leads ONC’s the LEAP in Health IT program. He will introduce and moderate the session, provide an overview of ONC’s relevant portfolio of work and describe the goals of the LEAP in Health IT program. Mr. Chaney will facilitate discussion with panelists on current use of LEAP in Health IT-funded novel technologies beyond leading-edge health organizations and explore opportunities for mainstream health systems without academic or research affiliations.

Dr. Kenneth D. Mandl (panelist), directs the Computational Health Informatics Program at Boston Children’s where he leads the transformative SMART Health IT initiative and is Principal Investigator of a 2018 ONC LEAP in Health IT project. He will provide an overview of a population health use case for the FLAT FHIR® Bulk API, which can drive change for populations, payers, providers, and patients at scale. Dr. Mandl is developing and testing a production scale, open source, reference population health app for use between payers and hospitals. The project relies on the emerging SMART/HL7® bulk data export standard, which has already been implemented in EHRs through the Argonaut process, and is an HL7 Standard for Trial Use (STU).

Dr. Kristen Miller (panelist), is the Scientific Director of the National Center for Human Factors in Healthcare at MedStar Health, an Associate Professor of Emergency Medicine at Georgetown University School of Medicine, and Associate Faculty at the Innovation Center for Biomedical Informatics at Georgetown Medical Center. She is the Principal Investigator of a 2018 ONC LEAP in Health IT project. She will provide an overview of MedStar Health’s work transforming a stand-alone Million Hearts Risk Calculator into an interactive surveillance tool, as a SMART on FHIR app, and will discuss lessons learned in the technical design and integration, legal and policy implications, and opportunities for future enhancements.

Mr. Dan Chavez (panelist), is Executive Director of the San Diego Health Connect (SDHC) health information exchange (HIE) and provides leadership for a 2019 ONC LEAP in Health IT project. He will provide an overview of how SDHC has advanced efforts to test the FHIR Consent Implementation Guide and a package of open-source prototypes to demonstrate efficient, transparent, and secure consent management and data exchange. This work will be used to develop APIs that enable consent use cases that will advance patient-centered care, informed consent, and shared decision-making.

Dr. Anjum Khurshid (panelist), is the inaugural Director of Data Integration in Dell Medical School’s Department of Population Health at the University of Texas at Austin and Principal Investigator of a FY 2019 ONC LEAP in Health IT project. He will provide an overview of a patient-engagement technology platform, FHIRedApp, being developed to support an ecosystem of mobile applications. The initiative uses a modified Community Engagement Studios approach to empower patients from underrepresented populations, to actively participate in the design of a standards-based, privacy preserving, and secure mobile platform to access and share their health data without special effort.

**Panel Discussion Questions**

- How are advancements from these projects available for other organizations to use and leverage?
• Are there disruptive technologies the field should be prepared for?
• What needs or gaps have these new technologies addressed and what remains?
• What technical and policy needs or gaps limit the usage of APIs for health care and research?
• Are there health IT infrastructure and/or standards barriers impeding the utilization of these solutions?
• How easily can these solutions be applied and scaled to other similar aspects in the field (e.g., other risk calculators, bulk data types, consent resources, or patient-engagement technologies)?
• How can ONC broaden the pool of use cases able to utilize these established technologies and standards (e.g., integrating with human services, mental/behavioral health services, or other non-clinical health services)?
• How does ONC ensure that new technologies improve access and use of health information for care and research?

Panel Learning Objectives
1. Participants will understand ONC’s priorities, with a strong focus on the LEAP in Health IT Program, and the newest focal areas of interest.
2. Participants will learn about the technical development and utilization of each LEAP in Health IT project to date.
3. Participants will learn the challenges and barriers experienced by each LEAP in Health IT project and the impact for broader uptake by the field.
4. Participants will learn about technical and policy gaps that are limiting the use of FHIR-based APIs.

Conclusion
This panel will discuss the rapid progression of innovative health IT solutions and approaches demonstrated and forthcoming as part of ONC’s LEAP in Health IT initiative. This panel aims to stimulate a rich discussion and gather participant input that will inform and strengthen the innovative work being explored. Discussion will also include the current and future needs and actions required to address emerging technical challenges and policy implications from multiple perspectives.

Statement of Participation
Each of the panelists and the moderator have confirmed that they will participate if this submission is accepted, at the assigned timeslot during the Informatics Summit.
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Abstract

The panel comprises a moderator presentation of a 50-Clinical and Translational Science Award (CTSA) hub survey in 2019 about their enterprise data warehousing (EDW) for research and four clinical research informatics (CRI) experts presenting reactions to results from their operations and research perspectives. EDW operations directors and technical staff were surveyed to understand differences in knowledge and perceptions. Results covered here include DW and data characteristics, data quality practices, data access/delivery, and workforce. Proliferation of data and algorithmic approaches and centrality of EDWs as loci for clinical data for secondary uses present significant challenges for managing growth sustainably. Learning objectives are to 1) Understand the trajectory of capabilities and deployment of EDWs for research from 2010-2020; 2) Define the variability in EDW development at different sites and potential causes of the variability; 3) Explore value and sustainability of EDWs for research.

Introduction

Catherine Craven will open this reactor panel by presenting results from a national survey about clinical data warehousing for research that she led in 2019 of the CTSA hubs funded by the National Institutes of Health National Center for Advancing Translational Science (NCATS). The survey, by a seven-CTSA team, was vetted and aided in distribution by leadership from the CTSA Informatics Enterprise Committee (iEC), Clinical Data to Health (CD2H) initiative, Healthcare Data Analytics Association, with distribution help from AMIA’s CRI Working Group. Panelists will react to survey results from their expert perspectives. For the final third, she will facilitate audience questioning and discussion about EDW for research progress, and work, challenges, and expectations for sustainable growth.

Motivation and rationale - The panel will be timely, needed, and attention grabbing for the audience because of the proliferation of data and algorithmic approaches - and the centrality of enterprise data warehouses (EDWs) as loci for clinical data for secondary uses – which present significant challenges for managing growth sustainably.

Audience - The audience will comprise all stakeholders interested in data warehousing for research, including Chief Information Officers; chief officers for research informatics, data, and analytics; CTSA principle investigators and informatics leads; research deans; EDW directors and staff; biomedical informatics faculty; and the CRI community.

Presentation of the Survey on CTSA EDWs for research

Background and Significance - Between 2008 and 2017, EDW adoption increased from 64% to 94% at CTSA.1, 2 The need for granular examination of EDWs was raised related to informatics sustainability(3) as our survey was vetted. Our objective was to replicate relevant questions from the 2010 CTSA EDW survey(1) and expand topics to cover current practices. We targeted EDW directors and technical staff; staff carry out much of the work and interact most closely with EDW clients, yet are usually not surveyed. Staff knowledge or lack thereof may impact their ability to execute queries and sustain a chain of EDW-related reproducibility best-practices, including for EHR data.

Methods – The REDCap-based survey comprised two links: one for Part I, for the clinical/enterprise DW operations director at each institution, which comprised 42 questions, and another for Part II for each of the non-director DW technical staff employed by the DW who maintain it and/or work with end-users, which comprised 36 questions. Distribution was June 10, 2019, through Labor Day, September 2019, via member listservs and calls of groups mentioned, with emails to CTSA PIs and informatics leads of most of the ~60 CTSA. For analysis, fall 2019-winter 2020, categorical variables were summarized by n (%), while scaled data were summarized by the median and the
range. Distributions of categorical and scaled data were compared using the Fisher’s exact test and Mann-Whitney test, respectively. Univariable analyses were performed. Here we will present those comparing CTSA directors vs. CTSA staff. Hypothesis testing was two-sided and conducted at the 5% level of significance. All statistical analyses were done using SAS v9.4 (SAS Institute, Cary, NC).

Results – **Demographics**: EDW (“DW”) Directors from 50 CTSA and 91 technical staff members responded.

**Data Warehouse Characteristics**: All responding CTSA have a DW up from 86.0% in 2010(1). However, 74.0% of CTSA here but have a purpose-built DW geared toward research. Most DWs are built internally, a trend stable since 2010. Eight are part of a commercial software package. Most DWs are on-site on local servers. For 38, the DW comprises >million patient records, with another 9 DWs comprising 100,000-to-one-million. In 2010, median size for responding CTSA was 1.6 million patients(1), indicating growth. More than half the CTSA, 26, use an internally-developed, institution-specific data model. However, 17 CTSA said they do structure their data according to a common data model (CDM), and 26 said they provide data to researchers according to a CDM. These CDMs developed since 2010 with the rise of their associated Clinical Data Research Networks (CDRNs).

**Data Characteristics and Data Quality (DQ)**: Clinical data types absent in 2010 are now ubiquitous. Most DWs (80.0%) include 6-11 types, and >40.0% including genomics; CTSA staff and directors disagreed on data available. Data interoperability is improved: 96.0% of CTSA are coding with LOINC and two-thirds coding problem lists with SNOMED or ICD codes. This is progress: in 2010 ~18% of respondents were planning for “standardization/terminologies,” considered among biggest challenges.(1) Data enhancement increased: Almost 2/3 of CTSA add calculated fields; just over half geo-code addresses, but fewer standardize addresses. About 1/3 reconcile update deaths from the National Death Index, up from ~20% in 2010, and immunizations. Data provision for registries was not probed in 2010.(1) DWs now provide data or data-mart services from 44.0% for tumor registries to 10% for rare disease registries. DQ was among top 2010 challenges, although none was reported.(1) About 1/3 now check DQ in most source systems on entry, 62.0% check DQ during ETL into the DW and on data in the DW. Not quite 3/4 quality-check data extracted for users. Over half said DQ check results are stored and can be viewed/used later. Under half communicate checks to source system owners. Just under 40.0% assess changes in DQ over time. Under 1/3 provide DQ results to data recipients, to whom not probed. Staff and director responses often differed.

**Data access/delivery, workforce, fees**: CTSA provide more self-service access to de-identified data now than in 2010, so researchers can self-start: for aggregate patient data it’s 70.0% v 54.0%; for de-identified patient-level data, 42.0% v. 31.0%;(1) Analyst-performed query-volume was not reported in 2010, but staffing capacity/expertise was the largest challenge; funding was also a challenge, and the avg. no. of end-user support staff was 6.42 full-time equivalents (FTEs).(1) The median analyst FTEs now employed to assist research users, including performing queries for them, is 5, with 28% of CTSA reporting 6-10. A median of 4 maintain the DW; roles overlapped at some CTSA. Staff has not increased at many CTSA, yet researchers often need assistance, request volume likely has increased. 54.0% of CTSA have a Chief Research Informatics Officer (CRIIO).

**Discussion/conclusion** -- Results demonstrate a decade of progress. Areas for expected growth for maturity are potential challenges: adding and linking additional data types, data enhancements, and increasing the breadth and depth of DQ efforts.(4, 5) Findings show need for further education for DW staff, with implications for service-delivery quality and impact on research reproducibility. Rise of the unstandardized CRIIO role, and now the sometimes overlapping Chief Data/Analytics Officer, demonstrates maturing understanding of the need for executive sponsorship to steer data governance and prioritize efforts. How CTSAs plan for, invest in, and budget to grow and sustain these efforts, a 2010 concern, and a sign of maturity, will remain a concern as will ensuring workforce capacity and informatics expertise to effectively drive them.

<table>
<thead>
<tr>
<th>Role / time</th>
<th>Panelist and Focus of Presentation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Role, timetable, panelists, and presentation focus. All panelists here have agreed to participate.
<table>
<thead>
<tr>
<th><strong>Moderator:</strong></th>
<th>Catherine K. Craven is a Senior Clinical Research Informaticist in the Institute for Health Care Delivery Science, Dept. of Pop. Health Science and Policy, Icahn School of Medicine at Mount Sinai and appointed in the Clinical Informatics Group, IT Dept., MSHS. She conducts CRI research and operations work to inform, improve, and sustain EDWs for research and informatics approaches for research IT, and research for informatics engagement of vulnerable patients. She will present the survey and facilitate the audience discussion with panel members.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panelist 1:</strong></td>
<td>David A. Dorr is CRIO and a Professor and Vice Chair of Medical Informatics and Medicine at OHSU. He researches how to improve systems for vulnerable populations and contemplates strategic research informatics and innovation needs and systems-based solutions for OHSU and the Oregon Clinical &amp; Translational Research Institute. He will discuss survey results via evolution of the EDW for research at OHSU. The survey revealed significant variation in data integration, DQ checking, and staff/informatics leader understanding of capabilities, which highlight rapid, uneven growth of EDWs. He will discuss implications for strategic planning, communication, education, sustainability planning, and opportunities to address these through institutional leadership, collaboration, and new initiatives.</td>
</tr>
<tr>
<td><strong>Panelist 2:</strong></td>
<td>Jeremy Harper is CRIO at Regenstrief Institute &amp; Indiana Clinical and Translational Sciences Institute. For 10 years, he has served in leadership roles in hospitals and healthcare and led departments responsible for planning, implementation, and management of deployments and enterprise initiatives. He is developing a continuing education program for healthcare informatics. He will discuss survey results from an operations perspective, what results signify re staff data literacy, how his modules might fulfill needs, and additional areas needed.</td>
</tr>
<tr>
<td><strong>Panelist 3:</strong></td>
<td>Boyd Knosp is Assoc. Dean for IT at the Univ. of Iowa’s Carver College of Medicine and Assoc. Dir. of Informatics Operations at Univ. of Iowa Institute for Clinical &amp; Translational Science where he leads a team to deliver state of the art informatics services. Boyd collaborates on projects to understand how DWs are used in medical education and clinical/translational science and to develop maturity models (eg, via CD2H) to help institutions understand and plan investments in IT and Informatics. He will discuss maturity model development for data quality, EDWs, and Informatics, and how survey results relate to might inform that work.</td>
</tr>
<tr>
<td><strong>Panelist 4:</strong></td>
<td>Thomas R. Campion, Jr., leads Weill Cornell Medicine's efforts to support clinical and translational investigators, especially through secondary use of EHR data. He is Assoc. Professor of Research in Pop. Health Science, Div. of Health Informatics, and Dir., Biomedical Informatics in the Clinical &amp; Translational Science Center. He will provide commentary based on complementary findings from qualitative analysis of semi-structured interviews conducted through a CTSA iEC working group focused on data warehousing for research.</td>
</tr>
</tbody>
</table>

**Questions to enhance audience participation during the questions and discussion period --**

What DQ checking is your institution’s EDW for research doing? Where are we going re CDNs and CDM participation/sustainability? FHIR for research as a CDM? What challenges your institution re analytics maturity?

**References**

Evidence-based Tools and Strategies for Evaluating the Safety of Health Information Technology Systems: The State of Practice, Challenges, and the Road Ahead
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Background and Significance

Health information technology (HIT) has the potential to dramatically improve the safety and quality of care delivery. These systems, however, are complex and have introduced new risks and challenges that may inhibit their true potential from materializing. For instance, computerized provider order entry systems (CPOE) with decision support may not include adequate dosing alerts, engender alert fatigue, or include shortcomings related to system functionality. These factors may explain why medication errors associated with adverse drug events still occur during medication ordering despite electronic ordering mechanisms being linked to clinical treatment protocols and best practices. There are also systemic issues related to a lack of interoperability between health information sources (e.g., electronic health records, bedside monitors, and infusion pumps) that create barriers to effective decision-making and care team coordination.

A learning health system health system needs to (1) appreciate the complexity of HIT, (2) understand how the system can fail, and (3) identify ways to mitigate and manage risk. Recognition of these factors has propagated considerable investment to ensure the benefits of HIT are realized while eliminating or reducing the impact of unintended consequences that may jeopardize patient safety. Yet the application of existing tools and best practices can be daunting for health care organizations due to resource constraints (e.g., time and staffing required to conduct testing), access to evaluators proficient in the appropriate use of the tool, and inherent limitations of different methodological approaches that may or may not cover the full spectrum of HIT risk points. Therefore, this panel brings together experts in the fields of health care, informatics, patient safety, and human factors to unpack the application of tools and methods for evaluating the safety of HIT systems. This panel will be dedicated to discussing the state of science and practice as it relates to ensuring the safety of HIT systems across life cycle phases through specific experiences. This panel will also include discussion on how these experiences can be applied to other applications to create robust learning health systems. Specific questions to enhance audience participation include:

- What are the most significant gaps/challenges to evaluating the safety of HIT systems across the health care community? How have these gaps/challenges impacted patient safety? How do we overcome these challenges?
- What are the challenges to scaling these methods? Are there unique considerations depending on the type of health care setting (e.g., a large integrated health system compared to a smaller rural hospital)? How do we overcome these challenges? What resources need to be in place before organizations can apply these tools?
- At what frequency should these tools and best practices be applied as part of a continuous monitoring or surveillance program? What are other instances that may prompt a need to conduct a full or partial evaluation of a HIT system?
- How can health care organizations learn from each other using these tools?
- How will the practice of HIT evaluation and monitoring change in the next year? Five years? Ten years?
Panelist Abstracts

Using Electronic Health Records for Realtime Patient Safety Detection and Prediction (David Classen, MD)

Twenty years after publication of the report *To Err is Human*, studies demonstrate persisting high levels of patient harm. Most patient safety measurement remains highly retrospective, relying on voluntary reporting and post discharge administrative coding. Progress has been limited by the lack of advances in measurement accuracy, detection sensitivity, and timely actionability. The broad adoption of electronic health records (EHRs) offers a significant opportunity to leverage digital information to improve safety measurement and management using real-time data. We developed a novel method to extract safety indicators from EHRs to identify harm and its precursors by implementing a patient safety active management system (PSAM) in hospitals within a national Patient Safety Organization (PSO). The PSAM generated validated adverse event outcomes and leveraged EHR data to develop a real-time safety predictive model. This study describes the PSAM’s pilot at two large community hospitals in 2014–17. We found that the PSAM could detect harm in real time, at higher rates than current levels are detected, and that such harm could be predicted. In addition to outlining future opportunities and challenges with this EHR-enabled PSAM approach, we discuss implications and next steps for policy and practice.

Automated Hazard Detection Framework for Health Information Technology (Teja Kuruganti, PhD)

Adoption of electronic health records (EHRs) systems brought significant benefits to the system users, providers, and patients such as increased care quality and decreased healthcare costs. Most transactional systems in EHRs have evolved over decades and can have complex and sometimes redundant socio-technical interactions. The high degree of complexity can generate unintended consequences in safe use of healthcare information technology (HIT) systems and reveal themselves as hazards that can potentially interrupt care delivery. The safety concerns in HIT are categorized into three perspectives: (1) concerns unique or specific to malfunctioning hardware or software (safe operations), (2) concerns related to misuse of HIT (safe use of HIT), and (3) concerns related to potential outcomes (addressed by real-time or retrospective monitoring of the risks in the health care delivery processes).

ORNL in collaboration with Veteran’s Affairs (VA) is developing an end-to-end framework for improving the reliability and performance of HIT systems. Our approach has three key objectives. Firstly, we developed a unified representation of the system state using standards-based methods. Secondly, we developed graphical model-driven approaches for evaluating HIT workflow to monitor state transitions and identify critical transitions that impact likelihood of faults. Thirdly, we developed data analytic techniques to explore corporate data warehouse (CDW) to detect hazards. The outcome of this effort is a prototypic tool for detecting hazards induced by HIT workflow in EHR systems. Key challenges that have to be addressed for wide-scale adoption such hazard detection frameworks are to identify performance metrics that drive detection requirements, generalization of methods to demonstrate applicability to diverse EHR systems, and scalability of detection techniques.

A Pilot Program for a Peer to Peer Learning and Assessment System for HIT Safety (Michael A. Rosen, PhD)

Peer-to-peer learning and assessment (P2P-LAS) systems are a critical practice for achieving highly reliable and safe operations in other high risk industries, such as commercial nuclear energy production and aviation. These are heavily regulated industries where external assessment by accrediting or commissioning organizations is a required component of operation. However, in these settings, it became apparent that these high stakes of assessments focused on adherence or compliance were not enough to encourage learning. P2P-LAS systems are different. They are completely confidential and focused exclusively on improvement and risk mitigation. This allows participants in these processes to be more open than they would under the eye of external regulators. Consequently, organizations can benefit from an external perspective without exposing themselves to financial, reputational, or regulatory risks. In healthcare, P2P-LAS systems have been developed for individual clinical skills and organizational governance and management of safety and quality. However, no P2P-LAS programs exist for improving Health Information Technology (HIT) Safety.

This presentation discusses results of a pilot program designed to develop and evaluate P2P-LAS tools and processes for HIT Safety. CPOE alerts were chosen as a focus area within the broader HIT Safety space due to operational priorities. Program tool content drew from industry standards (i.e., the SAFER Guides), literature review, and a Delphi panel process. The program process was developed from a literature review on P2P-LAS systems and the project team’s prior experience implementing such programs for other safety and quality domains. The pilot program was implemented in two health systems. Qualitative results of the project will be shared. Effective P2P-LAS systems can form the basis of knowledge sharing between organizations and move safe practice forward.
Evaluating the Utility of a CPOE Assessment Tool for Widescale Adoption (Jeanie M. Scott, MS, CPHIMS)

Healthcare organizations need evidence-based tools and methods for identifying potential risk points prospectively. The purpose of this project was to evaluate the utility of the University of Utah’s EHR Flight Simulator as a strategy for continuously assessing safety risks. The simulation involves a licensed provider entering simulated medication orders for simulated patients within an organization’s test EHR system. The assessment process provides grades of CPOE performance along 10 medication ordering dimensions (e.g., drug-allergy interaction) and points to whether an order could have engendered alert fatigue or resulted in a fatality. We applied the EHR Flight Simulator at large medical centers and solicited feedback concerning logistical requirements and perceived utility of the assessment process. Although the EHR Flight Simulator is a valid approach for identifying potential risk points of CPOE systems, there is an opportunity to provide more explicit guidance and feedback to medical centers to foster continuous improvement and organizational learning. Specifically, we developed a structured feedback report focusing on CPOE configuration settings and drug mappings that medical centers could apply to address any shortcomings. In this presentation, we also address (1) logistical challenges confronted during this project (e.g., the assessment process requires front-line provider and informatics staff involvement), (2) future opportunities to address a wider range of orders placed within CPOE systems, and (3) automating aspects of the assessment process.
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Panel: Intelligent Integrative Informatics Approaches for Big Data Aggregation, Sharing and Analytics in Stem Cell Research

Joseph Finkelstein, MD, PhD, FAMIA,1 Fadia Shaya, MPH, PhD,2 Kirill Borziak, PhD,1 Ben D MacArthur, PhD,3 Avi Ma’ayan, PhD4
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Abstract

Advancements in regenerative medicine have brought to the fore the need for increased standardization and sharing of stem cell product characterization to help drive these innovative interventions toward public availability. Although numerous stem cell databases exist and attempts have been made to standardize stem cell characterization, there is still a lack of a platform that incorporates heterogeneous stem cell information into a harmonized project-based framework. The aim of this panel is to introduce approaches for intelligent integration of heterogenous data sets generated in the course of preclinical and interventional stem cell research as well as discuss promising big data applications in this area targeting prediction of stem cell fate and explaining regenerative potency. Panelists from early adopter institutions will compare their experiences in aggregating and analyzing stem cell data. Key implementation issues that will be addressed by the panelist include common data elements, regulatory and ethical requirements, agile and flexible data hub development, and promising data analytics approaches.

General description of the panel

Heterogenous data streams collected during different phases of stem cell differentiation may represent a challenge for systematic integrative analysis. Harmonized integration of heterogenous data requires introduction of standardized metadata utilizing cross-linked biomedical ontologies. The goal of this panel is to foster substantive discussion of biomedical informatics community of optimal approaches to aggregate and share stem cell research data. To achieve this, the panel participants will engage the participants in an open-ended discussion using results from several ongoing NIH-funded projects as instructive use cases. The panel will cover a broad spectrum of relevant topics including (1) generalizable framework of common data elements for stem cell research; (2) regulatory and ethical issues of stem cell data sharing; (3) implementation of NIH-sponsored data hub for stem cell research; (4) machine learning applications in stem cell research; (5) an integrated library of cellular signatures and its application in systems biology. The panel will employ an interactive format with at least third of the time devoted to soliciting open-ended input from the audience.

The objectives of this panel are:

- Review multi-module framework of common data elements for stem cell research
- Learn regulatory and ethical issues of stem cell data sharing
- Compare and contrast early adopters’ approach to develop and implement data hubs for stem cell research
- Understand the role of metadata and biomedical ontologies in intelligent integration of stem cell research data
- Learn major building principles of Regenerative Medicine Data Repository (ReMeDy)
- Understand design of the Library of Integrated Network-Based Cellular Signatures (LINCS)
- Formulate optimal approaches for machine learning and system biology in stem cell research
Implementing Multi-module Framework of Common Data Elements for Stem Cell Research Data Sharing.

We will provide a systematic overview of the main features of available stem cell databases in order to identify specifications useful for implementation in stem cell data hubs [1]. The data elements reported in these databases represented a broad spectrum of parameters from basic socio-demographic variables to various cells characteristics, cell surface markers expression, and clinical trial results. The data hubs features consisted of the following: common data elements (CDE), data visualization and analysis tools, and biomedical ontologies for data integration. Dr. Finkelstein will present a multi-module CDE framework, which aims to capture all facets of information related to regenerative medicine trials. Our multi-module CDE framework supports a broad range of stem cell studies by introducing modules delineating CDEs from preclinical studies to randomized controlled trials.

Regulatory and Ethical Aspects of Stem Cell Research Data Sharing. Broad sharing of genomic- and health-related data requires proper governance and security [2] and will be discussed by Dr. Shaya. In the context of stem cell research, data and sample sharing represent a scientific and ethical challenge to ensure appropriate protection of individual interests as well as maintaining public trust. Effective data protection requirements are necessary along with the future data harmonization efforts for building successful stem cell research data sharing [3]. Deployment of the common framework for responsible sharing of genomic and health-related data established by the Global Alliance for Genomics and Health (GA4GH) in stem cell databases can facilitate the use of data in compliance with national and international laws and general ethical principles and standards [4].

Regenerative Medicine Data Repository (ReMeDy) for Harmonized Aggregation and Sharing of Stem Cell Research Data. To accelerate stem cell research NIH as a part of the 21st Century Cures Act. NIH has established, with the coordination of the FDA, the Regenerative Medicine Innovation Catalyst (RMIC) data hub for sharing stem cell research. The platform, called Regenerative Medicine Data Repository (ReMeDy), is an implementation of the Signature Commons, an NIH-funded project designed to store and search diverse metadata in an agile and flexible manner [5]. The platform architecture will be presented by Dr. Borziak.

Artificial Intelligence Applications to Predict Stem Cell Fate and Explain Regenerative Potency. Dr. MacArthur [6] will present a collated a library of single cell gene expression patterns from various different cell types in the hematopoietic hierarchy taken from young, adult and aged mice. The library was used to train an artificial neural network (ANN) to accurately predict both cellular identity and developmental age directly from gene expression profiles. The resulting classifier was used it to investigate division patterns of human stem cells.

Data Integration for Machine Learning for Drug and Target Discovery. Dr. Ma’ayan will present extensions to the Harmonizome project [7]. The Harmonizome, available at https://maayanlab.cloud/harmonizome, is a collection of processed datasets gathered to serve and mine knowledge about genes and proteins from major biomedical resources. To create the Harmonizome the Ma’ayan Lab extract, abstract and organizes data into functional associations between genes/proteins and their attributes. Such attributes could be physical interactions with other biomolecules, expression in cell lines and tissues, genetic associations with knockout mouse or human phenotypes, or changes in expression after drug treatment. The Harmonizome is a comprehensive resource of knowledge about genes and proteins, and as such, it enables researchers to discover novel relationships between biological entities, as well as form novel data-driven hypotheses.

Panelists

Joseph Finkelstein, MD, PhD, FAMIA is Chief Research Informatics Officer, Senior Associate Dean for Information Technology, and Professor of Population Health Science and Policy at the Icahn School of Medicine at Mount Sinai. Dr. Finkelstein is also the Director of the Center for Biomedical and Population Health informatics. Dr. Finkelstein has extensive experience in biomedical informatics with a particular emphasis on innovative health information technologies supporting collection and analysis of heterogeneous data streams, intelligent data aggregation, predictive analytics, and the conduct of clinical trials. Dr. Finkelstein is the Principal Investigator of a nation-wide regenerative medicine data hub aimed at aggregation, harmonization and analysis of clinical trial results assessing stem cell-based therapies funded by NIH as a part of the 21st Century Cures Act.

Fadia Shaya, MPH, PhD is Professor at the University of Maryland Schools of Pharmacy and Medicine, and Director of Informatics at Institute for Clinical and Translational Research, University of Maryland Baltimore. Dr. Shaya also serves as Director, Center on Drugs and Public Policy and Executive Director, Behavioral Health
Research Program at the University of Maryland Baltimore. Dr. Shaya leads digital transformation in health services research, and has built research and training capacity to support all stages of translational research, from pre-clinical trials to post-marketing surveillance. She is a member of the Food and Drug Administration (FDA) funded Maryland Center for Regulatory Science and Innovation (CERSI) and is a lead on the Patient Preference Information Group, spanning all FDA funded CERSIs, setting the structure at the FDA for building infrastructure and developing methods to incorporate patient input into drug and device development and safety and effectiveness evaluation.

Kirill Borziak, PhD is a bioinformatics expert with extensive experience in molecular biology and development of computational pipelines for big data visualization and analysis. His current research focuses on approaches for optimal reuse and harmonization of shared big data with particular focus on sequencing and expression data for hypothesis generation and knowledge discovery. Dr. Borziak oversees technical implementation of Regenerative Medicine Data Repository (ReMeDy), a NIH-funded data hub aimed at harmonized aggregation, sharing and analysis of data generated by pre-clinical stem cell research projects and interventional stem cell clinical trials.

Ben MacArthur, PhD is a Professor in the Faculty of Medicine and the School of Mathematics at the University of Southampton, and a Fellow of the Alan Turing Institute, the UK national institute for data science and artificial intelligence. His work combines experimental methods and mathematical models to investigate molecular regulation of stem cell fate. His projects resulted in ability to collect increasingly detailed information about molecular expression patterns in individual stem and progenitor cells using high-throughput single cell profiling technologies. The resulting data are complex and require advanced data analytics to fully ascertain impact of multiple interrelated factors. Dr. MacArthur’s work combines modern machine learning methods with mechanistic mathematical models to do this. Mathematical models include both deterministic and stochastic mechanisms with a particular focus on cell-cell variability and its role in collective decision-making.

Avi Ma'ayan, PhD is the Director of the Mount Sinai Center for Bioinformatics and Mount Sinai Endowed Professor of Bioinformatics in the Department of Pharmacological Sciences. Dr. Ma'ayan is also Principal Investigator of the NIH-funded BD2K-LINCS Data Coordination and Integration Center and Mount Sinai Knowledge Management Center for Illuminating the Druggable Genome. The Ma'ayan Laboratory applies computational and mathematical methods to study the complexity of regulatory networks in mammalian cells. His research team applies statistical mining techniques to study how intracellular regulatory systems function as networks to control cellular processes such as differentiation, dedifferentiation, apoptosis and proliferation. The Ma'ayan Laboratory develops software systems to help experimental biologists form novel hypotheses from high-throughput data, while aiming to better understand the structure and function of regulatory networks in mammalian cellular and multi-cellular systems.
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Are We There Yet? Creating, Finding, and Using Better Information for Pandemics
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Abstract

How do we obtain and analyze better and accurate information to study and report public health emergencies such as the COVID-19 pandemic? This panel brings together translational informaticians and researchers using COVID-19 data, a public health professional working with standards for data and informing the community about COVID-19, and a prominent journalist from Bloomberg News who specializes in medical science reporting. We present both good examples of pandemic data science appearing in journals and the news as well as look where we might not be best at explaining a pandemic to a community. We describe what informaticians need: to present an integrated view of COVID-19 information resources for public information, scientific research, and clinical interventions.

Introduction

As the New England Journal of Medicine reported, in December 2019, a cluster of patients with pneumonia of unknown cause was linked to a seafood wholesale market in Wuhan, China. A previously unknown betacoronavirus was discovered through the use of unbiased sequencing in samples from patients with pneumonia.1 As we are biomedical informaticians, we are trained to find accurate and relevant information for diseases and use the information from the laboratory, the clinic, and the community. In 2020, we saw hundreds of database resources with information about COVID-19, coronavirus, CoV 2, and many variations of names for the coronavirus disease. Some of these resources showing data and explaining outbreaks also turned up in news sources all over the world, for example: Johns Hopkins University School of Medicine Coronavirus Resource Center2; COVID-19 Resources from Institute for Health Metrics and Evaluation3; CDC Weekly Review (https://www.cdc.gov/coronavirus/2019-ncov/covid-data/covidview/index.html); and State and local departments of public health.

The purpose of this panel is to bring different perspectives on the biomedical and social determinants information we use to study and combat disease, and the special case that the COVID-19 pandemic has brought to different communities studying and fighting the disease.4 We have data and use it from translational bioinformatics including genomics and other specialties. We are presented data from variety of sources including the biomedical sources we commonly use (PubMed, BioRxiv, medRXiv), and then there are all the news organizations like New York Times, STAT, Bloomberg News, and local news sources (and many more outside the US). There is also data we obtain from the clinic and community; and so how do we find and use all this information effectively when we treat our patients? In many ways, the COVID-19 pandemic has been a unifying situation: all of us have a need to know about the virus and all of us have an interest in what might be the best way to combat the virus and protect us from the pandemic. Are we on the right path for relevant and correct information?

This panel brings together translational informaticians and researchers using COVID-19 data, a public health professional working with standards for data and the community about COVID-19, and a prominent journalist from Bloomberg News who specializes in medical science reporting. We present both good examples of pandemic data science appearing in journals and the news as well as look where we might not be best at explaining a pandemic to a community.

Panel Outline

Many databases and articles have appeared in biomedical and informatics journals but this might be a rare occasion where the databases and science often appear in major news sources, social media and community newspapers. For
example, this table includes an extremely small subset of thousands of information sources on COVID-19 available from institutions and from news media:

**Table 1. Sample Online Databases**

<table>
<thead>
<tr>
<th>Database Website</th>
<th>Database Description</th>
<th>Update Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>COVID-19 Trials Tracker, Oxford University</td>
<td>Tracking COVID-19 Trials and their Results</td>
<td>Monthly</td>
</tr>
<tr>
<td>Coronavirus Disease 2019 (COVID-19)</td>
<td>Information and Directions to CDC databases</td>
<td>Weekly</td>
</tr>
<tr>
<td>COVID Tracking Project, Atlantic Monthly Magazine</td>
<td>A volunteer organization from The Atlantic: collects and publishes the data to understand the COVID-19 outbreak in the United States.</td>
<td>Daily</td>
</tr>
</tbody>
</table>

With so many information resources to choose from, the panel will proceed as follows:

1. Introductions and 5 to 10 minutes remarks from each panelist about the topic of finding, using and analyzing data on COVID-19.
2. In depth questions directed to each panelist on the COVID-19 pandemic information, in particular:
   a. What information sources do you use and what have been hard to access?
   b. What sources have been the best for your work?
   c. Do you think data has been effectively shared among research or news groups in the pandemic?
   d. How can science be portrayed correctly to the public (how can informatics be portrayed)? Where have we encountered misinformation and how is science portrayed incorrectly? Are there ways we can correct misinformation?
3. The panel will end with audience participation and a call for particular questions. The moderator will start with specific questions for each panelist to start the discussion.

**Panelists**

The panelists will be as follows and all participants have agreed to take part on the panel:

**Moderator: Kate Fultz Hollis, MS, MBI Oregon Health & Science University, Portland OR**

With many years at Harvard Medical School and UCLA, Ms. Fultz Hollis has developed a strong interest in how to find accurate medical research data to answer questions. She became particularly interested in research to find relevant medical data, particularly where data is found in research studies and in electronic medical records, and then used to discover new treatments for patients. She has been extremely active for the past 7 years in editing and evaluating biomedical informatics research for MEDINFO (conference of the International Medical Informatics Association or IMIA) and she is currently one of the senior editors for IMIA's Yearbook.

**Nicholas Tatonetti, PhD, Associate Professor of Biomedical Informatics, Director of Clinical Informatics, Institute for Genomic Medicine, Director of Clinical Informatics, Herbert Irving Comprehensive Cancer Center, Columbia University, New York, NY**

Dr. Tatonetti directs the Tatonetti Lab at Columbia University. The lab is making drugs safer through the analysis of data. Adverse drug reactions are experienced by millions of patients each year and cost the healthcare industry billions of dollars. In the Tatonetti Lab, they use advanced data science methods, including artificial intelligence and machine learning, to investigate these medicines. Using emerging resources, such as electronic health records and genomics databases, the lab is working to identify for whom these drugs will be safe and effective and for whom they will not. In 2020, Dr. Tatonetti teamed up with Dr. Scott McGrath to produce the C19 Weekly, a weekly information show on coronavirus science in the journals and the news.
Scott McGrath, PhD, Providence Health and Services, Missoula MT
Dr. McGrath is a clinical informatics education specialist at Providence Health & Services. He teaches several remote informatics courses at Ohio University, University of New England, University of Nebraska at Omaha, and the University of Montana. In addition to serving as the chair of the AMIA Student Working group, he is also the producer of The C19 Weekly, hosted by Dr. Nicholas Tatonetti of Columbia University. They aim to provide some assistance to informaticians, data scientists, and anyone who is interested in this global pandemic, and wants to learn more. C19 Weekly has four primary goals: 1. Help to improve scientific literacy and promote good research practices; 2. Advance COVID-19 research awareness and help explain the latest papers; 3. Showcase informatics and data science contributions on the front lines of this fight; and 4. Help sound the call to action and spotlight worthy causes and collaborations to join, no matter what your skill set.

Karen A. Monsen, PhD, RN, FAMIA, FAAN, Professor and Chair, Population Health and Systems Cooperative, Director of the Center for Nursing Informatics, Director of the Omaha System Partnership, School of Nursing, University of Minnesota, Minneapolis, MN
Dr. Monsen is an internationally recognized researcher, educator, and public health nurse who leads multiple interprofessional initiatives around COVID-19 data, guidelines, resilience, and community response. She directs the Omaha System Partnership practice-based research network and works with collaborators globally to advance the use of standardized data to discover new knowledge, inform care quality, and improve population health.

John Lauerman, Bloomberg News, Reporter and Editor, Boston, MA
John Lauerman is a reporter and editor with Bloomberg News who joined in 2002, writing primarily about health and education. He's covered disease outbreaks around the world including SARS, HIV, bird flu, the 2009 swine flu and now the Covid-19 pandemic. He's also written about a wider range of health issues and events, including Hurricane Katrina, human embryonic stem cell research, the proliferation of new, immune cancer drugs, and the rise of cheap, accessible genomic analysis. Before coming to Bloomberg, he worked in communications at Harvard Medical School, was a health reporter for the Springfield Union-News in Massachusetts, and freelanced for 12 years, writing articles and books about healthy aging, diabetes and other subjects.

Importance of this Panel Discussion
We describe what informaticians need: to present an integrated view of COVID-19 information resources for public information, scientific research, and clinical interventions.
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Working Towards Shareable and Interoperable Patient and Clinician Facing Clinical Decision Support — Experiences from the Field

Roland Gamache, PhD, MBA, FAMIA1 (Organizer); Laura Haak Marcial, PhD2; Kristen Miller, DrPH, CPPS3; Joshua E. Richardson PhD, MS, MLIS2
1Agency for Healthcare Research and Quality, Rockville, MD; 2RTI International, Research Triangle Park, NC; 3National Center for Human Factors in Healthcare MedStar Health, Washington, DC

Abstract
A confluence of efforts is changing clinical decision support (CDS) from siloed knowledge management efforts within single institutions to open source efforts that leverage rapidly evolving standards that enable healthcare organizations to share and implement CDS. This panel provides perspectives from the Agency for Healthcare Research and Quality and its goals for promoting a more robust CDS ecosystem through two funded projects that leverage standards-based, interoperable, and shareable knowledge artifacts in real-world settings for pain management. The panelists will each provide their unique perspectives based on their projects’ activities for developing and implementing those knowledge artifacts and share how their experiences can inform future efforts to meet the needs for standards-based and interoperable CDS that support patients and providers. The speakers will also address the challenges for developing and implementing CDS that meet the needs of multiple stakeholders within the key area of chronic pain management.

Significance
Few areas in healthcare today are as pressing as managing chronic pain, defined as pain that occurs on at least half the days for six months or more.1 It affects as many as one in three American adults,1 and one in ten American adults suffer from chronic pain that significantly disrupts their “work, social, and/or self-care activities.”2 Furthermore, the related use of opioids is linked to co-morbidities and mortality that some have described as “twin crises” in healthcare.3 In all, the annual costs of chronic pain range from $560 billion to $630 billion4—exceeding the costs from heart disease, diabetes, or cancer.

Chronic pain cases—such as those with low back pain, fibromyalgia, or tension headache—particularly affect utilization in primary care, as 52% of patients including those with chronic non-cancer pain (CNCP) receive their care in the primary care setting. The COVID-19 pandemic further complicates chronic pain and opioid management in these settings due to quarantines and lockdowns.5 Patients in these settings benefit from providers who educate them on ways to seek appropriate care and participate in shared decision-making (SDM) that addresses patient needs, priorities, and values. Evidence includes the Centers for Disease Control and Prevention’s (CDC’s) Guideline for Prescribing Opioids for Chronic Pain, which calls out SDM as a key strategy for providers to educate patients about the risks and benefits of treatment options,6 and when effectively implemented, increases patient knowledge of treatment options and aligns treatment options to patient values. Enabling partnerships between patients and providers through SDM—“therapeutic alliances”7—is key to delivering patient-centered care for CNCP and opioids.

Emerging open-source solutions like CDS Connect via the Agency for Healthcare and Research Quality (AHRQ), CDS Health Level 7 (HL7) CDS Hooks, clinical quality language (CQL), and SMART on FHIR are promising ways to disseminate evidence for chronic pain and opioids in CDS, but more work is needed within and across the domains to align architectures, knowledge artifacts, and implementation strategies to make shareable CDS effective for providers and patients.

This panel will describe the panelists’ efforts via two AHRQ-funded projects—led by MedStar Health and RTI International—to develop and implement standards-based patient- and clinician-facing CDS that improves SDM for pain management in primary care. The panelists will use their unique perspectives from the field to discuss the
challenges and opportunities they are encountering when leveraging standards-based and interoperable CDS. Their insights will address the strategies they are employing to balance informatics standards with local EHR solutions while also meeting the user-centered needs of patients and providers.

Description of the Panel

<table>
<thead>
<tr>
<th>Time</th>
<th>Speaker</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>15’</td>
<td>Marcial (moderator)</td>
<td>Moderates the panel and leads the discussion around CDS for chronic pain management</td>
</tr>
<tr>
<td>15’</td>
<td>Gamache</td>
<td>Address the broad goals and expectations of AHRQ with these two contracts</td>
</tr>
<tr>
<td>15’</td>
<td>Miller</td>
<td>Discusses MedStar Health’s project challenges, achievements, and lessons learned</td>
</tr>
<tr>
<td>15’</td>
<td>Richardson</td>
<td>Discusses RTI’s project challenges, achievements, and lessons learned</td>
</tr>
<tr>
<td>25’</td>
<td>All</td>
<td>Discussion, Q&amp;A with audience</td>
</tr>
</tbody>
</table>

Learning Objectives

1. Understand the major challenges, and opportunities, to the use of interoperable and publicly-shareable CDS in healthcare organizations.
2. Learn about ability—and limits—to standards-based approaches for developing and implementing CDS;
3. Learn about technological and usability solutions that projects employ to achieve CDS that is both patient- and provider-facing for enabling SDM.

Individual Speaker Contributions

Laura Haak Marcial, PhD – Dr. Marcial will serve as the panel moderator and introduce the panel participants. In addition, Dr. Marcial will discuss the challenges and opportunities associated with patient- and clinician-facing CDS based on experiences from the AHRQ-funded, Patient-Centered CDS Learning Network, as well as the challenges and opportunities for using CDS to support SDM for chronic pain management. Later in the program, Dr. Marcial will summarize the takeaways from the panelists and lead the audience Q&A.

Roland Gamache, PhD, MBA, FAMIA – Dr. Gamache will provide background and context for the two funded efforts featured in this panel. Started in 2016, AHRQ’s CDS initiative has two broad aims: to advance evidence into practice through CDS and to make CDS more shareable, interoperable, and publicly-available. The initiative features open-source, standards-based tools (e.g., for CDS authoring) as well as a web-based repository of publicly-available CDS artifacts. Funded projects provide real-world demonstrations of applying CDS standards in the field, publish lessons learned, and disseminate artifacts for re-use and adaptation by other healthcare organizations.

Kristen Miller, DrPH, CPPS – Dr. Miller will discuss the MedStar Health CDS for Chronic Pain Management project (Tapering and Patient Reported (TAPR) Chronic Pain Management Tool® TAPR-CPM Tool). The proposed research aims to advance knowledge for patients and providers through CDS tools that enhance the quality of clinical discussion and share decision-making for optimizing pain management therapy – specifically opioid tapering. CDS for patients will help track and manage pain and daily function to support reduced opioid use while facilitating continued patient engagement. CDS for providers will help detect patients at high risk of harm from opioids while also optimizing presentation of patient data and evidence-based guidelines to support opioid tapering. She will also discuss ethical, legal, and strategic challenges of the project.

Joshua Richardson, PhD, MS, MLIS – Dr. Richardson will discuss the RTI-led CDS for Chronic Pain Management (CDS4CPM). The aims of the project are to develop, implement, and evaluate the lessons learned for disseminating publicly-accessible, standards-based knowledge artifacts for chronic pain management within primary care clinics at two academic medical centers. He will discuss the technical challenges to applying standards-based solutions to implementing CDS for SDM as per AHRQ’s SHARE Framework. Dr. Richardson will also address the challenges of balancing CDS standards with the constraints at local institutional governance and workflows.
**Expected Discussion and Discussion Questions**

We expect the audience will want to engage the panelists in discussions on approaches for effective implementation of patient-facing CDS, approaches to standards-based CDS, and approaches to patient-facing CDS systems. The discussion questions include:

1. How are informatics standards meeting the requirements of patient-facing CDS?
2. In what ways can projects at the level of healthcare organizations balance the availability of standards-based solutions that promote CDS interoperability while achieving electronic health record (EHR)-specific solutions that meet localized needs, e.g. workflow, usability, etc.?
3. In what ways can CDS standards adapt for people, processes, and technology need to promote adoption within the culture of medical care?

**Urgent Topics for Intended Audiences**

This panel addresses pressing issues around implementation at multiple levels: translating evidence into logic such as CQL and executable code; addressing challenges with balancing rapidly evolving CDS standards and local EHR environments; and lessons learned with integrating CDS into clinical workflows that address both patients’ and providers’ needs.

- **CMIOs and CNIOs**: those responsible for implementing CDS in healthcare organizations;
- **EHR Implementers**: implementation staff responsible for implementation and effective use of EHR tools, and system optimization, including patient-facing tools;
- **CDS Systems Developers**: development staff building clinical decision support tools and services for providers and patients;
- **Patients and Patient Advocates**: those who receive and/or represent the patients who receive CDS to support chronic pain care.

**Attestation**

The panel moderator has assurances from all participants that they will be available to participate at AMIA 2020.

**References**
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Abstract

HL7 FHIR (Fast Healthcare Interoperability Resources) is now 10 years old. To date, it has been implemented in over 5000 sites worldwide. FHIR supports the broad continuum including patient care, population health, evolving payment models and clinical research. In March of last year, both the Center for Medicare and Medicaid Services (CMS) and the Office of the National Coordinated for Health IT (ONC) released two complementary Final Rules to improve the Interoperability of health data. The HL7 FHIR Accelerator Program has been the principle enabler of FHIR implementation. Vulcan, the newest FHIR Accelerator, is dedicated to enabling regulated and non-regulated research. This panel will explore the emergence of FHIR implementation across the broad continuum of biomedical research, regulated clinical research and population health.

Introduction

This panel will provide the attendees with the background, the rapidly evolving processes, the technical elements, and the innovative approaches to solving the complex problems of interoperable data exchange. In the last decade, FHIR¹ has been embraced by developers of technology solutions, by government regulatory bodies, by academic institutions, and by Public Health agencies worldwide. The adoption of FHIR-based solutions has been accelerated by coalescence around a single API structure. The process has been embraced by both public- and private-sector initiatives and by reliance upon a highly consistent maturity model and a reliable strategic roadmap.

Within the scope of this panel, we will highlight the innovative approaches to these strategic goals and articulate the framework for their solution. Unprecedented collaboration by private-sector companies and by broad based coalitions have largely refined the business model for application development. Moreover, innovative government-based initiatives have fostered the sharing of genomic data for both applied and basic research.

Perhaps the most far-reaching acceleration of FHIR adoption for research has been the embrace of the Vulcan FHIR Accelerator Program by a coalition of Biopharma, FDA, NIH, NLM, and CDC, with support from Clinical and Translational Science Awards (CTSA) program recipients.

Defining the challenges

For standards development organizations and the supporting programs that provide implementation solutions, there are major hurdles for enhancing interoperability while respecting the enormous investment in legacy systems. During the debate, in both academia and industry, some solutions have accelerated enhancements to the integration of basic and clinical science into the challenges of patient care. At the same time, public health agencies, both local and national, have benefited from innovative solutions for collecting data and reporting critical healthcare emergencies and population-based recommendations for preventative care. This is apparent in the fields of cancer care and metabolic diseases. Even more prominent is the integration of genetic and genomic data into diagnosis and treatment. In addition, government agencies are requiring standards that support the complexity of our reimbursement systems. Moreover, as our fiscal model for healthcare and research financing shifts from an outmoded and increasing costly model, the FHIR platform has been embraced as a vehicle for change.

SMART on FHIR²

Currently, an ONC-funded project at Boston Children’s Hospital emerged to leverage the commitment to the API model of data exchange and reuse. In close partnership with HL7, SMART on FHIR emerged as a critical solution to achieving inter-system interoperability. The support for OpenAuth 2 and Secure ID, two ISO standards that enable a consistent trust framework for internet-based authentication and financial transactions and provide a much-needed layer to the emerging FHIR stack. Most critically, the partnership enabled a fabric for both cross-system and cross-
EHR platform data exchange. SMART on FHIR grew on two fronts. Not only did it become a critical enabler of future interoperability programs, such as the Argonaut Project, but it also fostered the development of an app store for production level FHIR-based applications and solutions.

The Technical Growth of HL7 FHIR

The success of the Argonaut Project\(^3\), the landmark FHIR Accelerator, provided a clearly defined catalog of FHIR-based profiles and implementation guides that support the objectives defined in the US-centric Meaningful Use requirements. Because of the technical rigor and consistency of the process, the Argonaut framework has been adopted by government outside of the US, with particular attention on the FHIR-compliant APIs. To the significant impact of the Argonaut Project profiles on intersystem interoperability, the private sector collaboration has been further enhanced by the adoption of these implementation guides by the Sequoia Project Carequality initiative, built upon a national health information network and trust framework, as well as the CommonWell Health Alliance program for patient matching. This commitment to the FHIR-enabled platform has fostered far reaching enhancement of patient matching and the concomitant reduction in matching errors and the attendant costs.

During the last two years, the broad landscape of compensation for care has evolved from a fee-for-services model to one in which compensation is driven by clinical outcomes. This value-based care scenario has been embraced by the Centers for Medicare and Medicaid Services (CMS) as well as by the private-sector payers. This had lead to the creation of the Da Vinci Project\(^4\), in which this community of payers collaborate in a pre-competitive environment to leverage FHIR for delivering clinical data for a broad range of use cases that foster value-based care. In addition to the payer community, Da Vinci includes EHR vendors, academic health systems, and application developers. The vision of the Da Vinci consortium embraces a broad range of innovative approaches to streamlined payment systems including real-time prior authorization.

Lastly, ONC has funded HL7 to develop a critical addition to the FHIR platform for collecting bulk data for integration and analytics. Now referred to as Bulk Data on FHIR, the uses for this data extend far beyond payment systems, including the CMS introduction of Blue Button 2.0, which enables Medicare recipients to download their clinical data. Other Federal agencies, including the Centers for Disease Control & Prevention (CDC) envision the use of this specification for bio-surveillance, as well as morbidity and mortality reporting.

In December 2019, HL7 announced the publication of Release 4 of FHIR. Now an ANSI standard, R4 is backward compatible, more stable, and capable of incorporating additional data and information sources. At the same time, HL7 continues the development of R5\(^5\), expected to be published in the fall of 2020. R5 will provide more normative resources, more seamless integration of HL7 v2 and CDA specifications, as well as multi-language support and federated servers. The recognition of R4 in the Final Rules from both the Office of the National Coordinator for Healthcare IT and CMS (Centers for Medicare and Medicaid Services) in March of this year heralded a commitment for FHIR implementation worldwide.

Growing the Community of Implementers

Google Brain and Verily leverage FHIR for a host of development projects, not limited to analytics. In conjunction with several leading EHR vendors, the clinical decision support landscape if being re-imagined with the emergence of CDS Hooks\(^6\). This technology enables a broad range of clinical decision support data sources to be integrated into the point of care without leaving the EHR environment. Most critically, Apple announced that it had integrated the FHIR platform into iOS 11.3, in collaboration with now more than 500 health systems and providers\(^7\), to potentially transform the means by which patient access their data from across multiple sources and systems.

Lastly, the FHIR Accelerator Program has been created to streamline the on-ramping of new FHIR implementation communities. When introduced early this year the program was comprised of already established implementation initiatives, including the Argonaut Project, the Da Vinci Project and the CARIN Alliance. Throughout the year, additional communities including, Gravity, supporting Social Determinants of Healthcare, the Consortium for Agile Genomics, as well as Codex, the diverse oncology consortium, have all implemented FHIR to advance care delivery. Most recently, the Vulcan Project\(^8\), which has aligned Biopharma, FDA, NIH, NLM, and the CDC has encouraged
FHIR adoption for clinical recruitment, patient reported outcomes (PRO), post-marketing bio-surveillance, and real-world clinical trials (RWCT).

Conclusions
At the conclusion of this interactive panel, participants will be able to 1) articulate the value model of the HL7 FHIR platform for patient care, applied research, population health, or patient engagement; 2) formulate technical, business, and workflow strategies that enable the integration of open APIs (Application Programing Interfaces) and HL7 FHIR resources to enhance interoperability initiatives and data integration; 3) exploit the ease of FHIR implementation to enhance technical strategies, reduce development time, decrease project implementation costs. Finally, they will be able to evaluate the early impact of the emerging Vulcan Project on a broad research landscape.

2. SMART on FHIR. http://smarthealthit.org/smart-on-fhir/
Pandemic Informatics: Tuning Expectations of Real World Data – Lessons Learned from the National COVID Cohort Collaborative (N3C)
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Abstract
The first case of a novel coronavirus, subsequently named SARS-CoV-2, was detected in Wuhan, Hubei Province, China in 2019. By the end of August 2020, the coronavirus has since spread across the world, causing over 25 million cases of COVID-19 (the disease caused by SARS-CoV-2) and over 844,000 deaths. The use of real world data is important piece of understanding the epidemiology of COVID-19, the natural history/severity of disease and potential therapies. The National COVID Cohort Collaborative (N3C), sponsored by the National Center for Advancing Translational Sciences (NCATS), is a multi-site collaborative learning health network designed to overcome barriers to rapidly build a scalable infrastructure incorporating multi-organizational clinical data for COVID-19 analytics. This panel is composed of informaticians supporting the harmonization of COVID-19 data for downstream analytics. Here we will discuss the need to balance pragmatism versus perfectionism in informatics projects during a pandemic.

Mobilizing a Global Response in a Pandemic: The Power of Common Data Models – Kristin Kostka, MPH

The first case of a novel coronavirus, subsequently named SARS-CoV-2, was detected in Wuhan, Hubei Province, China in 2019. The coronavirus has since spread across the world, causing over 25 million cases of COVID-19 (the disease caused by SARS-CoV-2) and nearly 844,000 deaths, according to the Johns Hopkins University Center for Systems Science and Engineering.1 In late March 2020, the Observational Health Data Sciences and Informatics (OHDSI) community, a global network that uses large-scale analytics on real-world data (RWD), annual European research symposia was cancelled due to the COVID-19 pandemic. Instead, organizers repurposed the allotted time to conduct a virtual “study-a-thon.” In the span of 88 hours, more than 350 epidemiologists, statisticians, clinicians, and software engineers from around the world worked remotely to conduct rapid retrospective observational research studies to answer various research questions related to the pandemic.2 Following this intensive 4-day exercise, the OHDSI community continues to run COVID-19 research studies on more than 18 databases from 5 countries with COVID-19 case data.3 In May 2020, the OHDSI community joined forces with i2b2/ACT, TriNetX and PCORNet to participate in the National COVID Cohort Collaborative (N3C). N3C’s goals are to demonstrate that a “multi-site collaborative learning health network can overcome barriers to rapidly build a scalable infrastructure incorporating multi-organizational clinical data for COVID-19 analytics.4 Through weekly workgroups, subject matter experts from these common data model communities are faced with the toughest challenge: translating research questions into what is feasible in local data. This expertise is paramount in steering the development of designing COVID-19 cohort definitions and subsequent data extraction scripts to drive communal research.

Bridging COVID data in EHRs to CDMs: Perspectives from the i2b2/ACT Network – Michele Morris, BA

The ACT Network (SHRINE) is a real-time platform allowing researchers to explore and validate feasibility for clinical studies across the NCATS Clinical and Translational Science Award (CTSA) consortium, from their desktops. The ACT Network (SHRINE) helps researchers design and complete clinical studies, and is secure, HIPAA-compliant and IRB-approved. The ACT Network leverages SHRINE, or the Shared Health Research Information Network, to support multi-site research projects by enabling study feasibility/cohort discovery at partnered institutions.5 Through the N3C program, ACT has developed COVID-19 specific ontologies to streamline and standardize local electronic health record (EHR) data into the ACT schema. This work allows local sites to have variability in lab coding systems and local condition coding variations while still having a way to be queried by the broader network for multi-center studies. ACT provides a conduit to show how EHR data can be wrangled and leveraged to answer pressing questions. During routine N3C data quality checks, ACT found a need for integration of UMLS coding into the N3C shared ontologies to increase capture of qualitative lab results captured by the program.
ACT continues to evaluate site-level challenges in harmonizing data feeds and works across CDMs to create informatics decisions that scale between models.

Streamlining Research Ready Data: Perspectives from TriNetX – Matvey Palchuk, MD, MS

TriNetX is a global health research network that optimizes clinical research and enables discoveries through the creation of real-world evidence. By partnering with TriNetX, local sites receive TriNetX hardware and have hands-on support from TriNetX staff in the transmission of COVID-19 data for the N3C program. In this capacity, TriNetX is taking the disparate feeds of EHR modules and streamlining these data into a single format transmitted for consumption by the N3C data ingestion pipelines. Where available, TriNetX is already harmonizing information by supporting the breadth and depth of HL7 objects and use of common terminologies like RxNorm. This provides a significant value to the N3C program by cleaning up the enumeration of encounter-types in local EHR feeds, de-duplication of patient records and flagging places where records are connected to other clinical attributes. Even still, there are site-level challenges in capturing and pulling the information that N3C researchers request. TriNetX and the N3C program regularly work together to understand what’s feasible at each site.

Enforcing Order in a Network: Perspectives from PCORNet – Emily Pfaff, MS

PCORnet is a "network of networks" that brings together patients, clinicians, researchers, health plans, and healthcare systems to share information and participate in research. All the core data elements needed to support COVID-19 research and surveillance have a home in the PCORNet CDM. However, data partners may need to prioritize loading them. Current expectations within PCORNet are that partners refresh their CDM every quarter and run a comprehensive data quality assessment (January, April, July, October). To meet the demands of the pandemic, PCORnet also created a rapidly refreshed stand-alone version of the CDM that includes coronavirus patients plus other patients with respiratory illnesses since January 2020. The goal for PCORnet is to characterize the cohort of COVID-19 patients and provide detailed information on demographics and pre-existing conditions. As the N3C program evolves, PCORnet sites are receiving feedback from the data ingestion pipeline to understand opportunities for increasing standardization of local data elements. In this mechanism, PCORnet sites are even being notified when variables are clinically divergent from other sites in the N3C program to ensure that this variation is actually an artifact of local care delivery and not a systems issue. This can be challenging to debug and creates an iterative loop of prioritizing which fixes are necessary to generate high quality informatics projects.

Balancing Perspectives, Moderator – Robert Miller, MS

As a site lead supporting multiple multi-center research projects, Mr. Miller brings extensive first-hand expertise on the challenges with designing extract-transform-load (ETL) processes for institutional data marts. Mr. Miller provides a neutral voice to balance panelist perspectives and ensure the discussion is rooted in a pragmatic evaluation of what can be done with the resources available. For data to be useful in research, they have to be standardized across systems. In particular, a critical emphasis will be placed on “low hanging fruit” (what’s easiest for a site under duress of a pandemic to reliably make available for research) versus data elements which are inherently difficult to standardize because of care variation, artifacts of overburdened healthcare systems (e.g. the loss of consistency in information when care settings are improvised to meet demand), and other challenges that are unavoidable in a pandemic.

Questions

• How does one develop a universal phenotype when case definitions are variable by geography and biased by local testing strategies?
• For COVID-19 cases, what data elements are the most challenging to standardize across a network? What, if any, data elements are the easiest?
• How does a site who wants to bring their data into a research network like this go about the process to implement a common data model? What kind of effort is involved?
• How do ETL processes evolve as source vocabularies / ontologies evolve?
• Healthcare providers have an urgent need to understand the safety and efficacy of the various therapies being used to treat COVID-19. What’s feasible today? What’s not?
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Abstract:
Large data sets with disparate kinds of data are needed to facilitate precision medicine. Data such as patient journeys, outcomes, genomics, immunologic, and proteomic data - joined with real-world evidence data from EHRs and claims are needed to facilitate research. Many organizations have taken up the challenge to help generate these data sets via the construction of longitudinal registries focused on a single disease state. This panel will highlight experiences, challenges, and solutions in bringing together data sets for research. The discussion will focus on informatics, data science, outcomes research, legal, regulatory and social challenges.

Discussion:
One of the largest challenges to precision medicine is that of having sufficient numbers of patients in representative data sets that focus on the disease in question from multiple perspectives. One approach to this challenge is to create disease registries meant to focus on the specific disease state - then aggregate data from various perspectives such as EHR, genomic, proteomic, transcriptomic, patient-reported outcomes, immunologic data, and medical claims. Despite the enormous investment in data generation that resulted from EHR adoption (as an example), major challenges and hurdles continue to exist in creating high-utility data sets. When complete, they do afford the ability for scientists to gain a multi-faceted perspective on all aspects of patient care, their disease journey, and outcomes. By having a longitudinal registry, aspects of temporality can be taken into account for these studies, such as the construction and analysis of patient journeys.

The construction of these registries, however, brings into focus many of the enormous technical, legal, regulatory, and privacy challenges needed to curate such data sets. While the benefit may seem obvious, laws and regulations created in previous eras for local protection of business interests can interfere with macro programs of this nature today. In addition, the variable implementation of current HIT and other data standards also makes alignment and growth of these tools challenging. When you add a pandemic to the mix, all manner of reliable business relationships can become unglued, causing even more obstacles.

Each speaker will discuss his/her experiences in building registries with national or international footprints focused on precision medicine and public health. We draw upon viewpoints from informatics companies, life science firms, professional societies, and patient support foundations. Each speaker is leading large, national efforts to build registries and will discuss how they faced challenges in getting
these registries constructed, sustained, engaged with by participants, and utilized by researchers. The execution of programs focused on generating such data sets is critical to finding therapies and cures for diseases, especially rare diseases. Understanding these hurdles may make it easier for others to construct these resources for the larger research, clinician and patient communities.

Steven Labkoff, MD, is the Chief Data Officer of the Multiple Myeloma Research Foundation. In his role, he is the program sponsor of the CureCloud Direct-to-Patient Registry (CC-DTP). This registry is working to create a longitudinal, linked data set comprising (at launch) of four different data types – including patient donated data (surveys), EHR clinical data (abstracted into a 175-field data dictionary), a 70-gene myeloma panel, and nurses notes. Eventually, the registry will also include patient-reported outcomes, immune profiling, and medical claims – all linked to a unifying patient identifier. The CC-DTP has run up against a myriad of challenges including legal, privacy, regulatory, and data governance issues. However, the most complex and daunting challenge for this registry is the fact that it is direct-to-patient – with a goal of returning data to patients. Because of this constraint, all lab tests run on behalf of the registry (the 70-gene MM panel) must be run on a CLIA-validated (informatics) pipeline. Some of the issues that arose in building out the CC-DTP included dealing with telemedicine laws as they related to the CLIA pipeline in a direct-to-patient registry.

Leon Rozenblit, JD, PhD, is the Head of the Registry Practice Center of Excellence at Prometheus Research (an IQVIA business), a registry-focused informatics company in New Haven, Connecticut. Leon has been directly involved in a leading role in designing and building dozens of registries across the US. On a day-to-day basis, his organization builds and manages agile patient registries and integrated data hubs for multiple medical specialty societies and patient advocacy groups, and is the principal technology partner on the CureCloud Direct-to-Patient registry. Having to take into account varying data standards and data models is a daily concern for his organization and his clients. He will speak to the myriad of issues that comprise the successful implementation of such repositories, from a standards, processes, and data modeling perspective.

Claudio Faria, Pharm.D., MPH is currently the Executive Director of Global Health Economics and Outcomes Research at Alexion Pharmaceuticals. He has 18 years of experience in the area of Real-World Data & Evidence - in particular expertise in observational methodology, the development of patient registries, and the use of registry/registry-like data for synthetic arm trials. Claudio spent the last 13 years in various HEOR Leadership roles within the Pharmaceutical/Biotech sector - where he has developed and analyzed registry data across a multitude of therapeutic areas mainly for regulatory and reimbursement decisions. He has also had the opportunity to teach Research Methods and Pharmacoepidemiology at the UMass Medical School, Northeastern University and the Massachusetts College of Pharmacy. He is well-published, with over 200 peer-reviewed publications. He is also adjunct faculty at Rutgers University and Thomas Jefferson University.

Kathleen Hewitt, DNP, RN is the Director of the ASH Research Collaborative (ASH RC), a non-profit organization established by the American Society of Hematology (ASH) to improve the lives of people affected by blood diseases by fostering collaborative partnerships to accelerate progress in hematology. The foundation of the ASH RC is its Data Hub, a technology platform that facilitates the exchange of information by aggregating research-grade data on hematologic diseases. Prior to joining the ASH RC Dr. Hewitt served as Associate Vice President at the American College of Cardiology where she oversaw the strategic direction of ACC’s NCDR, Accreditation Services, and National Quality Campaign programs. During her leadership, the ACC’s quality portfolio, including the NCDR, grew into an unprecedented 3,000 hospital and healthcare system network.
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Abstract

The National COVID Cohort Collaborative (N3C) aims to assemble a multi-site learning health infrastructure with electronic health record (EHR) data for a nationwide cohort made available for COVID-19 analytics. One known challenge of EHR-based observational studies is that detailed patient information required by a study often resides in clinical narratives. Various natural language processing (NLP) technologies have been investigated to accelerate the use of clinical narratives for rapid clinical research. This panel describes a collaborative effort among Clinical Data to Health (CD2H), Open Health Natural Language Processing (OHNLP), and Observational Health Data Sciences and Informatics (OHSDI) NLP towards a national clinical NLP ecosystem.

Background

The wide adoption of electronic health record (EHR) systems has accumulated large amounts of patients’ clinical data, which becomes an enabling resource for clinical and translational research such as evidence generation for clinical characterization and treatment outcomes. One known challenge of secondary use of EHRs for clinical research is that detailed patient information required by a study (e.g., symptoms, social determinants, mental status related to COVID-19) often resides in clinical narratives. Therefore, natural language processing (NLP) technologies have been extensively investigated in the medical domain to accelerate the use of clinical narratives for rapid clinical research. Despite the successes of open source NLP tools as well as their demonstrated applications, the adoption rate of those open source NLP tools in other major CTSA sites is still slower than expected. In reality, delivering practical NLP solutions for clinical research requires the existence of an institutional text analytics infrastructure that can be challenging to develop due to the incentive and regulatory complexity.

The NLP effort in National COVID Cohort Collaborative (N3C) is a collaboration among Clinical Data to Health (CD2H), Open Health Natural Language Processing (OHNLP), and Observational Health Data Sciences and Informatics (OHSDI) NLP with the goal to build a national ecosystem towards clinical NLP for COVID-19 analytics. The N3C NLP working group aims to understand barriers of establishing text analytics infrastructure and develop solutions for different stakeholders (e.g., NLP developers or consumers) to share, test, customize, and deploy diverse NLP tools by defining appropriate technologies, standards, and governance strategies. We hypothesize that through community engagement and team science, we can better enhance NLP capabilities across CTSA sites and accelerate the use of clinical narratives for clinical research.

Objectives

Our objectives in the N3C NLP project include:

Objective 1. To work with CD2H Sandbox and build a prototype of an open NLP ecosystem for sharing, testing, integrating, and deploying diverse types of NLP algorithms. Specific activities include:

1. conducting capability and needs analysis through user surveys and interviews leveraging CD2H/N3C and iEC text analytics working group,
2. defining and building appropriate architectures/technologies to accommodate diverse NLP tools and different use scenarios,
3. standardizing NLP output representations (e.g., by leveraging OMOP CDM) to improve interoperability and integration among different tools,
4. developing governance structure and strategies for collaborative activities in the open platform, and
5. organizing training sessions and prepare education materials.

**Objective 2.** To develop benchmark datasets and tools for COVID-19 and use them to drive the development and evaluation of the open NLP ecosystem. Specific activities include:

1. assembling a proof-of-concept collection of COVID-19 related deidentified clinical narratives from multiple sites through community participatory,
2. establishing community engagement and crowdsourcing environments,
3. collecting, prioritizing, and annotating data elements to be extracted from the clinical text,
4. developing COVID-19 NLP algorithms leveraging the open NLP ecosystem, and
5. encouraging community adoption of the open NLP ecosystem (e.g., organizing shared tasks using the annotated corpus).

**Objective 3.** To streamline community engagement and participation regarding NLP needs, which in turn will make NLP more accessible to a wider base of researchers and developers. Specific activities include:

1. creating an onboarding and registration system, allowing users and groups to seamlessly join a listserv for community engagement,
2. creating a polling system, which in turn will allow the community to ask questions and receive answers in a templated format, and
3. creating recurring meetings to allow community members to discuss a variety of topics.

**Panelists’ Presentations**

**Dr. Hongfang Liu** is a professor in biomedical informatics, and currently leading the biomedical informatics division at Mayo Clinic. Her primary research focus is to facilitate the use of clinical NLP for the secondary use of EHR data for clinical and translational science research and health care delivery improvement. Additionally, she has extensive collaborative research experience in cancer genetics and molecular pharmacology. She has given lectures and demos in various settings on clinical NLP including local graduate programs and CTSA. More info: http://www.mayo.edu/research/faculty/liu-hongfang-ph-d/bio-00055092

*Dr. Liu will moderate and provide the overview of the N3C NLP project.*

**Dr. Justin Guinney** is the Vice President of the Computational Oncology group at Sage Bionetworks. His scientific career has been focused on the design and application of computational methods for translational cancer medicine. His current research specializes in integrative data analysis for prognostic and predictive modeling of cancer outcomes and response to therapy, with an emphasis in colorectal cancer. Dr. Guinney is leading the N3C Collaborative Analytics workstream which is responsible to develop the N3C Enclave. More info: http://bime.uw.edu/faculty/justin-guinney/

*In this presentation, Dr. Guinney will introduce his experience developing systems and infrastructure for benchmarking informatics tools, and how this is being used to crowd-source the development of an NLP ecosystem for the CTSA community.*

**Dr. Peter Szolovits** is Professor of Computer Science and Engineering in the MIT and leading the Clinical Decision-Making Group within the MIT Computer Science and Artificial Intelligence Laboratory (CSAIL). His research centers on the application of AI methods to problems of medical decision making, natural language processing to extract meaningful data from clinical narratives, and the design of information systems for health care institutions and patients. He has worked on problems of diagnosis, therapy planning, execution and monitoring for various medical conditions, computational aspects of genetic counseling, controlled sharing of health information, privacy and confidentiality issues in medical record systems, and integration of clinical and genomic data for translational medicine. More at: http://people.csail.mit.edu/psz/

*In this presentation Dr. Szolovits will discuss privacy and confidential issues in medical record systems and his effort on the application of AI methods for the de-identification of clinical documents.*

**Dr. Hua Xu** is a professor at the School of Biomedical Informatics in The University of Texas Health Science Center at Houston (UTHealth). He directs the Center for Computational Biomedicine at UTHealth. Dr. Xu’s primary
research interest is to develop NLP methods and systems and apply them to clinical and translational research. He has worked on different clinical NLP topics, including syntactic parsing, word sense disambiguation, and active learning and has built multiple clinical NLP systems including the medication information extraction tool MedEx and a recent comprehensive clinical NLP system CLAMP. Methods and tools developed in Dr. Xu’s lab have been widely used in large clinical consortia. Currently, he is the Chair of NLP working group at OHDSI. More at: https://sbmi.uth.edu/faculty-and-staff/hua-xu.htm.

Dr. Xu will present OHDSI NLP working group’s effort on standardizing textual data in OMOP CDM using NLP, by introducing standards/tools and their applications specific to COVID-19.

Dr. Sijia Liu is an Informatics Specialist II at the Department of Health Sciences Research, Mayo Clinic at Rochester, Minnesota. Working closely with Dr. Hongfang Liu on many NIH funded grants, his primary interest falls under the application of clinical NLP methods and the implementation of clinical NLP systems to support clinical decision making. He received his PhD in Computer Science and Engineering at University at Buffalo, The State Unviersity at New York in February 2019. He works with Dr. Hongfang Liu on managing the text analytics service line at Mayo Clinic via triaging and intaking tasks, providing edutional sessions and balancing workloads among the text analytics team. More at http://sijialiu24.com/.

Dr. Sijia Liu will discuss the design and implementation of N3C NLP infrastructure, including a cloud-based NLP engine builder and end-to-end NLP pipeline for N3C, on behalf of the N3C NLP development team.

Mr. Rafael Fuentes is a computer scientist, with a research focus on Advanced Analytics, Artificial Intelligence, and Emerging Technologies. Using these specialties and experiences, Rafael has worked with a variety of Government and private organizations to design and implement a variety of AI and NLP applications. Besides development, Rafael has led large AI, Data Analytics, and NLP development projects across the government. Currently, Rafael is providing services to NCATS, with the primary goal to empower groups and individuals to design and develop analytics, visualization, and NLP applications using COVID-19 datasets. Rafael is driving and encouraging collaboration among these groups with the goal to further enhance the applications and insights these groups and organizations produce. In this presentation, Rafael will discuss overall effort to encourage community participation, and empower engagement from a variety of groups organizations, and individuals.

List of discussion questions to enhance audience participation

- What are the key changes in the field that have enabled the current advances in clinical NLP?
- What are the primary gaps that need to be resolved?
- Who are the key players in this field?
- What tasks are involved in implementing an NLP system at each institution?
- What are the barriers and missing opportunities of clinical NLP research?
- Who are the key stakeholders to engage?
- How can we as a community to advance clinical NLP to support clinical and translational research?

Plan for interaction between panelists and the audience

The panelists will interact with audience through questions and commentaries discussing and reflecting on challenges that current medical environment and informatics infrastructure faces to implement patient stratification.

The panelist will take audience questions individually at the end of their individual presentations and will take questions as a group after all the panelist presentations. More than a third of the session will be reserved for audience participation. All the presenters have agreed to take part on the panel.
Lessons Learned from Healthcare Organizations Contributing Clinical Data to the National COVID Cohort Collaborative (N3C)

Stephane M. Meystre, MD, PhD\textsuperscript{a}, Ramkiran Gouripeddi, MBBS, MS\textsuperscript{b}, Jeremy Harper, MS\textsuperscript{c}, Jeffery Talbert, PhD\textsuperscript{d}

\textsuperscript{a} Medical University of South Carolina, Charleston, SC
\textsuperscript{b} University of Utah, Salt Lake City, UT
\textsuperscript{c} Regenstrief Institute, Indianapolis, IN
\textsuperscript{d} University of Kentucky, Lexington, KY

Abstract:
The COVID-19 pandemic was officially declared by the World Health Organization in March 2020, after initial cases declared in China and a worldwide expansion. The first case in the U.S. was confirmed in January and a rapid expansion to all 50 U.S. states followed. We have seen a scattered approach for data collection and public data sets not being adequately available to explain the disease progression and key insights remaining unavailable to the public. To enable data sharing and collaborative research focused on COVID-19 across healthcare organizations in the U.S., the National COVID Cohort Collaborative (N3C) was created in the Spring of 2020 with support from NCATS and a focus on CTSA program hubs. It fostered a rapidly growing collaborative network of healthcare organizations and research communities. At the end of August 2020, more than 20 healthcare organizations were already sharing clinical data with N3C regularly. To share clinical data with N3C, participating healthcare organizations have to go through several steps and ensure availability of clinical data in a selection of data models (OMOP CDM, PCORnet, ACT, or TriNetX). This panel features speakers from four academic healthcare organizations currently sharing clinical data with N3C. They will tell about their institution and practical experiences, ideas and advices for healthcare organizations already sharing or planning to share clinical data with N3C.

Introduction:
The Coronavirus Disease 2019 (COVID-19) pandemic was officially declared by the World Health Organization (WHO) on March 11, 2020, after initial cases declared in China and a worldwide expansion. The first case in the U.S. was confirmed January 21 and a rapid expansion to all 50 U.S. states followed, with about 5.9 million confirmed cases and more than 180,000 deaths as of August 27, 2020.\textsuperscript{1} We have seen a scattered approach for data collection and public data sets not being adequately available to explain the disease progression and key insights remaining unavailable to the public.

To enable data sharing and collaborative research focused on COVID-19 across healthcare organizations in the U.S., the National COVID Cohort Collaborative (N3C) was created in the Spring of 2020 as a partnership between the National Center for Data to Health (CD2H), healthcare organizations and subject matter experts with support from NCATS.\textsuperscript{2} N3C focuses on Clinical and Translational Science Award (CTSA) program hubs and fostered a rapidly growing collaborative network of healthcare organizations and research communities with more than 600 individuals and 100 organizations. At the end of August 2020, more than 20 healthcare organizations were already sharing clinical data with N3C regularly, and more than 50 were at various stages of the administrative and legal process required before sharing clinical data.

Current N3C efforts are organized in several work groups corresponding to the overall organization (Data Partnership and Governance), data acquisition and sharing (Phenotype and Data Acquisition group), aggregation and cleaning (Data Ingestion and Harmonization group) and finally making the data available to the broader research community through the N3C ‘Enclave’ (Collaborative Analytics group).

To share clinical data with N3C, participating healthcare organizations have to go through several steps listed below. The N3C Phenotype and Data Acquisition group has already developed and shared detailed documentation and tools to ease this process, but local clinical data representation and organization specificities, legal requirements and sometimes limited available resources all potentially contribute to making this process non-trivial.
• Contact with N3C and enrollment in information sharing resources (GitHub, Slack, Google documents)
• Data transfer agreement (DTA) execution
• Single IRB reliance (John’s Hopkins University) or local IRB approval
• Availability of local collaborators with the required database and Python or R knowledge
• Local clinical data represented using a compatible data model (Observational Health Data Sciences and Informatics (OHDSI) OMOP Common Data Model (CDM), Accrual to Clinical Trials (ACT), PCORnet, or TriNetX).
• Clinical data included in the N3C COVID-19 Phenotype is available
• All clinical data required to run the SQL scripts or Exporter tools is available
• Data extraction, cleaning and preparation for sharing with N3C
• SFTP credentials acquisition
• Extracted local data sharing, preferably 1-2 times every week

Panel overview:
This panel will focus on activities lead by the Phenotype and Data Acquisition N3C group, activities resulting in the definition of COVID-19 phenotypes, data models and standard terminologies to use, and tools to ease data querying, preparation and sharing with N3C. Discussions will aim at broad sharing of practical experiences, ideas and advice for healthcare organizations sharing clinical data with N3C, along with the viability of this approach for other disease states for their own organizations.

Learning objectives: During and after this session, participants should be better able to:
• Contrast local characteristics and challenges of clinical data sharing with N3C.
• Evaluate practical options for efficient local data preparation and sharing.
• Establish a collaboration with N3C and share their local clinical data.

Intended audience: This panel addressed to professionals with activities and interests in clinical data sharing for large-scale collaborative research. It will mostly interest professionals planning to contribute to the COVID-19 pandemic response and share local patients clinical data with N3C.

Expected discussion and strategies to engage the audience: The panel moderator and presenters will start with presentations of key challenges and experiences with sharing clinical data with the N3C and ask the audience questions related to their presentation and how it relates with the audience’s experience. Panel moderator and presenters will invite the audience to share and discuss their own experiences and how they relate to the presentations.

Panel organizer and participants:
Stephane Meystre will moderate this panel and introduce MUSC’s experience with clinical data collection including information extracted from clinical notes using Natural Language Processing (NLP), data cleaning and preparation, and sharing with N3C. To help assess the local extent of the COVID-19 pandemic and support patient care as well as research, a new database was created at MUSC in March 2020, along with an NLP-based COVID-19 information extraction tool enriching this database. This database and extracted COVID-19 related information is used for operations and clinical care guidance,3 for testing results prediction4 enabling data-driven decision support and for testing optimization. It was also used as a key resource for sharing MUSC clinical data with N3C, along with a local ACT database. Options based on PCORnet and the OMOP CDM were also assessed.
Dr. Meystre, MD, PhD, FACMI, FIAHSI, is Professor and SmartState Chair in Translational Biomedical Informatics at MUSC (Charleston, SC) with research activities focused on easing access to clinical data for research and clinical care purposes, using techniques such as NLP for information extraction and automated de-identification.

Ramkiran Gouripedd! will share the University of Utah (UU) experience in participating in the N3C. The UU was a vanguard site in the N3C data sharing effort. It provided its clinical data as per the N3C COVID-19 phenotype and was extracted from the PCORnet common data model using the Python scripts provided by the N3C Data Ingestion team. Data extraction was periodically updated based on inputs from the Ingestion team and regular data assessment checks were performed to improve the quality of the submitted data. In addition to data sharing, the informatics team at UU is coordinating a University wide effort for participating in the N3C research opportunity.
This includes regular presentations on N3C, one-to-one consults, and planning, performing and collaborating on research opportunities. In addition to supporting the researchers of the University, the informatics team is also developing state-of-the-art informatics artificial intelligence methods to assess the sequence of events in COVID-19 disease progression, the effect of risk factors such as type 2 diabetes, and the role of environmental and social determinants.

Dr. Gouripeddi, MBBS, MS, is an Assistant Professor in the Department of Biomedical Informatics, and the Assistant Director of the Informatics Core, Center for Clinical and Translational Science, University of Utah. His research interests are in clinical and translational research data integration, assimilation, data infrastructure and in artificial intelligence methods.

Jeremy Harper Chief Research Information Officer will present the Indiana and Regenstrief Institute’s experience with implementing a COVID19 specific dataset based off a health information exchange. How rapid changes to expectations for healthcare systems across the state both contributed to better data coverage while impacting expectations for data contributions. That data process informs the infrastructure data contributions in onboarding to the N3C. Also discussed will be the process required to implement N3C locally and long-term feasibility of similar approaches.

Jeffery Talbert will discuss the University of Kentucky’s (UK) experience sharing data with N3C using the ACT framework. The UK CTSA biomedical informatics core maintains a research data warehouse that supports data extracts for the ACT network, TriNetX, and local i2b2 SHRINE projects. Once the regulatory requirements were completed (DTA and IRB), the UK team ran the scripts supplied from the N3C Phenotype and Data Acquisition group to generate the N3C extract. The data feed was simplified given the scripts but did require some local data modifications and cleaning. Once the data was submitted, the data ingestion process also revealed some local miscoding for some lab values. The final step was developing an automated process to extract and submit data to the N3C twice a week. Dr. Talbert, PhD, is Professor and Division Chief of Biomedical Informatics and Director of the Institute for Biomedical Informatics. His work is focused on translational and public health informatics.

Statement of the panel organizer: All participants listed in this proposal have agreed to take part in this panel.
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Tales from the Front Line – What Happens Between Here and There with HL7 Data Exchanges

Sandra Mitchell, RPh, MSIS, FASHP1, Fran Martin, RPh2, Maureen Layden, MD, MPH3, Jason Vogt, BS4, Eric LaChance, MBA5

1Veterans Health Information Exchange (VHIE), J P Systems, Inc., Clifton, VA; 2Retired Health Care Executive and Health Care Consultant, Raleigh, NC; 3VA National Medication Reconciliation Initiative VHA, Washington, DC; 4Meditech, Minnetonka, MN; 5PathogenDx, Scottsdale, AZ

Keywords: Data quality, Data-driven research and discovery, Data sharing / interoperability, Data standards

General Description
This panel has launched a landmark collaboration to accelerate the quality of clinical data exchanges. Their work is grounded in a vision of a health care ecosystem where health care actors (e.g., clinicians, vendors, clinical data quality analysts) strive to improve the health care decision making process, advance patient care, and improve operational efficiency.

The VHIE Clinical Data Quality Team program serves as a model to educate the health care community about each health care actor’s opportunity to take immediate action towards mitigating risks, improving workflow, and ensuring that the clinical intention of electronic exchanges is conveyed.

Each panelist represents a key health care actor illuminating the gap between expectation and experience. With the patient at the center of their health care continuum, a wide variety of principal and supporting health care actors weave in and out of the patient’s wellness lifecycle.

Methodology
Four years ago, the VHIE Clinical Data Quality Team implemented a strategy to focus on the nation’s largest HL7 data exchanges with an emphasis on data elements with the highest clinical impact. Analytics and metrics provide the cornerstone to build the data quality story for each specific organization. The C-CDAs exchanged are the primary insight stream to develop quantitative assessments and trends, supplemented with clinician reporting captured by the Community Coordinators.

To gain better qualitative insight into clinician issues, VHIE Community Coordinators conduct semi-structured interviews across VA’s health care system. Additionally, we apply a community-based participatory approach to engage with data stakeholders (e.g., software vendors and/or health care organizations) to gain insight into their perceptions, real-life experiences, and suggestions for implementing change.

Evaluation Results
Vendor/organization analysis findings reveal that very few HL7 messages are clean, correct, consistent, and complete. For example, in one Health Information Exchange’s Allergy domain, 46.2% of data is missing a code and/or code system. In one Medications domain, 55.9% of data is missing a code and/or code system, immunizations are misplaced in the CCD-A, and fields are mis-aligned in format. Both of these examples show huge issues in data quality. Community Coordinator interviews with front-line clinicians confirm that the absence of high-quality information negatively affects clinical decisions, increases clinician and patient frustrations, fosters distrust of data, significantly decreases work efficiency, and leads to bottlenecks in workflow.

The community-based participatory approach with data stakeholders uncovered numerous issues, including variations in implementation of regulations/standards due to weak language, incorrect client customizations, inconsistent software versions, and improper migration of legacy platforms. This created a health care ecosystem with unreliable clinical data flow that requires data transformations along the way. The HL7 message data exchange technology may succeed, but the clinical data quality content often fails due to risky data transitions between systems.

The VHIE Clinical Data Quality Team uses a collaborative presentation that includes Community Coordinator input in order to engage the vendor/organization, with the goal of developing consensus plans to resolve the issues of clinical data quality. In the analysis example above, reviewing the domain code/code system mapping tables for specific stakeholders is a starting point. As a deliverable, a workbook of de-identified data issue examples (at the C-
CDA document level) provide an easy tool for the source health care team to identify roles that can address specific data issues.

Through these approaches, we have come to understand the importance of educating a broad spectrum of health care actors on clinical data quality. An abundance of data is useless and can even become a liability without the ability to find and act on information as needed. Even the most sophisticated Clinical Decision Support (CDS) algorithms and the most advanced Artificial Intelligence (AI) protocols cannot function without complete, high-quality, and robust clinical data. “What is true for any scientific inquiry is true for improving health care: the better the data, the more meaningful the results” (Schmidt, 2012, para 17). Better access to accurate and timely clinical data content leads to better clinical and business decision-making. This is the true key to successful interoperability.

Additionally, active participation in standards evolution is critical in addressing how health care actors are impacted in practice, not just theoretically. We need more national conversations about interoperability and deeper explorations of solutions so that we can work together to improve clinical content within the health care interoperability space.

**Brief Description of Each Panelist’s Presentation**

Fran, the Caregiver, will discuss her experience navigating the health care system for her 95-year-old father, a WWII Veteran. Most caregivers are ill-prepared for their role, but Fran has a background in the health care industry. However, even with her background knowledge, she still finds the landscape difficult to navigate. Fran hopes to help the audience understand the experience of a caregiver when poor clinical data content impacts navigation of the health care system, causing delays and frustration. Fran will help the audience understand the role of caregivers in providing clinicians with a holistic view of the patient, the technological diversity in caregiver skillsets, and the importance of supporting family members’ health care decisions.

Maureen, the Clinician, will discuss her experience working within the health care system and the complications in caregiving she has experienced due to COVID-19. She will help the audience understand the balancing act of the clinician’s role throughout the health care ecosystem, which is affected by data access, patient needs, business requirements, and barriers to the Electronic Health Record (EHR) supporting clinician workflow processes.

Jason, the Vendor, will discuss his experience as a provider of health care software, including pain points and steps he is taking to resolve issues. He will help the audience understand how standards and client implementations directly impact the way clinicians see and utilize data, including external data from other electronic medical records.

Eric, the Patient, will discuss his experience as a patient with multiple caregivers and the ways in which poor interoperability have affected his life. He will help the audience understand the importance of supporting patients through the health care decision making process by providing easy access to educational resources and health care data from all clinicians.

**Conclusion**

For data to be accessible and actionable, it must be detailed, robust, and complete while retaining its clinical intention across numerous transmissions, both within internal systems and across organizations. Petabytes of health care data accumulating rapidly every day across many disparate systems do not equate to more insight. It is critical to understand that high quantity does not necessarily indicate high quality, and therefore technical success is not necessarily clinical success.

In order to begin the difficult task of improving the clinical content of data exchanges, it is necessary to engage a full cast of health care actors across the health care ecosystem. The solution intricacy requires awareness of the importance of embracing a holistic understanding of the health care data environment across all the modalities, business models, potential treatment protocols, and mitigation strategy tools.

Health care actors in the standards space can begin by facilitating a more unified approach to implementation of requirements through more specific data guidelines and reducing ambiguity in the present ones. A critical example is Artificial Intelligence modeling, where current development now requires many data transformations, each one adding risk as each data transition parallels each patient health care transition’s risk profile. Tight, clear, enforceable standards would provide a safer data environment, rather than each project re-inventing the transformations.

Involvement of a broad spectrum of health care actors to play a role in collectively shaping a very real and tangible impact on people’s lives is necessary. “The future of health care will be centered around the broad and more effective use of data from any source” (Cardon, 2014, para 19).
Topic Justification
COVID-19 has put a spotlight on health care data interoperability within the health care ecosystem and exposed the newly coined “infodemic” that includes dissemination of inaccurate information as well as bad data.  

Isolation of health care data to a single enterprise no longer exists. As patients see providers across organizations, it is necessary to exchange complete and accurate electronic medical records. To do this, national health care automated exchanges are required for health care decisions involving many health care actors, who need to be educated to treat the problem of poor clinical data quality and focus on the origin of the semantic, syntactic or configuration-related problem which automatically resolves the problem. Treating the symptom of poor data quality with complex analytic transformations at both ends of the data exchange is spending resources in the wrong place in the process.

The health care ecosystem has many stories. ONC feels that Health Information Exchanges (HIEs) have created a “one-stop shop” for providers on reporting. However, the reality is that aggregation of missing codes, normalization of values in accordance with loose standards, varying vendor configurations, and inconsistent business rules can all inhibit the goal of true interoperability.

Anticipated Audience
The intended audience of this panel includes professionals across the health care ecosystem: operational and clinical, CMIO, CNIO, IT leadership, risk management, regulatory, standards organizations, clinicians, patients, vendors, dentists, pharmacists, academic researchers, data scientists, and other professionals involved with decision making based on the collection, dissemination, and analysis of health care data.

Discussion Questions
• Do you know the health care actors in your health care neighborhood?
• When is FHIR coming, and what will it bring to the health care ecosystem in terms of interoperability?
• What keeps data exchange resources up at night?
• How can health care institutions support the coming interoperability data tsunami from the Internet of Medical Things (IoMT)?
• What is the gap between clinician and patient data expectation and the reality of their experience?
• How can clinicians spend less time using technology during patient engagements?
• Why do networks, regulatory organizations, and standards organizations allow so much flexibility?
• What are the vendor responsibilities to the client to educate, provide options, and continually assess clinical data quality?
• What are the responsibilities of medical specialties to define minimum data requirements and data needs?
• How can clinical research programs be optimized to utilize current standards?

Statement of Agreement
All panelists have provided written agreement to participate in this AMIA 2021 Informatics Summit panel discussion.
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Harmonizing What to Analyze in the National COVID Cohort Collaborative (N3C): Lessons Learned

Richard Moffitt, PhD¹, Andrew Girvin, PhD², Harold P Lehmann, MD PhD³, Kristin Kostka, MPH⁴, Joel Saltz, MD PhD⁵
¹Stony Brook University, Stony Brook, NY; ²Palantir Technologies, Washington, D.C.; ³Johns Hopkins, Baltimore, MD; ⁴IQVIA, Cambridge, MA; ⁵Observational Health Data Sciences & Informatics, New York, NY

Abstract
The National COVID Cohort Collaborative (N3C) was established to provide patient-level data to further COVID-19 research. While the data are made available for research in the form in which they were submitted, providing constructs of the data should make that research go faster, be more consistent across projects, and more transparent. This panel, comprising informaticians, domain expertise, data scientists, and experts in common data models, will describe the process by which we selected which variables needed harmonization, how we accomplished and vetted that harmonization, and how we made public that process and their results for over hundreds of variables and code sets. Our experience has implications for others involved in large-scale projects of pooled electronic health record data.

Introduction — Joel Saltz
The National COVID Cohort Collaborative (N3C; covid.cd2h.org) “aims to aggregate and harmonize EHR data across clinical organizations in the United States (US), especially the Clinical and Translational Science Awards (CTSA) Program hubs that encompass more than 60 organizations and their partners.” ¹ Initialized in March 2020, it is funded by the National Center for Advancing Translational Science (NCATS) built on the principles of “partnership, inclusivity, transparency, reciprocity, accountability, and security” and aims to effect the goals of open science.¹ While the initial efforts focused on governance and ingestion of analyzable data, the needs to characterize the cohort and to support roughly a dozen initial observational research studies led to the need to generate a library of systematically curated data elements. These data elements come in different flavors: Harmonized values (e.g., temperature in a common scale), harmonized code sets (e.g., which lab tests comprise “serum creatinine”), harmonized value sets (e.g., what are the standard choices for SARS-CoV-2 qualitative tests), and computable phenotypes (e.g., how do we express “diabetes” as a comorbidity). A crucial aspect of this project involved development and deployment of software pipelines and review processes to iteratively assess and improve data quality — quality assessment and control is a crucial aspect of creating reliable data elements from EHR information ingested from many sites.

In this panel, we describe the organization, roles, workflow, processes, and tools required to create these constructs and to socialize them throughout the N3C project, which encompasses hundreds of individuals and dozens of research projects. While our panel sections divide the process up into individual presentations, the actual work was a recurring collaboration of the panel members and others (see the Acknowledgements).

In the overview, we will describe the organizational context, the various workstreams, working groups, and Task Teams involved, and the shared principles and goals that governed this work.
The Platform — Andrew Girvin

The N3C Enclave — implemented entirely under the control of NCATS and hosted in AWS GovCloud—comprises the data being analyzed, the tools used for the analysis, and the reports that result. The data comprises EHR data supplied (as of Dec 22, 2020) by 36 CTSA sites (hundreds of thousands of COVID-positive patients and millions of COVID-negative) in 3 forms: Limited Data Set (LDS), Safe Harbor, and Synthetic. Custom tools were configured to manage the construct process. The data themselves are in the OMOP Common Data Model (CDM), having been transformed, if necessary, from native CDMs (PCORnet, ACT, TriNetX), so each “field name” was replaced by an OMOP concept, with its own id and context. In this section we will describe the needs these tools were configured to satisfy and how such tools are configured in the N3C Data Enclave environment.

The Dictionary — Kristin Kostka

The core activity was in selecting sets of concepts to capture the appropriate data elements for downstream analysis. Through ongoing multi-center COVID-19 network research, many of the issues faced by the N3C in this work were already addressed by the OHDSI community. For instance, the Atlas tool provided an initial infrastructure that motivated the Enclave tools. But beyond tool building, the OHDSI experience provided expertise for vetting the process of assessing the constructs as well as providing insight into how concepts chosen from the OMOP vocabulary would be expected to behave and what their semantics generally were. Finally, the OHDSI experience with ongoing curation proved crucial in creating a robust foundation to N3C’s approach: ensuring data quality while minimizing workload on the local sources.

The Work — Richard Moffitt

Defining and validating concept sets required the construction of a suite of visualization tools that provided important feedback during this iterative process. In this section, we will describe the methods and visualizations used to assess the quality of the data and how those assessments were used. Of particular note was the investigation of units and value ranges for each variable, and the subsequent set of conversion formulas that would be used to harmonize them. Beyond just measurement data, candidate concept codes for hundreds of medications, phenotypes, and categorical variables were also assessed. While the “Kahn Framework” gave the essential structure to the analysis, issues crucial to a pooled-project like ours were raised. In particular, variability across sites was important to characterize (and in some cases correct), while maintaining anonymity of the sites. The notion that new data would always be coming in, and so early assumptions might be obviated also influenced the construct process. Finally, the work here provided “signals” regarding data quality issues that often had to be managed by sites or the mapping process more upstream.

The Transparency — Harold Lehmann

Beyond the work internal to defining the constructs was the need for transparency during and after creation of the constructs. “Issues” are reported upstream to the data-quality staff by analysts throughout the Enclave, while documentation of Issues and Limitations accompany data and concept sets. Review by clinicians was crucial as part of the process, as well as review by other workstreams and Task Teams within the N3C project. Furthermore, availability for review by others outside the project remains important to maintain trust and believability in N3C results, whether formally, in terms of compliance with STROBE requirements, or informally, in terms of face validity. Finally, visibility to the analysts downstream from the construct-creation process was vital. This panel will discuss how attention to these downstream issues affected the construct process.
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Questions to enhance audience participation

1) What “constructs” are important to pooled-EHR research and why?
2) What are the high-level steps required for managing such constructs?
3) What are the principles that govern the creation and management of such constructs?
4) How does the process described differ from what is done in single-center studies? From multi-institutional, single-project studies? From national CDM-based projects?
5) What attributes of a data-management environment help or hinder these activities?
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Performance of COVID-19 Research in the CTSA ACT Network
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Abstract - The Accrual for Clinical Trials (ACT) NIH Research Network was established for CTSA-attached organizations to perform Electronic Health Record research on COVID-19 infections. The goal for performing research in the ACT network is to allow participation from all joining institutions to create hypotheses and perform analyses across the network. We began during the 2020 pandemic to assemble and work with the pieces that could enable not only general health record queries, but focused questions that were arising from the pandemic. This could be achieved by a joint effort that allowed specifically constructed COVID-19 ontologies to be applied to the site data, analytic programs to be built and run at local sites, data quality to be assessed and validated at the sites, and governance to allow results to be pooled and published. The methods, tools and data structures used are open source and can be freely learned, exchanged, and reproduced.

Description of Panel

In April of 2020, a pilot was launched to perform COVID-19 research across the ACT network. The pilot was focused upon the usefulness or harmfulness of medications that may affect who gets infected with COVID-19 and whether the severity of the illness is affected by the medication. Performing a robust analysis of this type required several steps.

First, research questions were assembled from the CTSA-attached organizations by ACT leadership reaching out to experts at their associated hospitals. It became apparent that critical questions regarding effective therapeutics and harmful medications were being asked. It was also apparent that many different medication classes and mechanisms of action were hypothetically important, although empirical evidence was lacking. Therefore, a framework to measure disproportionate numbers of patients infected who had taken specific classes of medications, and those who became more or less severely ill who were given medications in the hospital was deemed to be desirable for research.

Second, a COVID-19 specific ontology was created that could be used to ask research questions and organize research data. Outcomes and test results were specially defined so that they could be implemented at the sites where queries would be performed. The data that was defined by the ontology could be queried through the network and ensured that those data were being collected at the sites. This served as the principle method to standardize data collections and add new data elements to the collections.

Next, once the data was specified through the ontology, the data could be profiled to ensure it met requirements for completeness and quality. This could be established preliminarily following a series of network queries. Generally, this meant comparing data profiles at similar sites to ensure uniformity and making sure the evolution of data over time was occurring uniformly. Often the focus was to look for missing data, especially with regards to how recently data had been loaded for analysis.
Now the analytic programs are assembled both in SQL and in the R programming language. Both can be run directly against data that was extracted from the site i2b2 or OMOP standardized datasets as defined by the ACT ontology. The general format of these programs is to define a cohort by local data completeness criteria (a loyalty cohort) and then proceed to perform comparisons between the patients on defined medication classes.

Finally, visual displays perform “reality checks” against the analysis to search for characteristic patterns that show biases in the populations and discern discrepancies with the analysis. Often results were compared between hospitals to distinguish characteristics of overfitting and quantitative mismatches.

Following the analyses at the participating sites, the results are pooled. Depending on the nature of the results, statistics are generated at the sites and pooled, or intermediate data sets are generated at the sites and pooled. An ongoing publication on a document-sharing platform is then created.

Panelists:

Dipti Ranganathan - Ms. Ranganathan will describe the considerations that informed the design of the governance model for the COVID-19 ACT pilot as the pilot represented a transition from a cohort identification and accrual network to include the use of the network for the creation of hypotheses and the analysis of data for research. The urgency to take a network with 150 patient records across 48 participating institutions and build an adjunct, well-curated data set specifically targeted to COVID-19 infections required agility from the governance structure, quick collaboration from the various workgroups and tested the network's communication structure. Ms. Ranganathan will also describe the ACT Governance and these considerations and decisions that led to the successful pilot.

Michele Morris - Ms. Morris will discuss the process for building the ontology collaboratively for the COVID-19 ACT pilot. She will discuss the concepts selected for the ontology, how it differs from the organization of the other ACT ontologies and the challenges in developing an ontology with emergent concepts. She will also reflect on the impact of other efforts on the development.

Jeff Klann - Dr. Klann will discuss the data quality initiative in the COVID-19 ACT pilot. This uses a unique approach to count the number of patients in every possible single-element cohort across the network, leveraging the ACT COVID ontology to capture cohorts at varying levels of granularity (e.g., both ‘COVID-related diagnoses’ and ‘Acute Respiratory Distress Syndrome’). This accumulation of counts across sites allows analytics to find site outliers, coding differences, missing data elements, and unexpected trends across refreshes (e.g., a decrease in total number of patients with a COVID-positive test). A web-based dashboard allows both researchers and site administrators to view these data quality problems interactively. Anomalies are flagged in an ontology browser and then visualized using bar and line graphs.

Griffin Weber - Dr. Weber will present the technical architecture and implementation challenges of the pilot and important considerations of using ACT for COVID-19 research. For the pilot we leveraged the ACT test network, which consists of 9 of the 47 ACT sites. When using ACT for COVID-19 research, investigators must take into account several things, including: (1) Patients can have multiple COVID-19 test results, which include false positives or negatives. (2) Patients, in general, have been avoiding hospitals and delaying visits. This can make them appear healthier than compared to before the pandemic. (3) Data censoring is significant since the disease course of COVID-19 can be weeks or months, and there hasn’t been enough time yet for many patients to either fully recover or die. (4) Direct measures of disease severity, such as critical care or death may only be accurate in notes and not in coded data. (5) Because
patients receive care from multiple providers, a single EHR might not have all of a patients’ comorbidities or medications.

**Shawn Murphy** - Dr. Murphy is a Professor of Neurology at the Harvard Medical School and Associate Director of the Laboratory of Computer Science at Massachusetts General Hospital and Chief Research Information Officer at Mass General Brigham. His research focuses on development of methodology and tooling to facilitate the use of machine learning in the clinical setting. Dr. Murphy will serve as moderator on the panel.

**Need for the Panel**

Many skills were leveraged from across the United States at a time of great need for performing rapidly iterating research using the Electronic Health Record. Because the local teams at each hospital became partners in the research, it was possible to account for many changes occurring in the EHR during this time. Standardized test results and derived codes could be created and used quickly in analytics that would have been difficult to verify in a central database. The demonstration of both the method and the value of this approach is important for future planning and will be discussed with the audience.

**Discussion questions:**

1. What interesting data quality approaches and discoveries have been made in the ACT COVID-19 network?
2. How can other networks utilize the tools and approaches that have been developed here?
3. What challenges do investigators face when using EHR data for COVID-19 research?
4. How can the ACT COVID ontology be leveraged to harmonize EHR data across networks?
5. Given that an original scope of the network was expanded for the pilot network, did you consider writing a separate agreement and new governance documentation? Did the pilot groups have to sign new agreements?
6. How will you transition from the pilot to the entire network?

All participants have agreed to take part on the panel.

**References:**
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Abstract

The National COVID Cohort Collaborative (N3C), sponsored by the National Center for Advancing Translational Sciences (NCATS) is a partnership among Clinical Translational Science Awardees (CTSA) and other academic medical centers; the National Center for Data to Health (CD2H); and members and subject matter experts from Observational Health Data Sciences and Informatics (OHDSI), PCORnet, the Accrual to Clinical Trials (ACT) network, and TriNetX. N3C’s goals are to demonstrate that a “multi-site collaborative learning health network can overcome barriers to rapidly build a scalable infrastructure incorporating multi-organizational clinical data for COVID-19 analytics. This panel is composed of informaticians supporting the data acquisition, ingestion and harmonization processes of N3C, with a focus on phenotype development and implementation, building the data ingestion pipeline, improving COVID test results from early data sets and developing and implementation of a data quality framework for the project.

Introduction – Christopher Chute M.D., Dr.PH

Many research projects whose aims include aggregation of data across multiple research databases and common data models (CDMs) face resource bottlenecks associated with the requirement to support data transformation. The urgency and need for continually updated, timely access to population data presented by the COVID-19 pandemic compounds this issue. The National COVID Cohort Collaborative (N3C), sponsored by the National Center for Advancing Translational Sciences (NCATS) is a partnership among Clinical Translational Science Awardees (CTSA) and other academic medical centers; the National Center for Data to Health (CD2H); and members and subject matter experts from Observational Health Data Sciences and Informatics (OHDSI), PCORnet, the Accrual to Clinical Trials (ACT) network, and TriNetX. N3C’s goals are to demonstrate that a “multi-site collaborative learning health network can overcome barriers to rapidly build a scalable infrastructure incorporating multi-organizational clinical data for COVID-19 analytics.”

From March through July of 2020, N3C organized topic-focused and inclusive working groups centered on governance and legal agreements; COVID-19 cohort identification and data extraction; data quality processes; data harmonization pipeline development; and analytics tools and methods. This panel consists of representatives from the N3C Phenotype & Data Acquisition work stream and the Data Ingestion &Harmonization work stream. Together, these two work streams represent the informatics “back end” of N3C, and focus their efforts on defining, acquiring, and harmonizing the electronic health record data from tens of sites that are eventually made available for analysis in N3C’s Secure Enclave. Panelists will discuss the methods, processes, and innovations used to plan and execute computable phenotyping, data extraction, data harmonization, and data transformation for N3C on a very short timeline.

Phenotype and Data Acquisition – Emily Pfaff, M.S.

The purpose of the Phenotype & Data Acquisition work stream is threefold: (1) to determine the data inclusion/exclusion criteria for import to N3C (computable phenotype); (2) to create and maintain a set of scripts to execute the computable phenotype in each of four CDMs—ACT, OMOP, PCORnet, and TriNetX—and extract relevant data for that cohort; and (3) to provide direct support to sites throughout the data acquisition process.

Defining the cohort. Because our knowledge of COVID-19 is evolving, it is challenging to define a stable computable phenotype to identify COVID-19 patients from their EHR data. We chose to bring together existing inclusion criteria and code sets from a number of organizations into a “best-of-breed” phenotype. The N3C phenotype is designed to be inclusive of any diagnosis codes, procedure codes, lab tests, or combination thereof that may be indicative of...
COVID-19, while still limiting the number of extracted records to meaningful and manageable levels. The panel will discuss the process of developing the initial phenotype, engaging the community for input, and updating and maintaining the phenotype over time.

**Devising extraction methods.** We did not want participating sites to have to write their own code to extract data per our specifications, as this would be burdensome for sites and could also introduce inconsistency and errors among data payloads. For this reason, we wrote a series of SQL, Python, and R scripts to help sites easily and consistently extract their CDM data for the N3C cohort. The panel will discuss the design of these scripts, overcoming issues encountered, and other potential uses of this architecture.

**Supporting sites.** A significant part of the Phenotype & Data Acquisition work stream’s workload is supporting participating sites who have questions about the phenotype or extraction scripts, or who are having trouble getting up and running. As a small team charged with supporting tens of sites, we devised a support structure that enables us to support as many sites as possible in an efficient way. The panel will discuss this support structure, which includes individual help sessions, twice-weekly office hours, and large community calls.

**Data Ingestion and Harmonization - Stephanie Hong, B.S.**

The N3C Data Ingestion and Harmonization (DI&H) pipeline is a hybrid solution utilizing customized scripts working in tandem with a commercial workflow management product. The DI&H pipeline functions under the principle of minimizing transformations to render the source data faithful to their source instances into the selected target, OMOP 5.3.1, using the N3C domain identifiers created at the beginning of the ingestion cycle. Preceding the mapped transformations in the pipeline, checks occur for key missing data and common data model conformance. The mapping process aims to achieve consistent transformations to OMOP 5.3.1 en masse across the many sites contributing a continuously updated pipeline of COVID-19 data. The hybrid N3C ingestion architecture uses both static and dynamic maps for all terms presented in the native CDM payloads: N3C OMOP domain identifiers generated from all source data. The OHDSI Data Quality Dashboard (DQD) runs on the ingested, transformed payloads once in the OMOP 5.3.1 format. Contributing sites receive the results of the DQD and OMOP transformed payloads via site-specific, secure folders. The N3C aggregate data store receives each site OMOP payload. The data refreshes every time a site contributes a new payload: completely replacing previous data. A safe harbor data store is created from limited data set aggregates through zip code and date / time obfuscation, persisting date / time shifts applied to each person record for every site payload data refresh cycle.

**Improving COVID Laboratory Data - Dazhi Jaio, M.S.**

COVID-19 case identification is of paramount importance to the project. Consistent early case detection at any individual site is challenging. Multiple sites contributing data compounds the problem. Normalization of test data is challenging due variability of testing in early phases of the outbreaks as well as editorial lag of standard content from coding systems. The N3C data ingestion team applied an open-source rule-based tool: COVID-19 TestNorm and other methods to identify COVID 19 cases and align testing data in the N3C aggregate dataset. The development team used the COVID-19 TestNorm tool to create scripts in Python to discover and transform fields in CDM native databases coded to ‘NULL’ in place of LOINC COVID-19 and related test in contributed lab test tables. The scripts generated were then integrated into the N3C data ingestion pipeline as a component of the overarching data normalization workflow. As the pandemic progressed and new diagnostics methods to detect COVID-19 developed, corollary LOINC reference information required continual updates in the pipeline test discovery and mapping code.

**Addressing Data Quality - Xiaohan Tanner Zhang M.D., M.S.**

Data quality is an important aspect of data aggregation projects supporting research secondary use cases. Compounding the issue in N3C is its use of multiple CDMs, each of which contribute data transformed from primary sources. DI&H convened a series of meetings with a broad group of CDM and data aggregation subject matter experts from the translational informatics community charged with formulating strategies for data quality within the N3C ingestion pipeline. The DI&H quality configuration reflects this feedback while remaining true to the principle of minimum but necessary data transformations. The DI&H team in partnership with N3C Phenotype and Data Acquisition and Collaborative Analytics teams has developed a data quality framework that aims to provide a systematic analysis and remediation methodology, incrementally addressing quality issues in individual site contributed and aggregate data stores. The DI&H group utilizes the same analytics platform that supports N3C
researchers to do concept aggregation, visualization and develop data harmonization tasks deployed both upstream in the DI&H pipeline as well as a feature of the production analytics platform supplied to researchers.

Acknowledgements

The work presented in this panel reflects the collaboration of teams of individuals from across CD2H, Observational Health Data and Informatics (OHDSI), NCATS Accrual for Clinical Trials (ACT) Network, Patient-Centered Clinical Research Network (PCORnet) and TriNetX organizations. The panelists would like to acknowledge the contributions of Davera Gabriel, Tricia Francis, and Richard Zhu representing Johns Hopkins University; Clair Blacketer of Janssen; Kristen Koskta of IQVIA; Matvey Palchuk of TriNetX; Michele Morris and Shyam Visweswaran representing the University of Pittsburgh; Marshall Clark, Kellie Walters, Adam Lee, Evan Colmenares, Robert Bradford representing the University of North Carolina; Karthik Natarajan representing Columbia University; Robert Miller representing Tufts University; Charles Yaghmour and Smita Hastak of Samvit Solutions; Raju Hemadri of Digital Infusion; Sandeep Naredla and Srini Rao of Adpetia and Ken Gersing of NCATS. This work has been funded through the National Center for Advancing Translational Sciences, National Institutes of Health, under award number U24 TR002306. Dr. Chute, the panel organizer, has an affirmation from each of the participants that each agree to participate on this panel.

Questions to enhance audience participation

1) What data challenges did sites face when participating in the network? What remedies best addressed these challenges?

2) How did the phenotype definition influence data extraction and quality issues in the acquisition and ingestion processes?

3) What were the most prevalent data quality issues for N3C? How were these addressed?

4) What was the approach to normalize semantic differences between contributing common data models?
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Extracting clinical data from EHRs to support research: Early lessons from the Cancer Moonshot’s IMPACT Consortium
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Abstract
In 2018, the National Cancer Institute established an initiative to fund a consortium that aims to improve the monitoring and management of patients’ cancer-related symptoms. The Improving the Management of symptoms during And following Cancer Treatment (IMPACT) consortium is supported by funding provided through the Cancer MoonshotSM, and is comprised of three research centers (RCs) and a coordinating center (CC) tasked with collecting and sharing symptom data from across the cancer care continuum. One data stream includes elements from each RC’s electronic health record (EHR) system, including patient demographics and associated clinical data such as diagnoses, procedures and medications. Despite each RC utilizing the same EHR vendor platform, a standardized approach to extracting data across sites has proven deceptively challenging. This panel will highlight RCs’ varied approaches, challenges, and solutions. Learning objectives include understanding current EHR data extraction and standardization approaches and the potential that emerging technologies may hold.

Background and significance
IMPACT has funded three RCs, that are supported by a CC and NCI scientists, to conduct pragmatic trials in oncology settings. The studies are utilizing patient-reported outcomes and clinical data from the EHR to assess and respond to patient symptoms. Data elements from RCs’ EHR systems include patient demographics, cancer and comorbid condition diagnoses, procedures, and medication orders and administrations. To support the ability to perform pooled Consortium-level analyses, data from all RCs will be extracted from their source systems and aggregated by the CC into a single, harmonized data asset that will be structured in accordance with a common data model (CDM) designed by the CC.

Despite the fact that all of the IMPACT RCs use the same EHR vendor, a consistent approach to extracting EHR data in a manner that maximizes the ability to standardize, harmonize and make them interoperable and interpretable for research remains elusive. Proper identification of the specific source data tables and elements requires analysts with specialized knowledge of proprietary EHR platform data table structures (in this case, Epic) that serve as the source of the patient clinical data. Knowledge-sharing of those proprietary data structures across provider systems who use the same EHR platform is often of limited utility due to facility-specific customizations of their EHR platforms; there is at-best partial transferability of data content standards between provider systems using the same EHR vendor platform¹.

There is legislative momentum to make bulk extraction of EHR data more efficient and interoperable via open standards and technologies, to support multiple purposes including research¹. Under the Cures Act, for example, providers will need to have Fast Healthcare Interoperability Resources (FHIR)-based bulk extraction capabilities in place by 2023². This would theoretically allow data queries such as, “return all data for a cohort of patients”, that retrieve data in accordance with FHIR-based data content and exchange standards. Until then, FHIR-based data exchange standards are designed to support export of data one patient at a time¹. And even after 2023, it remains to be seen how bulk data exchange implementation will play out across various EHR vendor platforms and the provider systems that rely on them.

Description of the Panel
This panel provides an early look at the potential, promise and challenges of curating and extracting clinical data concepts and elements from multiple sites’ EHRs into a centralized, standardized, harmonized and computable research data asset.

This panel aims to, (a) describe the approaches, challenges and solutions encountered by each IMPACT RC in identifying and extracting clinical data elements from their respective source systems for this multi-site cancer research consortium, (b) describe the IMPACT CC’s approach to standardizing and harmonizing these disparately-sourced data to support consortium-wide analyses (e.g., adaptation of existing CDMs and data standards), and (c) engage in discussion about the promise of emerging standards and technologies, such as the FHIR bulk data standard or EHR platform-specific apps (e.g., REDCap EHR integration module for Epic), to facilitate use of EHR data for research in the future.

**Individual Panelists**

**Jennifer R. Popovic, DVM, MA:** Dr. Popovic will introduce the panel participants to frame the importance and challenges of using EHR data to support consortium-level research, describe the IMPACT CC’s approach to standardizing data from disparate systems, and facilitate the discussion after panel presentations. Dr. Popovic is a Senior Director at RTI International, with expertise in the design and development of research infrastructure to support the secondary-use of multiple healthcare data sources, such as claims and EHR data.

**Roxanne E. Jensen, PhD:** Dr. Jensen will frame the priorities for using patient clinical data from the observational EHR to support the IMPACT Consortium research agenda by describing NCI’s goals for IMPACT. Dr. Jensen is a Psychometrician and Program Director in the Outcomes Research Branch within the Healthcare Delivery Research Program at NCI.

**Parvez Rahman, MHI:** Mr. Rahman will describe the early efforts of the informatics team at Mayo Clinic for the Enhanced, EHR-facilitated Cancer Symptom Control (E2C2) trial to identify and extract EHR patient and clinical data from source systems. Mr. Rahman is a principal health services analyst in the Mayo Clinic Robert D. and Patricia E. Ker Center for the Science of Health Care Delivery. He has a background in applied informatics and brings his expertise in creating integrated data and visual analytics platforms to the E2C2 project.

**Firas H. Wehbe, MD, PhD:** Dr. Wehbe will present Northwestern University’s IMPACT consortium efforts to identify and extract clinical data elements from their EHR and enterprise data warehouse. Dr. Wehbe holds several leadership roles at Northwestern University: Chief Research Informatics Officer at Northwestern Medicine; Director of the Applied Research Informatics Group within the Northwestern University Clinical And Translational Sciences Institute; and Associate Director of Quantitative Data Sciences Core, Robert H. Lurie Comprehensive Cancer Center.

**Michael Hassett, MD, MPH:** Dr. Hassett will provide an overview of the Dana-Farber Cancer Institute-led Symptom Management Implementation of Patient Reported Outcomes in Oncology (SIMPRO) Research Center’s unique role as an multi-site coordinating center embedded within the IMPACT consortium and the bearing that role has on SIMPRO’s approach to extracting EHR data to support the broader consortium-level research agenda. Dr. Hassett is a medical oncologist and was the physician lead for the Epic deployment at Dana-Farber.

The panel will be organized as follows:

<table>
<thead>
<tr>
<th>Time</th>
<th>Speaker</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>7 min</td>
<td>Popovic</td>
<td>Introduction of the panel topic and panelists</td>
</tr>
<tr>
<td>12 min</td>
<td>Jensen</td>
<td>Review of the Cancer Moonshot™, IMPACT Consortium research aims and how clinical data elements support IMPACT’s broader vision</td>
</tr>
<tr>
<td>12 min</td>
<td>Rahman</td>
<td>Overview of the E2C2 project and early lessons about identifying and extracting EHR patient and clinical data from source systems to support a multi-site research consortium agenda</td>
</tr>
<tr>
<td>Time</td>
<td>Speaker</td>
<td>Topic</td>
</tr>
<tr>
<td>-------</td>
<td>---------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>12 min</td>
<td>Wehbe</td>
<td>Overview of the NU IMPACT project and early lessons about identifying and extracting EHR patient and clinical data from source systems, including their enterprise data warehouse, to support a multi-site research consortium agenda</td>
</tr>
<tr>
<td>12 min</td>
<td>Hassett</td>
<td>Overview of the SIMPRO project, their unique role as a “network within a network”, and how that role shapes their approach to EHR data extraction</td>
</tr>
<tr>
<td>35 min</td>
<td>Popovic</td>
<td>Brief overview of the CDM developed for the IMPACT Consortium, followed by facilitation of discussion and Q&amp;A amongst panelists and audience</td>
</tr>
</tbody>
</table>

**Learning Objectives**

1. Understand the practical issues surrounding extracting data from EHRs for secondary-use research purposes, including staff roles involved in performing the work, common challenges encountered and solutions to meet those challenges
2. Understand the varied approaches each IMPACT RC is using to extract data from their EHR systems, as well as the approaches the IMPACT CC is taking to leverage existing clinical research infrastructure (e.g., common data models and terminology standards) to create a standardized, interoperable and computable data asset from disparate clinical source systems
3. Learn about the potential of emerging technologies, such as the FHIR bulk data standard, to support EHR data extraction efforts for research in the future, from the perspective of IMPACT RC panelists

**Anticipated audience**
The anticipated audience includes informatics professionals, clinicians, researchers, and patients who have an interest in secondary-use of EHR data and data standards and interoperability issues surrounding use of EHR data to support multi-site research, particularly for cancer research.

**Discussion questions**

1. Are RCs making use of any specific technologies (e.g., apps, APIs) to extract data from their respective source systems?
2. Are there any EHR data retrieval and use issues that are unique to supporting cancer research?
3. How will future bulk EHR data exchange standards change current processes of extracting/exchanging EHR data to support cancer research?

**Attestation**
The panel organizer has assurances that all named participants have agreed to take part on the panel.

**Conclusion**
A standardized approach to extracting EHR data elements to make them interoperable and interpretable for research is challenging. NCI IMPACT panelists will discuss their current approaches, challenges, and solutions. The panelists will also discuss the potential of emerging standards and technologies to facilitate use of EHR data for research in the future.

**References**
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Abstract

With the abundant availability of secondary electronic health record (EHR) data, researchers start to focus on developing predictive algorithms using such big clinical data. Deep learning (DL)-based models are offering promising prediction accuracy and proved to outperform traditional statistical or machine learning algorithms. Yet, we rarely see those models implemented or validated in practice. Data scientists need to consider the implementability of those models during the development phase to facilitate clinicians’ acceptance for further clinical validation. The main objective of this panel is to identify factors associated with the implementability of DL-based predictive models. We will define each factor in the context of predictive modeling of clinical events and describe how it impacts the feasibility of the model implementation. We will also discuss the magnitude of the impact of each factor and how to objectively measure or evaluate it.

Introduction

We use the term implementability to refer to the feasibility of a system or a model to be implemented, so it is an evaluation process before deciding on the actual implementation. Shiffman et al¹ provided a clear definition of implementability for clinical guidelines. They defined implementability as the set of characteristics that predict ease of use or determine the key obstacles for guideline implementation. On the other hand, there is no clear definition in literature for implementability in the context of artificial intelligence (AI) and clinical events predictive modeling. Therefore, we proposed a framework to define and evaluate the implementability of AI predictive models for clinical events. Our framework utilized the key criteria used for machine learning model evaluation as emphasized by the food and drug administration (FDA) good machine learning practice(GMLP)² to identify the possible obstacles that may impact the implementation of the predictive models as well as subject matter experts (SMEs) feedback. Our proposed framework includes six evaluation criteria. The first criterion is the prediction accuracy, which should be calculated based on practical and meaningful metrics. The second criterion is the reliability of the predictions which is highly impacted by the availability of a clear interpretation or explanation of the given prediction. The third criterion is the generalizability of the predictions, which can be defined by providing the calibrated accurate prediction in different settings even under distribution shift. The fourth criterion is the optimized data mechanics. Data mechanics is a term used in the industry that refers to the data flow from the source (EHR system) to the destination (predictive model) including all required data wrangling, normalization, and any additional preprocessing steps required to reach the final format consumed by the model. The fifth criterion is computational efficiency including factors like model size and running time that has a direct impact on cost as well as other factors like portability. The last and most important criterion is data privacy and security. Although security measures are a part of actual implementation and it might not be realistic to consider in early development phases, developed models need to comply with HIPAA regulations and avoid the use or need of any PHI data, which are commonly unnecessary for disease predictions.

We reviewed predictive modeling articles indexed in PubMed in the last 5 years that used structured EHR data to train deep learning based models. We found that all articles reported the model prediction accuracy as the major evaluation criteria. 50% of the articles discussed the proposed model interpretability or explainability and Less than 25% evaluated the model generalizability, efficiency, ease of use, computational cost, or running time. Only a couple of articles described data mechanics, while no article discussed the security of the proposed models but the majority were not using any PHI data as input features.

Learning Objectives

Upon completion of this panel, attendees will be able to:

- Understand the value of Artificial intelligence (AI) and DL-based models to predict clinical events.
- Anticipate the role that AI research will play to help improve health outcomes.
- Understand the gap between AI research and clinical application and how we can bridge between them.
- Define AI implementability.
- Enumerate factors associated with the implementability of DL-based predictive models and rank them based on importance.
- Consider ways to measure those factors to evaluate the feasibility of DL-based predictive models for further clinical validation

Panel Description

This interactive panel will encourage discussion on the feasibility of further validating DL-based predictive models for different clinical events in clinical settings. The panel will start with an introduction on the value of AI in healthcare with a focus on disease and other clinical events predictive modeling. We will provide a brief description of the common process of developing DL-based predictive models for clinical events in a research environment and the role of clinicians involved in model development early phase. Then, we will describe the gap between AI research and real-world application and our proposed solution to bridge this gap.

We have a diverse panel from all aspects including gender, ethnicity, location, and professional background. There will be one moderator and four speakers who are representing different stakeholders’ perspectives, as follows:

- Degui Zhi, Ph.D., MS (Associate Professor, UTHealth SBMI). Dr. Zhi has a unique expertise with a solid background in computer science, bioinformatics, and biomedical informatics. Dr. Zhi focuses on developing computational and statistical methods and practical strategies for biomedical big data analytics. His team has published a number of papers on predictive modeling of electronic health record (EHR) data using deep learning in biomedical informatics journals. Dr. Zhi will cover the data science research perspective. He will talk about deep learning concepts and the state-of-the-art of their applications to the prediction of clinical events. He will also discuss the role of clinicians’ involvement in the early phase of model development.

- Kathleen McGrow, DNP (CNIO and Industry Executive, Microsoft). Dr. McGrow advises and supports organizations on how the innovative use of technology can support their digital transformation imperatives of consumer engagement, provider enablement, analytics for population health, and cognitive computing to support a learning health system. She believes that technology can improve the lives of providers and patients. Dr. McGrow’s unique ability lies in her expertise in both clinical and IT domains. Trained as a nurse, educated in technology, and working for organizations at the forefront of developing today’s most innovative HIT solutions, she has a great understanding of all stakeholders. Dr. McGrow will cover industry and vendor perspective. She will explain how AI can impact the healthcare quadruple aim, enhance clinical, operational and financial performance, maximize capacity and patient experience, and transform to new care models.

- Angela Ross, DNP, MPH, PMP, PHCNS-BC, LTC (Assistant Professor, UTHealth SBMI). Dr. Ross has held positions as CMIO, acting chief of system service and design, and project manager for the U.S. Army Medical Information Technology Center Defense Health Agency (DHA) for more than 25 years. She is an informatics consultant and leader in the implementation, integration, and operation of emerging and fielded clinical information technologies supporting health care and administrative functions for over 30 medical treatment facilities. Dr. Ross interests include workflow analysis, performance improvement; project management; system implementation; program and project evaluation; and policy development. Dr. Ross will cover the applied research and evaluation perspective. She will discuss the AI implementability factors and how to evaluate them.

- Robert E. Murphy, MD (Associate Dean for Applied Informatics and Associate Professor, UTHealth SBMI). Dr. Murphy was named the CMIO at Memorial Hermann Healthcare System (2005-2015) where he provided system-wide leadership on clinical information system projects, including computerized physician order entry, clinical decision support, and quality informatics. During his tenure, Memorial Hermann received the 2012 Eisenberg Award, the 2009 National Healthcare Quality Award from the National Quality Forum, and all nine acute-care Memorial Hermann hospitals reached Stage 6 in the HIMSS Analytics EMR Adoption Model by 2013. Dr. Murphy was named by Modern Healthcare magazine in 2010, 2011 and 2012 as one of the nation’s Top 25 Clinical Informaticists. His project for “CDS Good
Catches”, which prevented over 7,000 medical errors over a 1-year period, was awarded the Breakthrough of the Year in Quality at Memorial Hermann in 2010. He has published and lectured widely on physician adoption and change management, development of evidence-based content for electronic health records, and using information technology to improve patient safety and quality.

Dr. Murphy will cover healthcare organization management as well as clinicians’ perspectives. He will discuss the importance of evaluating the implementability of predictive models before introducing to clinicians and healthcare organization for further validation and adoption.

- Laila Rasmy, MSc, MBA, BPharm (PhD. Candidate, UTHHealth SBMI) will moderate the panel.
Laila’s research focus is on developing implementable DL-based models for disease predictions.

Discussion Questions
In order to enhance audience participation, we will encourage audience input on the following:
- Do you think that AI can improve healthcare? In what aspects?
- How many AI solutions have you been exposed to in a healthcare setting? (will link to audience background)
- What metrics you commonly use to represent the accuracy of the prediction?
- What reliability means for you?
- Which one you prefer, a black-box prediction model that provides 95% prediction accuracy or a model that provides 88% accuracy with clear explanations of the predictions?
- Out of the 6 implementability factors proposed, can you please provide the top 3 from your opinion and rank them? (will link to audience background)

Timeliness
With the emerging need for AI and high hope in promising results, we believe that is the best time to discuss the implementability of AI models and how to facilitate the model transition from the research lab to clinical settings even for at least further clinical validation.

Intended Audience
We anticipate that this panel will be of interest to a wide range of individuals attending the AMIA Summit, including:
- Healthcare organizations executives
- Biomedical Informatics Researchers
- Data Scientists
- Clinicians
- Policymakers
- Vendors
- Students and trainees

Statement from Panel Organizer:
Laila Rasmy, the panel organizer affirms that all panel participants have agreed to participate and have contributed to the preparation of this document (as of Aug 26th, 2020)

Acknowledgments:
LR is supported by UTHHealth Innovation for Cancer Prevention Research Training Program Pre-doctoral Fellowship (Cancer Prevention and Research Institute of Texas (CPRIT) grant # RP160015).
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Abstract

In this current COVID-19 pandemic, healthcare systems across the country have undergone drastic changes in patient care and operational workflow. The distribution of up-to-date and reliable information to healthcare workers, patients, and the community is also of paramount importance.\textsuperscript{1,2} Pediatric institutions are undergoing similar changes. In this panel, we outlined the various technological tools/adaptations and organizational changes that occurred at our academic institution in the midst of the COVID-19 pandemic. With panelists from various backgrounds and administrative roles, we will share our experiences in leading organizational changes from the informatics perspective and engage the audience in the different ways to leverage telemedicine, conserve personal protective equipment (PPE), provide clinical decision support, disseminate real-time organizational data, and optimize communication and access to care for families. In a pandemic, healthcare systems need to prepare for sudden and frequent changes in patient care and disruption of usual workflows.

Objectives

1) Identify EHR-based tools/adaptations to leverage telemedicine and promote physical distancing at an academic institution.
2) Interactively discuss solutions to common barriers institutions face while implementing institution-wide technological and operational changes.

Panel Structure:

1) Introduction: Moderator Tiranun Rungvivatjarus MD (5 min)
2) Panelist 1: Amy Chong MD (10min + 10min Q&A)
3) Panelist 2: Mario Bialostozky MD (10min + 10min Q&A)
4) Panelist 3: Cynthia L. Kuelbs MD (10min + 10min Q&A)
5) Panelist 4: Jeannie Huang MD (10min + 10min Q&A)
6) Wrap up (5 min)

Panelist 1: Amy Chong MD, Physician Informaticist and Tiranun Rungvivatjarus MD, Physician Informaticist
Division: Hospital Medicine
Topic/Issue discussed: clinical decision support

COVID-19 Pediatric Clinical Pathway and Order Set
Clinical pathways and order sets are essential to establish a collaborative, systematic approach to care delivery, decrease unnecessary variation in care, and ensure safe practices. A multidisciplinary team of content experts (infectious disease, critical care, hospital medicine, emergency medicine, nursing, and pharmacy) created a COVID-19 pediatric clinical pathway. This pathway provides instructions for safe transfer of patients, outlines admission criteria, defines high risk pediatric populations, recommends laboratory and imaging testing, and provides guidelines for escalation of care.

COVID-19 Clinical Alert and the evolution of COVID-19 testing algorithm
We implemented a nurse-administered screening alert in the EHR to identify patients at higher risk for COVID-19 at intake. Initially the screening was based on travel history and close contact exposure which eventually evolved to include symptoms suggestive of COVID-19. A positive screening triggered a pop-up clinical alert to direct the nurse to initiate isolation precautions, place an isolation precaution order, and place a flag in the chart for COVID-19 risk factors. We will also discuss the various COVID-19 testing algorithms and clinical decision support tools that help guide physicians during the time of limited testing availability. As testing availability increases, our institution also implemented testing of parents/caretakers in the inpatient setting.
Panelist 2: Mario Bialostozky MD, Physician Informaticist, Division: Emergency Medicine
Topic/Issue discussed: Ambulatory telemedicine and patient portal activation

Expanded Telemedicine and Remote Activation for Patient Portal
To minimize patient and staff exposures, our institution prioritized the rapid conversion of ambulatory in-person visits to telemedicine. We formed a multidisciplinary team (clinicians, analysts, clinic managers, and nurse educators) to quickly employ a series of operational and workflow changes. We implemented same-day urgent care telehealth visits as families have shown hesitation in seeking care in person. We created a dedicated COVID-19 Nurse Triage Line for families to streamline questions and provide telehealth visit referrals when indicated. To facilitate providers’ adaptation to these changes, we created self-guided learning tutorials on how to conduct video visits as well as appropriate documentation and billing.

To further increase family’s access to telemedicine visits, we developed a workflow to allow remote activation of patient portal accounts. Our institution utilizes the MyChart® patient portal (Epic Systems software, Verona, Wisconsin) as part of the EHR. Through MyChart®, families can participate in telemedicine visits by utilizing its video conference tool. The portal also allows patients and proxies secure access to medical records including notes and results, clinic team messaging, self-scheduling, and COVID-19 related information. Telemedicine visits for teens can be launched either through the teen or proxy portal account.

Panelist 3: Cynthia L. Kuelbs MD, CMIO
Topic/Issue discussed: Operational shift, Communication, and Community Role

Organizational Communication
As information and clinical care guidelines on COVID-19 frequently evolve, it is important for an organization to provide accurate and consistent information to staff. We follow the Healthcare Incident Command System (HICS) model for emergency management planning, response, and recovery. All materials for staff and patients are approved through the HICS, and documents are archived in a central location, which can be accessed through links on the intranet and within the EHR. Emails and electronic newsletters are sent daily to update staff. Communication channels on topics such as PPE, testing, and telemedicine were created in secure chat messaging application, and messages are pushed out along with links to helpful documents and videos. Patient information is posted on the institution website, patient portal, and social media in collaboration with marketing and media affairs.

Community Involvement
Partnering with the genetic institute and public health, we implemented large-scale mass community testing and drive-through testing. Our initiative expanded to testing parents of hospitalized children, adult first responders, and health care workers.

Panelist 4: Jeannie Huang MD, Physician Informaticist, Division: Gastroenterology
Topic/Issue discussed: COVID-19 data tracking, visualization, and research.

COVID-19 Research
Dr. Huang will discuss ongoing COVID-19 research and how EHR tools play a role in data tracking and identification of subjects.

COVID-19 Dashboard
Having ready access to key and relevant data is crucial to hospital operations and resource allocation. We created a few COVID-19 dashboards with data updated daily. The dashboards contain various metrics, with each dashboard serving a different purpose. One dashboard focused on operational data and displayed COVID-19 testing volumes and results, resources (bed availability in the PICU, available ventilators (infant versus pediatric/adult), employee availability (number of staff out sick), and visit volumes at various clinical settings. By having a comprehensive, up-to-date display of organizational data, institutions can readily identify resource needs and utilization allowing for improved delivery of care.

Discussion questions to enhance audience participation
1. What barrier has your institution faced in implementing EHR-based tools or technological adaptation?
2. What types of solutions has your institution employed to overcome these barriers?
3. How have these changes affect your workflow and wellness?
All participants have agreed to take part on the panel
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Challenges and Opportunities for Implementing Artificial Intelligence at the Speed of Technology Innovation During the COVID-19 Era

Panel Organizer/Moderator: Brett R. South, MS, PhD
Panel: Wendy W. Chapman, PhD, Irene Dankwa-Mullan, MD, Michael E. Matheny, MD, MS, MPH, Yuri Quintana, PhD
1IBM Watson Health, Cambridge, MA, USA; 2The University of Melbourne, Victoria, Australia; 3Vanderbilt University Medical Center, Nashville TN, USA; 4Harvard Medical School, Boston, MA

Abstract

The COVID-19 pandemic has created multiple opportunities to implement Artificial Intelligence (AI) technologies in new ways that address the initial infectious curve (e.g., triaging patients and disseminating information during disease outbreaks), as well as the subsequent curves of pandemic sequelae (managing gaps in care of chronic conditions, addressing new and exacerbated mental health needs, and rectifying worsening health disparities. However, numerous challenges limit scaling development and application of AI technologies in healthcare settings, especially in the context of a rapidly evolving public health emergency. Data representing diverse patient cohorts are necessary both to train and to test systems but often are labor intensive to create and deidentify. The need for new codes and concepts can delay data availability. Biases in data must be identified, evaluated, and managed to mitigate downstream effects. System performance must be continuously monitored and validated as clinical information, such as disease transmission characteristics, become available. This panel will discuss these challenges and propose solutions that include ensuring adequate, equitable, and unbiased data sources are used for AI development, validation of AI in clinical settings, with the context of the rapidly evolving COVID-19 public health crisis as a discussion focus.

General Description

Artificial Intelligence (AI) is defined as the application of computer programs that mimic human intelligence by “learning” from available data inputs using a combination of supervised or unsupervised learning approaches1. AI has great potential to revolutionize healthcare particularly during times of greater need for data dissemination and introduction of efficiencies into healthcare processes. The COVID-19 pandemic has presented a global public health crisis with new opportunities and challenges in leveraging AI technologies. These challenges are related to new demands on public health, patients, and providers to manage the infectious disease itself, along with its sequelae, such as delayed care, management of chronic disease, new and exacerbated mental health problems, and worsening disparities in health and healthcare delivery. Each of these challenges represents a unique curve of the pandemic where implementation of AI technologies could help address needs.

The first of these challenges involves ensuring that adequate data representing diverse patient cohorts are available and used for system training and testing and, in turn, to generate clinical evidence for AI. In most health care settings, data are siloed and exist in aggregations that are not readily accessible due to patient privacy and confidentiality regulations, hence data sharing is difficult without significant effort. Limited or delayed access to patient data act as temporal obstacles to innovation. With emergence of a new pathogen, the creation of new data elements and concepts for diagnoses, tests, and treatments may further delay availability of data. Moreover, a second challenge includes addressing biases present in existing data used for training and testing of AI systems especially with regard to health disparities or lack of representation of social determinants of health that must be mitigated in real world application of AI. Another growing challenge is how to manage the care of a rapidly growing elder population that has an existing burden of chronic disease management and which has experienced disproportionate infection rates and complications of COVID-19.2

During the COVID-19 pandemic and with the health system response, early successes will likely be focused in the area of implementing AI systems where the tools, for patient and provider end-users, have the potential to augment human decision making and help manage overwhelming information volume and demand. Furthermore, developed and deployed tools must adapt with the rapid growth of real-world data generation and prospective innovations, along
with a rapidly changing healthcare landscape and policy environment. Requirements for success rely on early and continuous engagement of end users and key downstream stakeholders, considerations for how the tools will be integrated into healthcare workflows, and implementing common frameworks to support real-world application of AI technologies that scale to increasing and ever-changing health system demands.

This panel session will address these challenges, opportunities and potential solutions in the current landscape of AI applications in healthcare, and present practical real-world examples of implementation and innovation using the COVID-19 public health crisis as the discussion focus.

Description of Panelists & Presentations

This panel, comprised of two women and two men from unique racial/ethnic backgrounds and geographic locations, as well as both industry and academic positions, seeks to provide diverse perspectives on addressing important challenges for AI. The moderator will open the panel discussion with a 10 minute presentation on the motivation for convening the panel and the significance of the subject matter. Panelists will then each give a presentation of 10 minutes providing examples and perspectives to the challenges identified above. The final 40 minutes of the panel will be available for questions from the audience and discussion between the panelists and audience.

Brett R. South, MS, PhD is a Biomedical Informatician with IBM Watson Health and the Center for AI, Research, and Evaluation (CARE). He was previously Senior Scientist in the Department of Biomedical Informatics, University of Utah and the Veterans Informatics and Computing Infrastructure (VINCI). Prior to completing his PhD, he worked as a Senior NLP Research Engineer for the Nuance Clinical Language Understanding group where he helped lead a group of 75 clinical language analysts tasked with large-scale semantic annotation of clinical corpora.

Dr. South will serve as the moderator of the panel. He will introduce each panelist with a brief statement about their experience and background, initiate the panel discussion, and facilitate the question and answer segment with the audience.

Wendy W. Chapman, PhD is Associate Dean for Digital Health and Informatics at the University of Melbourne, Australia. She leads the Centre for Digital Transformation of Health. Previous to her current role, she was chair of the Department of Biomedical Informatics at the University of Utah. She is a member of the National Academy of Medicine and was a co-author with Dr. Matheny and others on the recently released report on AI in Healthcare. Her research expertise is natural language processing applied to clinical notes.

Dr. Chapman will speak on the challenge of generating clinical evidence for AI in real-world health settings. She will speak to the gap between innovation and clinical validation and the need for infrastructure to support both innovators and health systems reach digital maturity to implement and validate AI and other digital health interventions. She will use examples related to the COVID-19 pandemic to describe some necessary elements of that infrastructure.

Irene Dankwa-Mullan, MD is Deputy Chief Health Officer and Chief Health Equity Officer at IBM Watson Health. She is nationally known for her contributions to population health and health disparities science, community-based participatory research, implementation and translation science. In her role, she assists with the global efforts of the Center for AI, Research and Evaluation to promote scientific evidence for Watson’s technology. She also leads efforts to increase awareness, and transparency around the importance of diversity of identity, inclusion and thought in the industry to better represent the populations being served with cutting-edge technologies.

Dr. Dankwa-Mullan will discuss the ethical and social implications of rapid development of AI applications in healthcare settings, particularly in the arenas of clinical decision support, care management planning, risk stratification and prediction, and precision medicine. The COVID pandemic presents a number of important ethical and social issues that need to be addressed including resource allocation and priority-setting, public health surveillance and contact tracing, patient privacy and frontline or healthcare worker rights. In addition, there is the obligation from industry and researchers to ensure optimal clinical trials and vaccine development are being conducted in rapid time and ethically acceptable. She will describe the value issues and propositions reflected in various AI systems and the need to identify drivers of unwarranted outcomes, medical explainability and risk mitigation. She will summarize the various Ethical, Legal and Social Implications (ELSI) statements, established by governmental, global organizations and various industry stakeholders, and provide a framework for harmonizing rapidly changing technology innovation and with need for ethical and socially accountable AI.

Michael E. Matheny, MD, MS, MPH is the Co-Director of the Center for Improving the Public’s Health Using Informatics, an Associate Professor of Biomedical Informatics, Biostatistics, and Medicine at Vanderbilt University Medical Center, and Associate Director of VINCI, HS&RD, at the Tennessee Valley Healthcare System VA. His area
Dr. Matheny will discuss the overall framework for the lifecycle of AI development that the National Academy of Medicine has proposed, including needs assessment, workflow mapping, target state definition, model development, implementation, surveillance, and de-implementation in healthcare applications (Chapter 6 of the publication), with examples of successes, failures, and challenges from his work and others that relate to elements of that framework. He will also highlight some of the challenges faced due to tremendous data shifts that have occurred during the COVID pandemic and initial small volumes of training data.

Yuri Quintana, Ph.D. is Chief of the Division of Clinical Informatics, Beth Israel Deaconess Medical Center, and Assistant Professor of Medicine at the Harvard Medical School. His research is focused on developing innovative technologies and systems that empower collaborative care between healthcare professionals, patients, and families. Quintana and colleagues have created InfoSAGE Health for caring for frail older adults at home, the European Union’s UNICOM Consortium for standardization of data collected via mobile apps, and Alicanto™, a global online collaboration platform for health professionals that supports virtual tumor boards, standardization of care treatment guidelines, and collaborations for international bioinformatics studies.

Dr. Quintana will speak on approaches to collecting patient-reported data to support big-data analytics for improving symptom management. Early data shows significant differences in COVID-19 cases and mortality based on race and ethnicity, but it is unclear to what extent this is related to genetics, clinical history, social determinants of health, or other factors. To understand this problem and perform data analytics at a global scale requires the standardization of symptom representation, social determinants of health, and ways to cross-link international databases for drug identifiers that vary by country.

Participation Statement:
All proposed panelists have agreed to participate in the panel.

Discussion Questions
1. What are the various ethical and social implications of rapid development and implementation of AI in healthcare particularly in the context of COVID-19?
2. What opportunities for innovation can be leveraged to ensure scalable, equitable, adequate and reproducible application of AI in the healthcare domains? How will these innovations affect the pandemic response in terms of information dissemination and information volume?
3. What community activities can be used as a model for development and implementation of AI in healthcare?
4. Are there community accepted recommendations or guidelines for evaluation of AI systems and what types of best practices ensure transparent and reproducible reporting of system performance?
5. What types of collaborations between industry/academia could be pursued to address the challenges in AI development and implementation addressed by this panel?
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Abstract

Digital revolution is coming to clinical research. Mobile applications can both be used to study traditional – medication- and device-based – therapeutic interventions, and can also form the basis of medical interventions themselves. However, using mobile applications as the tools of clinical research is often different in many ways from using pen and paper or even online tools to record participants’ data. Evaluating the effectiveness of mobile applications for diagnosis and treatment of medical conditions difference also presents many new opportunities and challenges compared to the conventional clinical trials. To help researchers, clinicians and developers of mHealth applications learn how to take advantage of the strengths and navigate the pitfalls of using mobile applications in clinical research, the panelists will discuss their experience studying mHealth apps in special patient populations, using them as innovative tools for clinical research and recruiting participants for mHealth clinical trials.

Introduction

As we begin the 3rd decade of the 21st century, mobile applications are ubiquitous in our life. They help us buy groceries, get from place to place and brag about our children’s extraordinary achievements. But can they help us get healthier? Even though Apple App Store and Google Play Store are bursting with health and wellness-related apps, this fundamental question is surprisingly seldom answered in a rigorous fashion we are accustomed to when evaluating health benefits of medications, procedures and devices. Well-conducted clinical research studies assessing the effects of mobile are few and far between.

It is important to recognize that, just as mobile apps represent a paradigm shift from desktop PCs and flip phones of the last century, clinical research evaluating health mobile apps presents its own challenges that require novel solutions. In the proposed panel the speakers will share their experience and lessons learned on several important aspects of digital clinical research: a) studying mobile apps for serious ill patients; b) digital phenotyping using mobile apps; c) leveraging mobile apps to study quality of life and d) participant recruitment for clinical trials of mobile apps.

Lessons Learned from Studying Mobile Apps for Seriously Ill Patients

The digital health landscape is rapidly expanding, with over $7 billion invested in these technologies in 2019. While many of these applications are focused on wellness, very few digital therapeutics are aimed at addressing the needs of patients with serious illness. Patients with serious and terminal illness not only have symptoms that markedly impair quality of life, they also account for a significant portion of healthcare utilization and associated costs in the U.S. healthcare system). Furthermore, very few randomized controlled trials (RCTs) of digital therapeutic technologies demonstrating benefit for patients and on healthcare utilization outcomes exist.

ePAL is a digital therapeutic smartphone application designed to improve the management of cancer-related pain. Pain affects up to 66% of patients with advanced cancer, severely impacts patient quality of life, and is one of the leading causes of hospitalizations in oncology populations. In a randomized controlled trial of 112 patients with stage IV cancer with moderate to severe cancer pain, ePAL demonstrated significant improvements in pain severity, a significant reduction in negative attitudes towards cancer pain management, and a 69% reduction in the risk of hospital admission due to cancer-pain.

While ePAL is one of the first digital therapeutics to demonstrate improvements in both symptom management and healthcare utilization in patients with serious illness, studying a digital therapeutic in a trial of complex and ill patients was by no means a straightforward undertaking. In this session, the panelist will discuss lessons learned along the journey of ePAL from its conception to completion of its RCT.
Digital Phenotyping Using Smartphones

The phenotype of an organism is a collection of traits, such as enzyme activity, hormone levels, and behavior. Given the increasing availability of high-throughput genotyping technologies, it is clear that phenotyping is one of the key rate-limiting and cost-limiting factors in human genetics and in our understanding of disease more broadly. The call for large-scale phenotyping, in particular that of behavior—which presents special challenges for phenomics because of its temporal nature and context dependence—has been growing in the literature as efforts in precision medicine are becoming more concrete. The advancement of behavioral phenotypes is especially welcome because conventional laboratory-based methods are expensive, subjective, and do not scale well.

The ubiquity of smartphones presents an opportunity to measure different social and behavioral markers, offering a scalable solution to the phenotyping problem. We have defined and operationalized the concept of digital phenotyping as the “moment-by-moment quantification of the individual-level human phenotype in situ using data from personal digital devices”. This research is continuation of our previous work on using cell phone data to study social networks and communication dynamics started in 2005.

As part of our efforts in this area, we have developed the Beiwe research platform (https://github.com/onnela-lab) for smartphone-based high-throughput digital phenotyping. The Android and iOS smartphone apps that constitute the front-end of the configurable platform collect various types of active data, such as surveys and audio diary entries, and passive data, such as GPS and accelerometer data in their raw (unprocessed) form, and anonymized phone call and text messages logs. The Beiwe back-end, which is based on Amazon cloud computing infrastructure—making it both scalable and globally accessible—collects, stores, and analyzes the collected data. These data enable us to study behavioral patterns, social interactions, physical mobility, gross motor activity, and speech production among other phenotypes.

Beiwe was designed to provide data collection and analysis tools for research settings to take advantage of new opportunities created by the prevalence of smartphone users. When we searched for data collection platforms in 2012, we discovered that no such tool existed for research. This was our primary motivation for developing our own platform. Some of the key design considerations were the following: (i) the platform should collect and store raw data; (ii) the platform should have strong encryption to protect the privacy of subjects; and (iii) the platform should be easily customizable to accommodate the needs of different studies.

Although collection of high-grade data is important, the main intellectual challenge in smartphone-based digital phenotyping is arguably moving from data collection to data analysis. Use of passive data, data from smartphone sensors and logs that can be collected unobtrusively without any burden on the subject, enables long-term follow-up of subjects, but it also presents formidable data analysis challenges. Because smartphones are consumer grade devices and their use patterns vary from person to person, analysis methods have to be robust and accommodate a wide range of use cases. For example, to learn about physical activity and mobility one has to account for different placements and orientations of the phone.

The panelist will discuss some of the opportunities and challenges that are present in this line of work, both from the point of view of data collection and data analysis. The panelist will also highlight some key results from areas where this approach has been successful and has yielded new insights.

Using Mobile Apps to Measure Quality of Life

The World Health Organization defines quality of life (QOL) as “A state of complete physical, mental, and social well-being not merely the absence of disease...”. QOL has become increasingly important in the evaluation of a patients’ overall health, especially those suffering from chronic diseases. Historically, QOL has been measured through medically validated instruments such as the Quality of Life Scale (QOLS) and administered via paper at in-person medical appointments. These instruments traditionally provide a composite score by assessing a patient’s physical, social, emotional, and cognitive capacity as it relates to their subjective wants in life. While significant progress has been made in how QOL is evaluated, many limitations remain. However, many of these instruments evaluate “causal indicators” of QOL rather than QOL itself. Traditional QOL instruments also rely on active input from patients, making them highly susceptible to response, acquiescence, and recall bias amongst others. Furthermore, obtaining repeated measurements at regular intervals can be difficult and a burden to patients with chronic illnesses and sporadic medical appointments. As mobile technology is embraced by the medical community, new opportunities are arising for how, when, and where QOL can be measured.
Many of the domains evaluated through current QOL instruments can be measured passively from the sensors within mobile devices. A patient’s communication patterns (e.g., quantity and length of calls and texts) can serve as a proxy measure for sociability. On-board gyroscopes and accelerometers can help determine a patient’s mobility and activity level. Screen on and off time can be used to compute a patient’s sleep patterns. Voice recordings offer the potential to gauge affect, hydration, pain, and fatigue. Developing novel ways to examine how an individual interacts with their phone, such as text response time, text length, and number of typos or “autocorrects” could help clinicians measure cognitive function, mood, fine motor control, and overall digital health. Finally, an index which summarizes these measurements into a single composite score can help easily provide a quick and comprehensive assessment of a patients’ quality of life without any active input from the patient themselves.

Mobile devices can not only be used as a surrogate for in-person paper instruments, but also afford significant advantages over traditional methods. The increasing ubiquity of these devices allows for cheap and effective scalability. They are present at nearly all times and are often the most important everyday carry item for patients allowing for real-time monitoring of a patients’ QOL at shorter intervals. The various built-in sensors offer reliable passive methods for measuring QOL with a higher degree of precision and specificity than paper instruments by eliminating the need for active patient input and subsequently survey biases. In the panel, we will discuss how these advantages can be leveraged to create novel, scalable and user-friendly approaches to measuring QOL.

D²R²: Digital Recruitment for Digital Research

Anyone who has ever conducted a clinical trial knows: recruiting participants is one of its greatest challenges. Less than 20% of clinical trials finish enrollment on time and 50% never reach target enrollment. Could mHealth clinical trials be different?

Recruiting participants for studies of mobile health apps can be both easier and harder. Unconstrained by having to physically dispense medications or perform procedures, studies can be conducted across the country or even internationally with a push of a button. At the same time, effectively identifying potential participants hundreds of miles away mandates a completely different approach from the traditional outreach to the investigators’ and their colleagues’ patients. It can require skillful navigation of social media, understanding how different generations and social groups conduct their online lives and designing ads that will be a clickbait rather than an eyesore.

This part of the panel will share the lessons we have learned on all of the above and more while conducting an international clinical trial of a mobile diabetes app Control:Diabetes (http://controldiabetes.bwh.harvard.edu). We will discuss our experience designing Facebook ads and identifying the ones that were more effective; exploring different outreach channels and user targeting within Facebook and other online forums; and navigating both institutional and Facebook regulations.

No matter how good a novel medication or a snazzy mobile app is, it is impossible to conclusively prove it without having enough people agree to try it out. Our experience and the pitfalls we have traversed will serve as a guide for future mHealth innovators as they get ready to upend modern healthcare in a whirlwind of digital revolution.

Anticipated Audience

Mobile health and wellness apps and their benefits are an increasingly popular topic of conversation among both healthcare professionals and patients and their caregivers. We therefore expect that the proposed panel will attract strong interest from a broad swathe of attendees who use, design, implement and study mobile health apps. These will include clinicians, mHealth developers, trialists and many others who have ever wondered looking at their device: will this app actually help me?

Discussion Questions

1. Have you used mobile applications to gather data for clinical research? What were the advantages and disadvantages of that approach?
2. Have you been involved in a project where you would have needed access to more granular device data (from smartphones or wearables) than what was made available?
3. What challenges have you faced when recruiting participants for an mHealth clinical trial? How did you overcome them?

Statement of Agreement to Participate

All panelists have approved of this submission and agreed to participate.
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Abstract

Stratification of patients into clinical cohorts is a critical task for academic research and clinical operations—accurate cohorts facilitate epidemiological analysis and enable efficient population programs for clinical interventions, respectively. Cohort identification technologies based on machine learning (ML)—referred to as phenotyping—have been pioneered by the academic community, and they are being increasingly used for optimizing clinical operations. The resulting data-infrastructure offers an unique opportunity to drive the optimal utilization of existing therapies. However, successful adoption of phenotyping approaches requires advances in methodology as well as technological and cultural changes in the healthcare ecosystem. This panel brings together experts from a diverse set of health systems and aims to provide insights for using ML in the clinical setting. Each of the panelist will describe specific projects at their health-system that either facilitates or directly use phenotyping in the clinical setting.

General description of the panel and issues that will be examined

A. Medicine is undergoing more rapid change than at any time in the last 200 years. The costs of delivering care under the current model and the opportunity from new technologies, promise to deliver a revolution in care. Molecular insights in chronic disease highlight the need for improved resolution in diagnosis and management. The advent of massive streams of structured data has open health care to rigorous analytics and predictive quantitative biology. Practice of medicine is evolving towards integrating population analysis for efficiently discovering and managing patient sub-groups who will benefit from evidence-based therapies.

B. Research consortia such as eMERGE (gwas.org), PGRN (pgrn.org), OHDSI (ohdsi.org), NIH collaborator, ACT (actnetwork.us), and PCORnet, have pioneered the development and sharing of EHR-driven phenotyping algorithms. The majority of these algorithms consist of collections of manually constructed rules using mostly structured EHR data (billing codes, medication prescriptions, and laboratory and test data). More recently, a greater number of the phenotype algorithms, many of which are being shared on PheKB (PheKB.org), are now using Natural Language Processing (NLP). There is need for research on rapid development, dissemination and deployment of such algorithms.

C. Even after phenotyping algorithms show strong performance in research settings, they fail to deliver meaningful benefit in terms of improved care for patients. Currently, estimating the net benefit of an algorithm prior to deployment is difficult and rarely done. This is in part because there is no well-established framework to quantify the implementation costs and benefits of machine-learning enabled care workflows. Components of this framework include computational costs, such as an evaluation of the accuracy of the model on live data and monitoring for performance degradation over time as well as the organizational effort required to integrate the output of the model into the appropriate workflow, including training of personnel, altering workflows, changing culture, and responding to unintended consequences.

D. Informatics for Integrating Biology and the Bedside (i2b2) is an open source clinical data analytics platform deployed at over 200 sites for querying patient data to identify research cohorts. i2b2 has been adapted to build multi-institutional networks to allow federated querying across institutions like the PCORNet network. i2b2 and other such research data repositories have a central role to play in leveraging population analysis to drive clinical intervention. Several novel extensions are being developed to use i2b2 for supporting clinical operations.

E. This panel will bring together experts from a diverse range of health systems to examine the challenges posed for applying phenotyping techniques in the clinical setting. The panelists will describe their experience with projects involving these challenges and share how their audience can leverage the lessons learnt. The resulting discussion...
will serve as guidance to the audience for evolving their institutional infrastructure for applying phenotyping for clinical use-cases.

Panelists' Presentations

Jyotishman Pathak
Dr. Jyotishman Pathak is a Professor and Chief of Health Informatics at Weill Cornell Medical College, Cornell University. He has extensive experience in biomedical ontologies, vocabularies and terminology standards. Dr. Pathak’s group focuses on developing novel informatics methods and their applications in scalable, robust and high-throughput phenotyping from electronic health records (EHRs). Dr. Pathak will present his research on novel computational techniques in ontology-based data encoding, semantic inferencing and standards for sharing computable definitions of phenotype representations. 8

Hongfang Liu
Dr Liu is Professor of Biomedical Informatics, and Chair, Division of Digital Health Sciences at Mayo Clinic. She leads the Biomedical Informatics group at Mayo Clinic and has published extensively on secondary use of EHR for translational science research and health care delivery improvement through clinical NLP. In this presentation Dr. Liu will specifically present work on two algorithmic challenges for bringing phenotyping into clinical practice: i) given medical history of a patient, how to efficiently retrieve a list of genetic tests to be recommended, and ii) given genetic or genomic information of a patient, how to retrieve their clinical implication information and summarize it for physicians and counselors? Dr. Liu will also discuss the impact of data fragmentation related to phenotyping using a record linkage system in the Rochester Epidemiology Project. 9,10

Nigam Shah
Dr. Shah is Associate Professor of Medicine (Biomedical Informatics Research), Stanford University. His research combines machine learning, text-mining, and prior knowledge in medical ontologies to enable the learning health system. Dr. Shah’s research group is part of the Center for Biomedical Informatics Research at Stanford. Dr. Shah will discuss his group’s experience in synthesizing factors that affect implementation costs and benefits of machine-learning enabled care workflows into a framework for performing utility assessment of ML models prior to their clinical deployment. He will describe another project for improving advanced care planning using phenotyping.

Shawn Murphy
Dr. Shawn Murphy is Professor of Neurology at Harvard Medical School and is Chief Research Information Officer at Mass General Brigham (MGB). He is recipient of the Donald A.B. Lindberg Award for Innovation in Informatics, and is the chief architect of i2b2. Dr. Murphy will describe the high-throughput phenotyping projects at MGB. He will describe the developed methods and speak on the evolution of use of population research data to drive clinical innovation. Finally, he will describe the roadmap for i2b2 to support high-throughput phenotyping and patient stratification for clinical care, and will describe the ML extensions to i2b2 that are under development. 11-14

Kavishwar Wagholikar
Dr. Wagholikar is Assistant Professor of Medicine and Assistant in Laboratory of Computer Science at Massachusetts General Hospital. His research focuses on development of methodology and tooling to facilitate the use of ML in the clinical setting. 15,16 Dr. Wagholikar will serve as moderator on the panel.

Need for the panel
The movement towards bundled payment model, has created the incentive to stratify patients into cohorts to increase the efficiency of healthcare. This is leading to the increasing use of phenotyping for cohort identification technologies for optimizing clinical operations. Such a data driven ecosystem has presented a unique opportunity for healthcare institutions to characterize their clinical population to facilitate utilization of well-established as well as novel therapies.

Plan for the integration of content presented by each panelist
Dr. Wagholikar will serve as moderator for the panel. He will initiate the panel with a brief introduction of the topic, and will introduce the speakers. Dr Pathak will present efforts of his group at Cornell on implementing a standard for sharing phenotyping models. Next, Dr. Liu will present efforts at Mayo Clinic on specific algorithms to facilitate use of ML for clinical applications and also present her work on data fragmentation. Dr. Shah from Stanford will outline his lab’s research on a framework to project the implementation costs and benefits of machine-learning for enabling clinical workflows. The final presenter, Dr. Murphy will describe efforts on patient stratification at MGB
biobank and how this is being utilized to drive care-coordination projects. Each of the panelist will describe specific projects at their institution that either facilitates or directly uses phenotyping in the clinical setting.

**List of discussion questions to enhance audience participation**

- How is clinical cohort identification different from population management?
- What are the key changes in the field that have enabled the current advances in phenotyping?
- What are the primary gaps that need to be resolved?
- Who are the key players in this field?
- What is the role of a data framework for clinical programs?
- What advances are necessary to facilitate use of Artificial Intelligence for Cohort Identification?
- What is the effect of data fragmentation on phenotyping algorithms?
- What role does IOT/digital therapeutics play?
- How do we scale and standardize these solutions across providers?
- How do we move from a reactive to a predictive stratification model given current data fragmentation?

**Plan for interaction between panelists and the audience**

The panelists will interact with audience through questions and commentaries discussing and reflecting on challenges that current clinical-informatics infrastructure faces to implement patient stratification. The panelist will take audience questions at the end of their individual presentations and towards the end, after all the panelist presentations. More than a third of the session will be reserved for audience participation. All the presenters have agreed to take part on the panel.

**References**

Consortium for Clinical Characterization of COVID-19 by EHR (4CE)

Griffin M Weber, MD, PhD1, Gabriel Brat, MD2, Shawn Murphy, MD, PhD3, Diane Keogh4

1Harvard Medical School, Boston, MA; 2Beth Israel Deaconess Medical Center, Boston, MA; 3Massachusetts General Hospital, Boston, MA; 4i2b2 tranSMART Foundation, Boston, MA

Abstract

There are several large, national and international projects to build informatics infrastructure to analyze the electronic health record (EHR) data of patients with COVID-19. However, aggregating data from multiple EHRs only works if you can trust the final results. This means being able to talk to the people at each site who know the data best, to understand the local clinical guidelines, coding practices, data quality problems, and other factors that affect the data. In March, 2020, we launched an international effort called the Consortium for Clinical Characterization of COVID-19 by EHR (4CE), which brings together more than 100 informatics experts, statisticians, and physicians representing 200+ hospitals around the world. We run analyses locally within sites and share aggregate results centrally, where we review the data together and iteratively fix any issues. Through this process, we have identified key laboratory tests associated with COVID-19 disease severity.

Description of Panel

The COVID-19 pandemic has caught the world off guard, reshaping ways of life, the economy, and healthcare delivery. Data in electronic health records (EHRs) should be widely available to study COVID-19 but have not yet been effectively shared across clinical sites, with public health agencies, or with policy makers. To address this problem, in March 2020, the i2b2 tranSMART Foundation launched 4CE (pronounced “foresee”), an international consortium representing 200+ hospitals1. The novel aspect of 4CE is that we recognize the complexities of EHR data and the need to directly involve the local data experts, not only in the data collection, but also in the development of research questions and the data analyses. We try to move fast, believing that early intelligence is worth more than complete intelligence later. To do this, we avoid roadblocks that typically slow down informatics projects, such as building or installing new software, or the regulatory hurdles involved in sharing patient-level data. Instead, we ask participating sites to run analyses locally, using simple existing tools, like SQL and R scripts, and only share aggregate counts and statistics centrally with the rest of the 4CE consortium (Figure 1). Our secret sauce is that we review and validate the data as a group, identify and fix data quality problems, and ask sites to repeat the analyses until everything is right. Through multiple cycles of data verification, we iteratively clean up the data and gain confidence that the findings we are seeing are real. Because we can do this quickly, we go from research question to results in just a few weeks.

Figure 1. The 4CE workflow includes: (1) weekly Zoom meetings and thousands of Slack messages to coordinate activities across 200+ institutions worldwide, (2) sites running analyses locally and only sharing aggregate counts and statistics centrally through a data upload and validation tool, and (3) iteratively reviewing the data through interactive visualizations and going back to informatics experts at each site to fix data quality problems.

In this panel, we will provide an introduction to the 4CE, describe its architecture, discuss challenges and lessons learned, and explain how other institution can participate in the effort.

Panelists

Griffin Weber (Moderator) – 4CE Technical Architecture
With 4CE Phase 1, a consortium of international hospital systems of different sizes utilizing mostly i2b2 [Murphy 2010], but also OMOP and other platforms, was convened to address the COVID-19 pandemic. The group, coordinated through the i2b2 tranSMART Foundation, initially focused on admission comorbidities and temporal changes in key laboratory values during infection. After establishing a common data model that leverages a COVID-19 ontology developed by the ACT Network, each site generated four data tables of aggregate data as comma-separated values (CSV) files. Database scripts were provided to sites to help them create these files (https://github.com/CovidClinical). These non-interlinked files encompassed COVID-19 positive patients: daily case counts, demographic breakdown, daily laboratory trajectories for 14 labs, and recorded diagnoses by ICD code (Figure 2). These are shared centrally, merged, and displayed on the https://covidclinical.net.

Figure 2. Starting from i2b2, OMOP, or other data models, sites generate four CSV files that are centrally merged.

Although asking sites to create four CSV files sounds simple, in Phase 1 we learned there are many complexities. Sites have different IRB and aggregate count obfuscation policies; sites that received COVID-19 patients as referrals do not know when they originally tested positive; most COVID-19 patients are sent home right away and therefore have little data; determining which patients were in the ICU is challenging for many sites, especially since parts of the hospital were repurposed as temporary ICUs; deaths are reported in different ways across sites, and date of death is often not available; there are numerous problems with combining laboratory tests from sites, with LOINC code mapping problems, incorrect units, and different forms of the same test; date formats vary by site and country (e.g., mm/dd/yyyy vs dd/mm/yy); and, sites modified their CSV files by changing the order of columns or including additional columns that were not part of the file definitions. We addressed formatting problems in “Phase 1.1” by asking sites to upload their CSV files to a Data Upload and Validation website, but other data problems are due to limitations of the source systems, which we figured out through our iterative approach of work with local data experts. We have recently begun 4CE Phase 2, which enables more sophisticated data quality checks and local analyses (e.g., machine learning models) by distributing R scripts to sites. Though, still only aggregate data are shared centrally in Phase 2.

Shawn Murphy – Validating a COVID-19 Disease Severity Algorithm

From 4CE Phase 1, we learned that direct outcome measures, including ICU and death, ventilator settings, and vitals signs are difficult for sites to collect since they are not coded in standard ways across hospitals. Instead, for Phase 1.1, we created a computational phenotype for severe COVID-19 diseases that uses more commonly available codes that can serve as proxies for intubation/non-invasive ventilation, shock (hypotension), and ARDS (ventilatory dyssynchrony and mismatch). Specifically, we categorize patients with severe disease if they were admitted for COVID-19 and have ANY of the following: (1) Lab Test (LOINC): PaCO2 or PaO2 (regardless of the result); (2) Medication (RxNorm, ATC): sedation/anesthesia or shock/severe cardiac disease; (3) Diagnosis (ICD-10): ARDS, ventilator-associated-pneumonia; (4) Procedure (ICD-10): endotracheal tube insertion or invasive mechanical ventilation. Our hypothesis is that each of these codes are highly specific for severe disease, meaning that they would only be given to very ill patients. While the sensitivity of each individual code might be low (a given patient won’t have all the codes in our list), the overall sensitivity of the algorithm is high because it searches for many codes. At sites with coded ICU or death data, we use these as a “silver standard” to validate our algorithm. However, manual chart review appears to be the only way of obtaining a gold standard at most sites.
**Gabriel Brat – 4CE Results to Date**

In 4CE Phase 1, 96 hospitals in the US, France, Italy, Germany, and Singapore contributed data to the consortium for a total of 27,584 COVID-19 positive cases and 187,802 collected lab values. Case counts and laboratory trajectories were concordant with existing literature. Laboratory test values at the time of viral diagnosis showed hospital-level differences that were equivalent to country-level variation across the consortium partners. Our first preprint was available by mid-April, a mere four weeks after our first 4CE Zoom meeting and subsequently published in *Nature Digital Medicine*. We created interactive visualizations of the data (Figure 1, right) and made all the aggregate data publicly available on our 4CE website (https://covidclinical.net). These visualizations and the ability of anyone to look at and comment on the data were essential in helping us identify and correct data quality problems and interpret the findings. The website visualizations are built using open tools, including Jupyter Notebooks (https://jupyter.org) and Altair (http://altair-viz.github.io/) to enable reproducible research. In 4CE Phase 1.1, we focused on patients who were admitted to a hospital for COVID-19 and compared patients who progressed to “severe” COVID-19 disease to patients who were never severe.

**Diane Keogh – Outreach and Sustainability**

Many of the people and sites that are part of 4CE are also involved in other large informatics efforts to study COVID-19, including All of Us, N3C, PCORNet, ACT, and TriNetX2,3. 4CE is complementary to these in that we are working with the local data experts to iteratively understand the differences between sites and cleanup data quality problems. The knowledge we are generating in 4CE includes our computational phenotype for severe COVID-19 disease; important details on key lab tests (e.g., variations we have found in how sites measure troponin); and site differences in data collection and coding practices (e.g., how death and race are reported). The i2b2 tranSMART Foundation is using several methods to disseminate this knowledge to the broader community and encourage additional institutions to participate in 4CE, including promoting the efforts and progress of 4CE on the Foundation website (https://transmartfoundation.org) and through social media; proving updates about 4CE in the monthly i2b2 tranSMART newsletter and monthly community meetings; and, developing and promoting a sponsorship program for 4CE through the Foundation.

**Impact**

4CE is complementary to other large ongoing efforts to collect and analyze clinical data on COVID-19. In 4CE we are taking a deep dive into the data quality and unique aspects of more than 200 hospitals worldwide representing tens of thousands of patients hospitalized for COVID-19. We are learning how to stratify patients into levels of disease severity, how to identify data elements are most robust across sites, and how to leverage local expertise within sites to study COVID-19 or future health crises. It is critical that others involved in multi-institution COVID-19 research projects know about 4CE, our approach, our findings, and the lessons we have learned, so that they can better understand the data coming from different sites and use the data most effectively.

**Discussion Questions**

1. In what ways are 4CE working with other national/international efforts to study COVID-19?
2. How much effort is required from institutions to participate in 4CE?
3. To what extent is 4CE scalable? What are its limitations?
4. How does 4CE’s definition of COVID-19 severity compare to the many others that have been developed?
5. How can sites improve their data quality, documentation, coding practices, etc., to make it easier to use EHRs to study future pandemics?

**References**

Computable Phenotypes: A Primer on Creation, Evaluation and Applications

1. Mark Weiner, MD, 2. Jeffrey Brown, PhD, 3. Nicholas Tatonetti, PhD, 4. Lisa Bastarche, MS
   1. Weill Cornell Medicine, New York, NY, 2. Harvard Medical School, Boston, MA
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Computable phenotypes (CPs) are programmable specifications of patient characteristics that enable identification of cohorts of similar individuals from electronic health data. The appropriate development, evaluation and application of CPs are all active areas of informatics research that are critical to our understanding of the scope and course of disease and effective therapeutics. This panel will describe the idiosyncrasies of clinical data that need to be considered in defining a CP. We will discuss the variety of methods used to evaluate the accuracy of a CP and address the implications of these differences. The panel will also provide practical examples of applications of CPs in clinical research, GWAS and PheWAS studies, and show how different decisions in developing and evaluating the CP can impact the results and interpretation of research findings.

Learning Objectives:

By the end of this panel, attendees will be able to:

1. Explain the impact of clinical data idiosyncrasies on the generalizability and use of computable phenotypes
2. Identify the presence of bias in computable phenotype development and evaluation
3. Describe how differences in computable phenotype specification can impact outcomes of prospective and retrospective clinical research as well as PheWAS and GWAS studies

A computable phenotype (CP) is a rigorous specification of one or more patient characteristics or conditions using data derived from an electronic health record (EHR). The CP is typically programmed as a query of a clinical data warehouse that identifies cohorts of patients meeting the specification. The components of a computable phenotype include demographic characteristics, the presence or absence of diseases, procedures, patterns of medication use, laboratory results, location and provider of care characteristics, and clinical observations and events. CPs may be used to assess quality of care, identify eligible patients for prospective clinical trials, compare the effectiveness and safety of therapeutics through retrospective analysis, analyze genomic data, and develop predictive algorithms. A great deal of published research exists on defining and evaluating computable phenotypes across a broad spectrum of clinical conditions, and resources such as eMerge have emerged that help collate and organize the breadth of computable phenotypes.

While investigators agree on the value and importance of computable phenotypes, there is less consensus on the approach to their development, assessment of fitness-for-purpose, evaluation methods and applications. This panel brings together experts who will discuss CPs and invite dialog from the audience regarding their experiences in developing and using CPs. The panelists will use real
world examples to discuss and dissect assumptions made when creating and interpreting CPs. At a time when EHR based research is more popular than ever, the presentations and discussions prompted by this panel are vital to the achieving consensus on the appropriate development and use of CPs and challenging many assumptions about CPs.

The topics to be covered by the panelists are as follows:

**Constructing the phenotype - Nicholas Tatonetti**
Computable phenotypes are used frequently to define patient cohorts. The task of identifying patients affected by a particular condition using EHR data often requires confronting unexpected complexities that arise from fragmentation of care, health care processes, and health IT implementation, as well as varying documentation and coding styles. These complexities can often cloud the meaning of diagnosis codes that would otherwise seem straightforward.

As a result, CP development requires a rigorous analysis of a set of related diagnosis codes, along with other clinical data such as the presence of relevant medications, labs, procedures and clinical observations. CP developers must be mindful that all of these data types have their own idiosyncrasies in their timing, frequency, biases and regional variation in their use. This part of the panel will highlight the variety of idiosyncrasies in these data that complicate simple queries of discrete data and can lead to different interpretation of results at different sites despite the use of the same computable phenotype.

**Evaluating the phenotype – Mark Weiner**
Evaluation of computable phenotypes typically involves comparisons of patients who meet and do not meet the specification of the CP against a gold standard set of patients who are known to definitively have, or not have a condition of interest. There are several commonly used metrics used to measure and compare CP performance, including reporting on the proportion of patients meeting the CP specification who truly have the disease of interest (positive predictive value). A related approach explores a set of patients known to have disease, often from a registry, and reports on the proportion of those patients who meet the CP specification (Sensitivity). The harmonic mean of the positive predictive value and the sensitivity is reported as another evaluation metric, the F-score. While these evaluations produce quantitative values, they can be subject to bias based on the characteristics of the data source in which the CP is evaluated. Bias can be introduced if the computable phenotype is applied to a cohort with a high prevalence of disease, or if the cohort of patients known to have a disease was drawn from a registry that included patients that were known to meet the CP specification, or applied to a data source with incomplete data capture of CP parameters. Furthermore, the F score and its components do not provide any information on the false negative rate and the negative predictive value, so the ability of the CP to rule out a diagnosis, especially for patients with related but different diagnoses is less certain.

This part of the panel will explore the idiosyncrasies of CP evaluation and discuss the implications for their application in clinical operations and research.
Applications of the phenotype

Retrospective and prospective analysis and QI type issues – Jeffrey Brown

Once a computable phenotype is defined, it is often used to support clinical operations and research. This is where the idiosyncrasies in CP definition and evaluation may have significant impact on the interpretability of the results. In this part of the panel, we will consider the complexities of creating interpretable CPs, with a focus on issues that arise when CPs are intended to be used at multiple sites. A syntactically sound CP will reliably produce results when executed across different datasets, but the interpretation of results may vary between sites in important ways that impact the reproducibility of findings. A definition of a diagnosis like diabetes may allow heterogeneity in the disease severity at different sites, affecting apparent quality assessments. Attempts to create more homogeneous cohorts may have the unintended effect of narrowing the cohorts more than is desirable. For prospective or retrospective research studies, the computable phenotype may have a high positive predictive value, but the patients identifiable through the CP may not be representative of all patients with the condition.

This part of the panel will provide real world examples of CP applications in prospective and retrospective research and describe some of the analytical and interpretive issues in using CPs.

Computable Phenotypes and genomic analysis – Lisa Bastarche

Computable phenotypes are now widely used in GWAS and PheWAS studies, supported by the proliferation of EHR-linked biobanks. Analysis of EHR data has been shown to reproduce genetic associations found in more traditional case/control studies. CPs have enabled the development of novel methods to explore the relationship between phenotypes and genotypes. However, the integration of genomic and EHR data has also given rise to new analytic challenges. Issues of bias may impact the generalizability of the findings when applied in a real-world environment.

This part of the panel will provide real-world examples of the application of computable phenotypes in GWAS and PheWAS studies.

Questions for discussion:

What considerations are necessary when applying a Computable Phenotype at a new clinical site that was developed and tested at one group of clinical sites?

Under what circumstances can an application of the same computable phenotype produce non-comparable results across the institutions?

Is the same computable phenotype appropriate for defining cohorts for Quality Measurement as it is for comparative effectiveness or safety research?

How do biases in the evaluation of a computable phenotype affect analyses of real-world data?

As we develop new research methods and applications with EHR data, how do we ensure that they produce interpretable and reproducible results?

Statement on participation

All participants have agreed to take part on the panel.
Using Synthetic Data to Enhance Antimicrobial Use Data Quality within the National Healthcare Safety Network
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Abstract

The Centers for Disease Control and Prevention’s (CDC) National Healthcare Safety Network (NHSN) Team partnered with the Veterans Affairs (VA) Informatics, Decision-Enhancement and Analytic Sciences (IDEAS 2.0) Center at the VA Salt Lake City Health Care System to create an Antimicrobial Use (AU) synthetic data set (SDS) and a vendor software validation process. NHSN will require all vendor systems electronically submitting AU data to NHSN be validated by January 2021 using the AU SDS.

The panel will provide an overview of the AU SDS and validation process along with a discussion of challenges faced including lessons learned during the implementation of this unique validation effort for NHSN data. Panelists will speak about the motivation, insights and methods behind the AU SDS and the validation process. Additionally, two vendors that have successfully completed the AU SDS validation process will share their experiences completing the validation process.

Learning Objectives

1. Understand how synthetic data is used to test external vendor systems and ensure receipt of high-quality data.
2. Describe how statistical time-series data simulation techniques are used to create a data set based on an absorbing Markov model, including calibrating the model to over-represent rare use cases.
3. Compare and contrast different vendors’ approaches for implementing synthetic data set validation.
4. Identify lessons learned by all stakeholders that were involved in the AU SDS initiative.

General Description of Panel and Issue(s) that will be Examined

NHSN recently added the AU SDS as a tool that provides a new way for vendors to validate the AU data aggregation logic used in their software solutions, relieving some of the burden usually placed on hospital antimicrobial stewards to manually validate data. The AU SDS validates the aggregation of both the Days of Therapy (DOT) numerator and the Days Present denominator according to the NHSN AU Option protocol definitions to ensure the data quality of both counts. To use the data set, vendors load the AU SDS into their production systems and process it just as they would with their clients’ real data. The vendor then uploads the resulting tabular format file to a CDC hosted web application for validation. The web application checks the uploaded file against the correct answer keys and returns the validation results, which consist of descriptive error feedback on incorrect rows. Once the vendor has a successful file, they send it to the CDC Team for verification.

This panel includes representatives from the CDC, the VA and vendors that successfully completed the AU SDS validation process. The panel will provide an overview of the AU SDS and validation process along with a discussion of challenges faced including lessons learned during the implementation of this unique validation effort for NHSN data. Panelists will address the motivation, insights and methods behind the AU SDS and the validation process. Additionally, two vendors, Asolva and Cerner, will share their experiences completing the validation process. A brief description of each panelist’s presentation is described below:

- CDC will discuss the impetus for the first ever required use of synthetic data for the NHSN application. Further, CDC will describe the SDS validation initiative process from inception to implementation including
the importance of creating a vendor neutral solution, the pilot process, the validation mechanism, NHSN application changes, and documentation (instructions, FAQs, tracking).

- VA partnered with the CDC to support the NHSN’s AU SDS project. The IDEAS Center at the VA Salt Lake City Health Care System used an absorbing Markov model to simulate the admission, transfer and discharge of patients in various wards of a fictitious hospital as well as their medication administration for all the 91 drugs and 4 routes of administration included in the NHSN Antimicrobial Use and Resistance – AU Option Protocol. The simulated data included multiple inpatient and outpatient units and covered several positive and negative test cases. These test cases cover a variety of scenarios, both simple and complex, described in the NHSN AU Option Protocol. The VA team created detailed instructions and packaged the simulated data and instructions for release to the vendors. The instructions also specified the tabular format in which the monthly summary results should be submitted for validation. The drug administration table used local codes along with a mapping table that provided mappings to RxNorm to mimic the use of local and standard terminologies in real world EHR systems.

The VA team also generated the monthly numerator and denominator summary reports for every month of the year covered in the simulated data set. These summaries serve as the ‘answer keys’ used to validate the results submitted by the participating vendors. The VA and CDC teams jointly defined error conditions and descriptions to explain an incorrectly large or small number, or a row that must or must not be present in the summary reports uploaded by the vendors. The answer keys and error descriptions were then provided to the CDC team for their use in a web application, built by the CDC team, to validate the uploaded results and provide a report for incorrect values and corresponding explanations. The VA and CDC teams worked with vendors to pilot the data set and the validation system before general release.

- Asolva was invited to participate in the CDC AU SDS validation process to help establish a method by which all future AU submissions into NHSN from any vendor could be properly vetted for accuracy. Prior to this effort, there was only HL7 Clinical Document Architecture (CDA) syntax validation with the CDA Validator. While the validator was effective in validating the technical grammar of the CDA file, it did nothing to ensure the quality of the summarized data and whether the DOT and denominator formulas were being applied correctly. An answer key was needed.

To begin the SDS validation process, the CDC provided data files simulating extracts from a fictitious hospital. Like taking a test, Asolva was asked to respond with our answers, which in this case would be our DOT and denominator calculations. Since Asolva’s Medici® software product was designed to universally accept data from any EHR system, data were easily loaded, mappings were set up, and required output was produced within one or two days. As an extra validation step, Asolva was able to graphically see the calculated DOT, days present, and admission metrics through the Medici® Analyzer screen. Detection of data anomalies was followed by drilling down into a specific data point and viewing the underlying raw data. Once initial validation was complete, Asolva generated the required output and submitted it to NHSN’s SDS validation site for judging. The validation site would then respond back with a clear list of any errors that it found, and these discrepancies could be further investigated and resolved.

Overall, the SDS validation process was straightforward and not time-consuming. Further, the process supported data quality assurance and it has been incorporated into Asolva’s software release cycle and routine testing.

- Cerner will share our experience from completing the validation process of the Antimicrobial Usage reporting including successes and opportunities for future certifications. Additionally, Cerner will share clients’ experience submitting to NHSN.

**Topic Relevance**

Analyzing antimicrobial use over time and between contributors requires semantic interoperability, i.e., that the datasets contributed by hospitals across the country all have the same meaning. With over 1900 hospitals now contributing to the AU Option, it has become increasingly important to ensure compliance with the NHSN AU Option Protocol. NHSN has provided adjustment for ward patient mix and hospital characteristics from the beginning but this validation will also ensure that its prescribed methods for tabulation are being observed by each contributor. For example, common mistakes can lead to downward bias in reported numerators and denominators. The standard is updateable such that implementation of new standards can be confirmed by new releases of the validation protocol.
Conclusion

The AU SDS and associated validation process has provided a method for vendors to test their software against an expected result based on the NHSN AU Option Protocol thereby providing them greater confidence in their products. Additionally, this has provided NHSN additional assurance in the quality of AU data received from vendor systems which are ultimately used to produce risk-adjusted AU metrics and inform hospital stewardship programs. Similar initiatives could be broadly implemented to improve data quality obtained from external systems for healthcare data and beyond.

Discussion Questions

1. Why did the CDC ask the participants to upload the monthly summary reports in tabular format rather than as the CDA files that were being submitted to the CDC? Are there any plans for validation using the CDA?
2. How much effort (e.g. estimated number of hours) did it take each vendor to pass the validation?
3. What were the common reasons that caused submissions to fail validation? How did the CDC and vendors work together to overcome it?
4. Is the current test design complete? Should the validation process add any additional test cases?
5. In order to facilitate the debugging process, what additional feedback information should the validation website provide?
6. Could vendors list the software updates which may invalidate or outdate the validation? How often do they happen?
7. Is vocabulary maintenance error-prone? Do we need to add procedures to validate the vocabulary table used in the vendor system?
8. What issues did the panelists face or what lessons were learned from implementing the AU SDS and the answer keys?
9. How did CDC/VA test and validate the synthetic data and the answer keys before they were released?
10. Do vendors need to repeat the validation? How often will a ‘pass’ result be recognized?
11. Thoughts on moving towards FHIR for both validation as well as data submission in production?
12. Will CDC implement synthetic data sets and data validation for all protocols that are being reported by healthcare organizations?
13. Can a similar process be used to ensure validity and consistency of data being gathered from multiple reporting organizations around COVID-19 or other emerging health conditions?
14. Does this have any implications beyond CDC for other types of data that are being submitted to the government? How about non-healthcare data?
15. What led the CDC to create a synthetic data set for validating AU? Were there any prior work that gave the idea? Was it based on a need that was recognized?
16. How was the validation process received by the vendors? How did they respond and how was the working relation between the vendors and the CDC?
17. How can this help other areas of health informatics, such as repeatable and reproducible science?
18. What will happen to the vendors who do not validate their system by the end of 2020?
19. Do the CDC or vendors have any results on the improvement in data quality or any useful findings from the data submitted to CDC before and after the AU SDS validation was implemented?

Statement from Panel Organizer

All panel participants have agreed to take part in this panel and have contributed to the submission of this abstract.
Health Information Technology Interoperability Standards to Advance the Precision Medicine Initiative
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Abstract

The Precision Medicine Initiative (PMI) ushers in a new area of health care delivery centered on tailoring prevention and treatment to an individual’s unique characteristics. Success of the PMI hinges on the ability to collect and analyze large electronic datasets. PMI projects led by the Office of the National Coordinator for Health Information Technology (ONC) are accelerating standards development for health information technology (IT) for research; specifically, standards needed to collect relevant data for the PMI. This panel will provide timely information about these projects, being conducted in close collaboration with the All of Us Research Program, a foundational component of the PMI led by the National Institutes of Health. The panel will describe other innovative collaborations to realize the PMI’s potential—Sync for Science, Sync for Genes, and Advancing Standards for Precision Medicine. The panel will actively encourage participant interaction and feedback, essential to informing and strengthening future priorities.

Introduction

The Precision Medicine Initiative (PMI) is a nationwide initiative that moves health care delivery treatment and prevention strategies away from a “one-size-fits-all” approach. The PMI vision is to individually tailor healthcare delivery by considering characteristics that make each person unique, including factors such as environment, lifestyle, and biology. The PMI’s bold mission is to “enable a new era of medicine through research, technology, and policies that empower patients, researchers, and providers to work together toward development of individualized care.”

Launched in 2015 with the National Institutes of Health (NIH), National Cancer Institute, Food and Drug Administration, and Office of the National Coordinator for Health Information Technology (ONC) as participating agencies, the PMI has expanded to include the U.S. Department of Health and Human Services Office for Civil Rights and Health Resources and Services Administration, the Department of Veterans Affairs, the Department of Defense, and the Department of Energy. The PMI leverages “the unique expertise and history of each agency” to advance its ambitious vision. The breadth of mission represented by these eight agencies and their research partners ensures that collaborative efforts consider, among others, important factors of diversity.

Advancing Standards that Support Health IT Interoperability for Precision Medicine Research

Involved with the PMI before its official launch, ONC’s continuing role is to:

- Accelerate innovative collaboration around pilots and testing of standards that support health IT interoperability for research;
- Adopt policies and standards to support privacy and security of cohort participant data; and
- Advance standards that support a participant-driven approach to patient data contribution.

The 21st Century Cures Act (Cures Act) (2016) directed ONC to advance nationwide interoperability and enable sharing of electronic health information, as well as advance health IT solutions for the PMI. The Cures Act galvanized ONC efforts to make needed data interoperable for clinical care and precision medicine research, to accelerate evidence generation to improve health. Data standards and quality, in particular, have been highlighted as areas that need to be addressed to advance precision medicine.

Accelerating Health Research through Comprehensive Data Collection and Dissemination

The All of Us Research Program (All of Us), led by NIH, is a key component of the PMI. All of Us is developing a national research cohort of at least a million volunteers to “accelerate research and improve health.” The greatest
value of this groundbreaking initiative, unprecedented in size and scope, is the volume and richness of data collected and made available directly to participants and to researchers since May 2020 via a web-based data repository. The repository enables researchers to learn about “more concise diagnosis, prevention, and treatment” by considering “individual differences in lifestyle, socioeconomic factors, environment, and biologic characteristics.” All of Us enrollment began in May 2018; by August 2020, more than 277,000 participants had contributed biospecimens. More than 80% of participants are from groups that are historically underrepresented in biomedical research. Electronic health record (EHR) data on more than 225,000 participants from 34 sites have been collected. Repository data include participant-provided information (e.g., demographic or lifestyle surveys), EHR data, baseline physical measurements, biospecimens (for whole genome sequencing and other clinical and environmental assays), and some mobile health data. Effective and efficient collection and analysis of such data, particularly EHR data, genetic test results from biospecimens, and mobile health data, as well as emerging data types (e.g., environmental data or social determinants of health) will be realized with the judicious use of appropriate standards.

Advancing Health Information Technology as a Foundation for Precision Medicine Research

ONC also partnered with NIH to launch several research projects that also support the PMI’s ambitious vision.

- **Sync for Science** enables patients to more easily share health records with researchers through an open, standardized, application programming interface (API).

- **Sync for Genes** seeks to seamlessly share patients’ genomics test results by expediting the use of standards at the point of care and for research.

- **Advancing Standards for Precision Medicine**, launched in 2018, focuses on improving interoperability by developing, testing, and balloting health IT standards in identified priority areas, including mHealth; wearables and sensors; and social determinants of health.

ONC and NIH recognize the importance of broad informatics and research community involvement in this effort and value the opportunity to disseminate current efforts through panel presentations, reflect on the challenges that remain and the path forward, and invite feedback and consideration from all participants in the session.

Panel Objectives and Presenters

The aim of this panel is to provide an overview of the PMI and ONC’s current portfolio of work and priorities, share preliminary results and findings from initiatives supporting PMI, discuss how findings from these projects inform real-world standards development and adoption, discuss the data needs of the All of Us Research Program, summarize additional work that remains, and invite participants to provide feedback and reflections on the work conducted to date, and help identify priorities for future work. The panel brings together the informatics and research experts leading this work at ONC and NIH, respectively.

Ms. Tracy Okubo (moderator and organizer) is a Senior Program Analyst/Project Manager at ONC. She will introduce the session and moderate the discussion.

Dr. Teresa Zayas-Cabán (panelist) is the Chief Scientist at ONC; her division leads ONC’s participation in the PMI. She will describe the PMI and provide an overview of ONC’s relevant portfolio of work and priorities, including how this work is advancing the availability of data needed for precision medicine research.

Dr. Robert Freimuth (panelist) leads a variety of research studies, including Sync for Genes, focused on the intersection of medical informatics, and genomics to speed the translation of advances in genomics to clinical practice. He will discuss current efforts to share genomic testing results in a standardized way using Health Level Seven International’s (HL7®) Fast Healthcare Interoperability Resources (FHIR®) genomic resource.

Dr. Ida Sim (panelist) is a primary care physician, informatics researcher, and entrepreneur. She leads research on the use of mobile apps and sensors to improve health and manage disease for populations and individuals and to make clinical research faster and less expensive. She will present on emerging work regarding development and piloting of Open mHealth and FHIR standards for wearables and sensors.

Dr. Stephanie Devaney (panelist) is the Chief Operating Officer of the All of Us Research Program and previously led the coordination of the PMI from the Office of the Chief of Staff at the White House. She will discuss All of Us data collection objectives, issues encountered to date with collecting data of interest, and goals moving forward.

Panel Discussion Questions
• What are other standards testing efforts currently underway that are relevant to the PMI and All of Us?
• What types of organizations are involved in those efforts?
• What needs or gaps have those efforts addressed and what remains?
• A high priority of All of Us is to enroll a diverse group of participants and return value to them; how have standards helped to increase the value of data in research studies aimed at diversity and improving health disparities?
• What are some of the steps that can be taken to address those gaps?
• What other data types relevant to the PMI, All of Us, and precision medicine require additional standards development work? What are the existing or anticipated barriers to this work?
• What barriers to broader implementation and adoption of standards are addressed through these projects?

Panel Learning Objectives
1. Participants will understand ONC’s PMI standards development and testing pilot projects, and their accomplishments.
2. Participants will learn the objectives and current status of the All of Us Research Program as well at the program’s current and emerging data needs.
3. Participants will understand the gaps in health data standards that currently obstruct effective support for research.
4. Participants will learn how to address these gaps in health data standards in the coming years.

Conclusion
This panel will address progress and impediments to the current health IT interoperability standards work being led by ONC in collaboration with All of Us in support of the PMI. The panelists seek to stimulate a rich discussion and gather participant input that will inform and strengthen the work at ONC and NIH. Discussion will also include the current and future data needs of All of Us as well as the actions required to address precision medicine research data standards-related challenges from multiple perspectives.

Statement of Participation
Each of the panelists and the moderator have confirmed that they will participate if this submission is accepted, at the assigned timeslot during the Informatics Symposium.
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Abstract

Data-driven approaches can provide more enhanced insights for domain experts in addressing critical global health challenges, such as newborn and child health, using surveys (e.g., Demographic Health Survey). Though there are multiple surveys on the topic, data-driven insight extraction and analysis are often applied on these surveys separately, with limited efforts to exploit them jointly, and hence results in poor prediction performance of critical events, such as neonatal death. Existing machine learning approaches to utilise multiple data sources are not directly applicable to surveys that are disjoint on collection time and locations. In this paper, we propose, to the best of our knowledge, the first detailed work that automatically links multiple surveys for the improved predictive performance of newborn and child mortality and achieves cross-study impact analysis of covariates.

Introduction

Neonatal and child death is still a critical global health challenge. Particularly, the neonatal period represents the most vulnerable time for a child’s survival. In 2016 alone, 2.6 million deaths, or roughly 46 of all under-five deaths, occurred during this period. On current trends, more than 60 countries will miss the target of a related sustainable development goal that aims to reduce neonatal death to less than 12 deaths per 1000 live births by 2030. Unfortunately, about half of those countries will not even hit the target by 20501. Moreover, challenges, such as COVID19 pandemic, will also adversely impact the above target. Thus, data-driven techniques need to employed to extract and provide insights, to domain experts and policy makers, e.g., in order to facilitate the application of well-suited interventions.

To this end, large-scale cross-country surveys such as Demographic Health Survey (DHS)2, Knowledge Integration (KI)3, and Performance Monitoring for Action (PMA2020)4 were collected to understand these global health challenges, particularly maternal, newborn and child health (MNCH). Though the collection of such surveys incurred significant resources (human capital, time, money, etc.), they are handy for domain experts and policymakers to extract insights for a better understanding of the problem domain and to potentially devise the right interventions. Examples of the benefits of data-driven techniques include the ability to predict the likelihood of the outcome, the detection of vulnerable groups, and the identification of informative covariates that are more predictive of the outcome. Even for a specific country, there are multiple surveys available in the MNCH domain. These surveys might differ in study samples, the information collected, and the time periods in which the surveys were conducted. However, these existing surveys are often analyzed in silos, which fails to capture distinct characteristics available across these surveys, and potentially results in poor prediction performance of critical events, such as neonatal mortality. The use of multiple surveys, with different characteristics via linkage, can improve outcome prediction capability and cross-study impact analysis of covariates. Furthermore, insight extraction from single survey is partly questionable, particularly, when the survey for a specific country suffers from “data inefficiency” challenges including small sample size and data imbalance (rare occurrence of an outcome). For example, the PMA subset of Ethiopia has less than 400 samples related to neonatal death. Thus, despite huge investments and efforts to collect these surveys, the “data inefficiency” challenges have raised several concerns about how insights, extracted in silos from different surveys, might affect decision making in population health outcomes.

Thus, we propose a novel approach for data- or record-level linkage of different surveys in order to improve the trustworthiness of insights generated from surveys. These surveys might be disjoint sets of samples and covariates collected. We show how we improve the prediction performance in each survey and achieve cross-survey (cross-study) explainability by analysing the impact of distinct covariates in predicting the outcome across studies. This provides utilisation of multiple studies to understand a specific outcome of interest, which could have required large datasets (often requiring further data collection) in the traditional setting. More recent machine learning solutions for
multiple sources are often driven by computer vision research (i.e., image modality); and are not thoroughly studied for survey data types, such as DHS and PMA. In addition, techniques developed in the global health domain need to be simple and easily interpretable for domain experts, unlike current advanced multi-domain techniques.

In our approach, first, we project disjoint surveys into equal-dimensional covariate representations so that samples in these surveys could be compared directly. Note that domains, studies, surveys, and datasets are used interchangeably in this paper. Similarly, features, covariates, and attributes are also used interchangeably. We employ different approaches to reduce the original covariate dimensions in these surveys, taking into account the degree of covariate overlapping among them. The similarity of samples across disjoint surveys is computed using a distance metric, from which close neighbors are extracted. Then, unique covariates of close neighbors are aggregated and combined with the original study, thereby augmenting the covariate representation of the original survey for better predictive performance. The proposed approach is simple, and it provides data-level integration of different surveys, which can minimise resource utilisation (time, money, computational power) compared to extra data collection or more sophisticated post-model linkage practices (e.g., transfer learning). We validate the proposed approach by using multiple surveys and linking scenarios such as linking completely disjoint surveys, linking surveys with a few common covariates. The linkage could also be cross-study, cross-country, and both cross-country & cross-country. Encouraging performance is achieved across these validation scenarios. For example, we found that vital signs, such as systolic and diastolic blood pressure in the second Alliance for Maternal and Newborn Health Improvement study (AMANHI-2), are quite predictive of samples with neonatal mortality both in its original study (i.e., AMANHI-2) and when aggregated to other studies, such as AMANHI-1 and DHS. Though DHS contains large dimensional covariate space, its linkage to other studies did not provide significant improvement, thereby suggesting the relative advantage of the AMANHI-2 survey compared to DHS. Moreover, studies with small sample sizes (e.g., PMA of Ethiopia) were found to benefit more from the proposed linkage. Generally, the proposed framework involves the utilization of multiple surveys to: 1) maximise the efficiency of a particular study by incorporating discriminative and unique covariates from another study; 2) improve prediction performance and identify distinctively useful covariates across studies; and 3) provide domain experts and policy makers with additional insights on existing studies and further recommendations for future data collection efforts.

Motivation and Related Work

Data-driven approaches require enormous training samples for better outcome prediction. However, enough data is not often the case, and many critical problems still suffer from data scarcity, imbalance or lack of labels since collecting sufficient amounts of data in such cases might be difficult, expensive, or even sometimes not possible at all. Existing datasets for global health challenges, such as child mortality, partially share these challenges. It is straightforward to exploit two datasets via data-driven techniques when they have complete overlapping samples or features. However, it is difficult when two datasets possess partial or no overlapping of their samples or features. This is the case among existing MNCH-related surveys, which are collected at different times, with potentially different populations and a few unique covariates in each survey.

Existing approaches in the space of small/inefficient data and linkage of multiple studies incline towards data-augmentation\(^5\textsuperscript{-7}\), generation\(^8\textsuperscript{-10}\) and transfer learning\(^11\textsuperscript{-15}\) techniques. Though augmentation and generation help to create artificial samples, the intelligibility and diversity of these generated samples is still limited by the small data size in order to create samples with enough variance. Furthermore, insights derived from synthetic data is hardly convincing for domain experts in healthcare. Transfer learning is the most extensively explored solution for small data cases in the literature, and its common strategies include multitask learning\(^15\), few-shot learning\(^11,14,16,17\), domain adaptation\(^12\) and a combination of these\(^18\). However, these transfer learning techniques are relatively complex and hence less interpretable for domain experts as interactions among multiple domains (datasets) happen at the latent level. Data-level linkage is not well exploited, and existing works focus on the context of combining same-entity records from different data sources\(^19\textsuperscript{-23}\), e.g., removing replicated samples or creating longitudinal profiles of individuals\(^24\), which do not fit well with our prediction task. Generally, the majority of the existing solutions in the state-of-the-art multi-source modelling are tuned towards image modality and are not equally applicable to the MNCH-related tabular surveys. Thus, a novel approach needs to be designed for combining, linking, and semantically cross-referencing data from multiple surveys for a better understanding of MNCH challenges.
The Proposed Automated Data-level Linkage

In this section, we provide an overview of the proposed approach followed by a detailed discussion on how we achieve the data-level linkage of different surveys.

Overview

Linkage of surveys could be applied at different stages of a prediction pipeline, e.g., before modelling (pre-model) and after modelling is done on each survey (post-model). Our proposed approach employs pre-model linkage of surveys as shown in Figure 1, which provides better interpretability and enables straightforward analysis of covariates from other surveys in correctly predicting the outcome. Formally, given two surveys ($D_1$ and $D_2$) with similar outcomes of interest (e.g., child mortality), $D_1 = (S_1^1)_{i=1}^{N}$ and $D_2 = (S_2^2)_{j=1}^{W}$, where $N$ and $W$ represent the numbers of samples in $D_1$ and $D_2$, respectively. $S_1^1$ and $S_2^2$ in $D_1$ and $D_2$ are represented by $K$ and $L$ covariates, respectively, i.e., $S_1^1 = (f_{11}^1, f_{12}^1, \ldots, f_{1K}^1)$ and $S_2^2 = (f_{21}^2, f_{22}^2, \ldots, f_{2L}^2)$. Note that their covariate vectors, $f_1$ and $f_2$, might not have any common covariates between them. We then apply a specific model for each of $D_1$ and $D_2$, i.e., $M_1 : D_1 \rightarrow y^1$ and $M_2 : D_2 \rightarrow y^2$, where $y^1$ and $y^2$ represent the outcome labels in $D_1$ and $D_2$, respectively. The proposed cross-survey linkage takes $D_1$ and $D_2$ and provides linked datasets, $D_{12}$ or $D_{21}$, respectively, upon which cross-survey models, $M_{12}$ and $M_{21}$, are applied and their performance is compared against the baseline models, $M_1$ and $M_2$.

Dimension Reduction for Similarity Computation

The two datasets, $D_1$ and $D_2$, might contain different number of covariates in their original representations. Thus, we, first, employ a dimension reduction technique in order to project $D_1$ and $D_2$ into equal-dimensional representations, $\hat{D}_1$ and $\hat{D}_2$, respectively, so that we can compare the similarity of samples across $D_1$ and $D_2$ directly using a distance metric. To this end, we employ four approaches to reduce feature dimensions (see Figure 2). The approaches are based on: common covariates, feature importance score, principal component analysis (PCA) and autoencoder (AE).

Common covariates-based dimension reduction involves $D_1$ and $D_2$ having a few common covariates. Examples of common covariates between DHS survey and AMANHI-2 of KI study for Ghana is shown in Table 1. Though these two surveys employed different coding techniques, common covariates could be extracted from their similar descriptions. Thus, $\hat{D}_1 \in \mathbb{R}^\gamma$ and $\hat{D}_2 \in \mathbb{R}^\gamma$, become the new representations of $D_1$ and $D_2$ to compute samples’ similarity using a distance metric, where $\gamma$ represents the number of common covariates between the two surveys.

PCA-based dimension reduction does not assume the need of common covariates between $D_1$ and $D_2$, and principal
Figure 2: Dimension reduction is applied to achieve equal-dimensional feature representations of the two surveys using either of the following approaches: (a) PCA, (b) feature importance score, (c) autoencoder and (d) common covariates.

Component analysis is applied to each of them independently, resulting \((P_1)^K \times K\) and \((P_2)^L \times L\), respectively. The top \(R\) Eigen vectors are then selected to project \(D_1\) and \(D_2\) into \(R\)-dimensional feature representation, \(\hat{D}_1 = (D_1)^N \times K \ast (P_1)^K \times R\) and \(\hat{D}_2 = (D_2)^W \times L \ast (P_2)^L \times R\), which results in equal-dimensional \(\hat{D}_1\) and \(\hat{D}_2\) \(\in \mathbb{R}^R\).

Feature importance-based dimension reduction utilises the importance score of a feature (e.g., t-score) in the domain-specific models, \(M_1\) and \(M_2\). To this end, we group and sort the features in each dataset based on t-score directions and values. For \(D_1\), the t-score values of its features are arranged as \(t_1 = \{t^1_+, t^1_-\}\), where \(t^1_+ = (f^1_i)^{p_1}_{i=1}\) and \(t^1_- = (f^1_i)^{n_1}_{i=1}\) represent the the number of positive and negative directed features, respectively, \(p_1 + n_1 = K\). Similarly, the features are grouped and sorted for \(D_2\), resulting \(t_2 = \{t^2_+, t^2_-\}\), \(t^2_+ = (f^2_i)^{p_2}_{i=1}\), \(t^2_- = (f^2_i)^{n_2}_{i=1}\), \(p_2 + n_2 = L\). We then obtain the minimum number of positive and negative features across the two datasets, i.e., \(p_{\text{min}} = \min(p_1, p_2)\) and \(n_{\text{min}} = \min(n_1, n_2)\), and represent the samples \(D_1\) and \(D_1\), using the top \(p_{\text{min}}\) and \(n_{\text{min}}\) features sorted in descending order. By doing this, we reduce the feature dimension from \(K\) in \(D_1\) and from \(L\) in \(D_2\) to \(p_{\text{min}} + n_{\text{min}} = R\) in \(\hat{D}_1\) and \(\hat{D}_2\), respectively.

Autoencoder-based dimension reduction utilises a dense encoder-decoder architecture to reconstruct each of \(D_1\) and \(D_2\) separately. The output of the encoder part \((E(\cdot))\) is treated as a reduced dimension and the dimension of the encoder outputs is set to be \(R\)-dimensional, resulting in \(\hat{D}_1 = E_1(D_1)\) and \(\hat{D}_2 = E_2(D_2)\).

Table 1: Examples of common covariates existing between DHS and AMANHI-2 (in KI) surveys collected in Ghana.

<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>hv216</td>
<td>Number of rooms used for sleeping</td>
<td>NSLROOM</td>
<td>Number of sleeping rooms</td>
</tr>
<tr>
<td>hv009</td>
<td>Number of household members</td>
<td>NSLEEP</td>
<td>Number of persons sleeping in house</td>
</tr>
<tr>
<td>hv201</td>
<td>Source of drinking water</td>
<td>H2OSRCP</td>
<td>Source of drinking water</td>
</tr>
<tr>
<td>hv205</td>
<td>Type of toilet facility</td>
<td>SANITATN</td>
<td>Type of sanitary facility</td>
</tr>
<tr>
<td>hv226</td>
<td>Type of cooking fuel</td>
<td>COOKFUEL</td>
<td>Type of cooking fuel</td>
</tr>
</tbody>
</table>
Algorithm 1: Algorithm to obtain close neighbors in two datasets, aggregated their information and link to each other. □ represents a concatenation operation.

Result: Cross-domain neighbors $C$. Aggregated neighbors data $A$, cross-domain linked data $U$

Initialisation: $D_1$ and $D_2$, labels ($y^1$ and $y^2$), Linkage matrix ($\Theta$), # of close neighbors ($Q$);

for each $S^1_i$ in $D_1$ do
  $I^1_i \leftarrow \text{argmin}(d_{1i}, d_{2i}, \ldots, d_{iM})$;
  if linkage is supervised then
    $I_i \leftarrow (I^2_{ij}), \forall j \ni y^2_j = y^1_i$;
  else
    $I_i \leftarrow (I^2_{ij}), \forall j$;
  end
  $C^1_i \leftarrow \{S^2_{I_i(q)}\}_{q=1}^Q$;
  $A^1_i \leftarrow \frac{\sum(C^1_i)}{Q}$;
  $D^1_{i2} = S^1_i \odot A^1_i$
end

for each $S^2_j$ in $D_2$ do
  $I^2_j \leftarrow \text{argmin}(d_{1j}, d_{2j}, \ldots, d_{NJ})$;
  if linkage is supervised then
    $I_j \leftarrow (I^1_{ji}), \forall i \ni y^1_i = y^2_j$;
  else
    $I_j \leftarrow (I^1_{ji}), \forall i$;
  end
  $C^2_j \leftarrow \{S^1_{I_j(q)}\}_{q=1}^Q$;
  $A^2_j \leftarrow \frac{\sum(C^2_j)}{Q}$;
  $D^2_{j1} = S^2_j \odot A^2_j$
end

Linkage Matrix Computation for Neighbors Selection

After $\hat{D}_1$ and $\hat{D}_2$ are obtained using either of the dimension reduction approaches discussed above, the distance $d_{ij}$ between every pair of samples $S^1_i = (\hat{f}^1_{1i}, \hat{f}^1_{2i}, \ldots, \hat{f}^1_{1M})$ in $D_1$ and $S^2_j = (\hat{f}^2_{1j}, \hat{f}^2_{2j}, \ldots, \hat{f}^2_{1W})$ in $D_2$ is computed. For our implementation, we simply used the Euclidean distance metric: $d_{ij} = \sqrt{(S^1_i - S^2_j)^2}$, where $r = 1, 2, \ldots, R$, $i = 1, 2, \ldots, N$ and $j = 1, 2, \ldots, W$, resulting a linkage matrix $\Theta \in \mathbb{R}^{N \times W}$.

Cross-domain Neighbors Selection, Covariates Aggregation and Linkage

Using the linkage matrix, $\Theta$, a set of $Q$ close cross-survey neighbors ($C^1$) in $D_2$ is identified for each $S^1_i$ in $D_1$—i.e., the indices of top $Q$ minimum $d_{ij}$ values—are extracted from $D_2$, and vice-versa (see Algorithm 1). We then aggregate the covariate information of the close $Q$ neighbors to generate the aggregated neighbors datasets $A^1_i$ and $A^2_j$, respectively, for $D_1$ and $D_2$, using Algorithm 1. The aggregation could be a simple average for continuous covariates and median/mode for categorical covariates. To obtain the cross-survey linked dataset, $D_{12}$ and $D_{21}$, we simply concatenate their corresponding original feature spaces with the corresponding aggregated neighbors data $A^1_i$ or $A^2_j$. Finally, we use the two linked datasets ($D_{12}$ and $D_{21}$) to train cross-domain models, $M_{12} : D_{12} \rightarrow y^1$ and $M_{21} : D_{21} \rightarrow y^2$ (referred as cross-domain prediction in Figure 1). We expect the prediction performance of cross-domain models, $M_{12}$ and $M_{21}$, to potentially outperform domain-specific models, $M_1$ and $M_2$, as the former models acquire additional covariate information from the other dataset via the proposed linkage approach. Furthermore, the analysis of important features in the cross-domain predictions (e.g., $M_{12}$) can provide features from the two datasets,
\(\mathcal{D}_1\) and \(\mathcal{D}_2\), which provides a way to understand the impact of a feature in one dataset on the outcome prediction of the other dataset (e.g., \(f^1_1\) on \(\mathcal{D}_2\)).

**Experiments**

In this section, we describe the datasets used for the validation of the proposed framework. In addition, we describe the experimental set-ups including classifiers used, train-test split ratio, number of principal components and network architecture of the autoencoders.

**Datasets**

We used multiple surveys in the global health domains, specifically related to maternal, newborn, and child health (MNCH), and their details are provided below. The DHS\(^2\) contains representative data on population, health, HIV, and nutrition through more than 300 surveys in over 90 different countries. These nationally representative surveys are designed to collect data on monitoring and impact evaluation indicators important for individual countries and cross-country comparisons. In addition to neonatal/child mortality, a subset of DHS related to family planning is extracted to validate the proposed framework on another outcome, i.e., family planning discontinuation. The PMA\(^4\) data include surveys related to household, service delivery point, and GPS of the area (not household level), collected using innovative mobile technology. In addition to the household, individual-level data were collected for each eligible female-identified in the household roster. The KI\(^3\) database contain different studies some of which are controlled trials on the child growth effect of different interventions. We employed a subset of KI studies, particularly those focused on neonatal death, i.e., AMANHI-1 and AMANHI-2 surveys.

**Experimental Setup**

In our experimental validation, we employ appropriate pre-processing steps that clean up the raw survey and select plausible covariates to train the models. Pre-processing steps include discarding samples with large proportions of missing values and redundancy with other covariates and the outcome. The categorical variables in the survey data were also encoded into one-hot vectors during training and testings. Standard scaling of features is also applied. Only African countries are considered in our analysis.

A random linkage, resulting in \(\mathcal{D}_{12R}\) and \(\mathcal{D}_{21R}\), is also applied as a baseline to compare against our proposed similarity-based linkage. We set the number of principal components for dimension reduction in PCA and the size of the encoder output layer to \(R = \min(K, L)/0.5\), where \(K\) and \(L\) are the feature dimensions in \(\mathcal{D}_1\) and \(\mathcal{D}_2\), respectively. The number of common covariates between studies could vary and is not set a priori. The architecture of autoencoders is designed to contain three dense layers with dimensions 128, 64 and \(R\), respectively, for both the encoder and decoder components. We trained the autoencoder with 100 epochs and a batch size of 256. ReLu activation is applied across the autoencoder layers except for the last encoder and decoder layers, where Sigmoid activation is used. Adam optimiser is employed during training with a loss of mean squared error between the input and the reconstructed output.

For classification, a random forest (RF) classifier was selected due to its simplicity and effectiveness across tabular survey data. Training and testing steps are repeated for 100 iterations for each experiment, and the average of the area under receiver operating characteristics (AUROC) is reported as a performance metric. In each iteration, five-fold stratified cross-validation is applied.

**Results and Discussion**

In this section, we discuss our experimental results conducted under different scenarios with different degrees of overlap between studies considered for linkage, different dimension reduction approaches and varying degrees of supervision during linkage (i.e., supervised vs. unsupervised).
Table 2: Performance of our proposed supervised linkage compared against separate and random linkages using DHS: Outcomes: child mortality (CM) and family planning discontinuation (FP). Burkina Faso (BF), Ghana (GH) and Nigeria (NG).

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Country</th>
<th>Separate</th>
<th>FI</th>
<th>PCA</th>
<th>AE</th>
<th>Random</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>D1</td>
<td>D2</td>
<td>D12</td>
<td>D21</td>
<td>D12</td>
</tr>
<tr>
<td>CM</td>
<td>BF</td>
<td>54.1</td>
<td>55.8</td>
<td>97.2</td>
<td>97.0</td>
<td>97.4</td>
</tr>
<tr>
<td></td>
<td>GH</td>
<td>55.7</td>
<td>55.9</td>
<td>97.2</td>
<td>97.2</td>
<td>95.9</td>
</tr>
<tr>
<td></td>
<td>NG</td>
<td>57.4</td>
<td>58.0</td>
<td>98.5</td>
<td>98.5</td>
<td>96.0</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>55.7</td>
<td>56.6</td>
<td>97.6</td>
<td>97.6</td>
<td>96.4</td>
</tr>
<tr>
<td>FP</td>
<td>BF</td>
<td>60.4</td>
<td>59.8</td>
<td>97.6</td>
<td>97.7</td>
<td>95.0</td>
</tr>
<tr>
<td></td>
<td>GH</td>
<td>56.4</td>
<td>56.4</td>
<td>94.9</td>
<td>95.2</td>
<td>91.5</td>
</tr>
<tr>
<td></td>
<td>NG</td>
<td>60.6</td>
<td>60.1</td>
<td>96.4</td>
<td>96.5</td>
<td>95.4</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>59.1</td>
<td>58.8</td>
<td>96.3</td>
<td>96.5</td>
<td>94.0</td>
</tr>
</tbody>
</table>

Linkage of Completely Disjoint Datasets

Our validation of the proposed approach started with linking completely disjoint surveys, i.e., that do not have common covariates nor samples. To this end, we artificially created disjoint sub-datasets from a given survey by randomly grouping the samples and the covariates into either of the two groups. We used DHS data of three African countries: Burkina Faso (BF), Ghana (GH) and Nigeria (NG) collected in 2010, 2014 and 2013, respectively. Two different outcomes: child mortality (CM) and family planning discontinuation (FP) were validated with a supervised approach, i.e., close neighbors are selected from samples with a similar label.

Results in Table 2 show the performance of using $D_1$ and $D_2$, without linkage (separate) and it is comparison against linked performance using $D_{12}$ & $D_{21}$, across different dimension reduction techniques. It was shown that feature importance-based linkage (FI) of the two datasets improved the predictive performance, compared to the separate performance, across countries and validation outcomes (CM and FP). PCA-based linkage is shown to perform relatively below to our novel feature importance-based dimension reduction. This is partly due to the benefit of separately exploiting both positively and negatively directed features in the importance-based linkage. On the other hand, the AE-based data-level linkage is shown to perform the best among the dimension reduction techniques expectedly. Random linkage of samples ($D_{12R}$ and $D_{21R}$) between two datasets was applied as a baseline for the proposed linkage approaches; and they achieved much inferior results compared to our principled linkages. This validates the plausibility of our distance-based linkage approaches to improve predictive performance across different surveys.

Cross-study Linkage

In this subsection, we discuss the results from the cross-study linkage of DHS and AMANHI-2 of KI for two African countries: Ghana and Kenya. These two studies expectedly have a few common covariates (see Table 1), and hence common covariates-based dimension reduction and unsupervised linkage is applied. The outcome of interest is specified to neonatal death, which happens in the most critical period of newborns. The results are shown in Table 3, and the linking of these two studies achieved improved performance compared to the majority of the cases. Particularly, benefited by AMANHI-2’s discriminative covariates such as systolic and diastolic blood pressure (SYSBP and DI-ABP) (see Figure 3), AMANHI-2’s linkage with DHS (DHS-AMANHI-2) improved independent DHS performance for both Ghana and Kenya. Figure 3 shows those covariates that are found to be predictive of neonatal death, both in their original study and when they are linked with other studies. Though more covariates are interpolated from DHS to AMANHI-2 studies in AMANHI-2-DHS linkage, their improvement is inferior to DHS-AMANHI-2, which partly reflects the lower discriminating potential of DHS covariates.

Cross-country and Cross-study linkage

Finally, we also validated the linking of different surveys from different countries (cross-country cross-study) to evaluate the proposed framework in improving performance across these surveys and countries. To this end, we linked the PMA study of ET - Ethiopia (2017), which is characterised by a very small size (328 samples), with the DHS data.
Table 3: Results of unsupervised cross-study linkage performed between KI and DHS data.

<table>
<thead>
<tr>
<th>Countries</th>
<th>Ghana (GHA)</th>
<th>Kenya (KEN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset</td>
<td>AMANHI-2</td>
<td>DHS</td>
</tr>
<tr>
<td>Population size (#)</td>
<td>2,094</td>
<td>4,294</td>
</tr>
<tr>
<td>Covariates (#)</td>
<td>34</td>
<td>341</td>
</tr>
<tr>
<td>% Death</td>
<td>4.73</td>
<td>6.24</td>
</tr>
<tr>
<td>Separate AUROC (%)</td>
<td>71.6</td>
<td>59.8</td>
</tr>
<tr>
<td>Linked AUROC (%)</td>
<td>73.2</td>
<td>70.3</td>
</tr>
</tbody>
</table>

Figure 3: Important features extracted from the trained model of cross-study linkage between DHS and AMANHI-2 of KI studies for Ghana and Kenya. Covariates with green font color represent those interpolated from the other study via the proposed linkage approach.

The results shown in Table 4 demonstrate that the proposed linkage helps to alleviate the prediction performance of neonatal death on PMA data of Ethiopia, when linked with DHS data of different countries, which were collected at different times and countries compared to the PMA. The PMA ET only achieved 47.3% AUROC expectedly due to its small size and high degree of imbalance. However, this performance is improved to 85.0% using the DHS of ET, and improved further to 89.1% by using the DHS data of Ghana. The 2-D PCA projections in Figure 4 demonstrate that the proposed linkage makes the original data sparse and hence eases prediction.

Table 4: Increase in the neonatal death prediction on PMA data of Ethiopia (from 47.3% AUROC) when linked with DHS data of other African countries.

<table>
<thead>
<tr>
<th>Linked with DHS of:</th>
<th>ET</th>
<th>BF</th>
<th>GH</th>
<th>KE</th>
<th>NG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feature importance</td>
<td>61.3</td>
<td>62.2</td>
<td>59.7</td>
<td>55.8</td>
<td>58.3</td>
</tr>
<tr>
<td>Principal component analysis</td>
<td>63.5</td>
<td>64.9</td>
<td>74.1</td>
<td>56.2</td>
<td>68.9</td>
</tr>
<tr>
<td>Autoencoder</td>
<td>85.0</td>
<td>86.2</td>
<td>89.1</td>
<td>81.3</td>
<td>87.2</td>
</tr>
</tbody>
</table>
Figure 4: PCA projections of (a) PMA data from Ethiopia (ET) before linkage is applied followed by the projections after PMA ET is linked with DHS of (b) Ethiopia and other African countries: (c) Burkina Faso, (d) Ghana, (e) Kenya and (f) Nigeria.

Conclusion

Neonatal and child death is still a critical global health challenge. Most developing countries are behind the 2030 target of reducing neonatal death. To this end, we proposed a machine learning technique to exploit multiple surveys to improve the understanding of such critical global health challenges. The proposed approach provides data-level integration of these surveys, which might have different study populations and covariate profiles. First, dimension reduction is employed to project these datasets to equal-dimensional representation; for which four different alternatives are employed: common covariates, feature importance score, principal component analysis, and autoencoders. Second, close neighbors of samples across datasets are identified via distance metric computation, lastly, the information of these closes neighbors is aggregated and linked to the original samples. To the best of our knowledge, this is the first study to aggregate multiple existing surveys in order to improve the predictive performance of neonatal and child mortality. Our approach has the potential of enabling domain experts and policy makers to evaluate the intelligibility of existing surveys and identify informative covariates to be included in future data collection efforts. Limitation of the current work includes computational complexity associated with the linkage matrix computation in large surveys, and future work aims to address this issue in addition to scaling up the proposed work to other data types and problem domains.
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Abstract

Electronic Health Records (EHRs) have become the primary form of medical data-keeping across the United States. Federal law restricts the sharing of any EHR data that contains protected health information (PHI). De-identification, the process of identifying and removing all PHI, is crucial for making EHR data publicly available for scientific research. This project explores several deep learning-based named entity recognition (NER) methods to determine which method(s) perform better on the de-identification task. We trained and tested our models on the i2b2 training dataset, and qualitatively assessed their performance using EHR data collected from a local hospital. We found that 1) Bi-LSTM-CRF represents the best-performing encoder/decoder combination, 2) character-embeddings tend to improve precision at the price of recall, and 3) transformers alone under-perform as context encoders. Future work focused on structuring medical text may improve the extraction of semantic and syntactic information for the purposes of EHR deidentification.

Introduction

A majority of medical practices across the United States have adopted Electronic Health Records (EHRs). Between 2008 and 2016, EHR use by office-based physicians has nearly doubled from 42% to 86%1 – an increase largely attributable to the Federal Health Information Technology (IT) Strategic Plan of 20112, 3. One of the goals of this plan is to allow data within EHRs to be leveraged for scientific research. The use of EHR data continues to be restricted by the Health Insurance Portability and Accountability Act (HIPAA), whose Privacy Rule limits the distribution of patients’ protected health information (PHI). Unrestricted research use of EHR data is only permissible once it is de-identified - all PHI has been removed. Per the HIPAA Privacy Rule, health information may be deemed de-identified through one of two methods: 1) “Expert Determination,” a formal conclusion by a qualified expert that the risk of re-identification is very small, and 2) “Safe Harbor,” the removal of 18 specified individual identifiers (names; geographic subdivisions; dates; telephone numbers; vehicle identifiers; fax numbers; device identifiers and serial numbers; emails; URLs; Social Security Numbers; medical record numbers; IP addresses; biometric identifiers; health plan beneficiary numbers; full-face images; account numbers; certificate or license numbers; any other identifier, code, or characteristic).

Manual de-identification is tedious and time-consuming4. Researchers in the Natural Language Processing (NLP) community have developed systems to automate “Safe Harbor” de-identification processes by scanning medical free text for PHI identifiers. End-to-end de-identification involves three steps: 1) locating PHI in free text, 2) classifying the PHI correctly, and 3) replacing the original PHI with realistic surrogates. Step (3) is beyond the scope of this study; for simplicity, we will use the term “de-identification” to refer only to steps (1) and (2). De-identification can be framed as a named entity recognition (NER) problem. Formally, given a sequence of input tokens $s = \{w_i\}_{i=1}^n$, an NER system outputs a list of tuples $< I_s, I_e, t >$, each of which is a named entity in $s^5$. $I_s$ represents the start token, $I_e$ represents the end token, and $t$ is the entity type. $t$ is drawn from the 18 HIPAA PHI identifiers.

Automatic de-identification methods fall into four broad categories: rule-based, machine-learning, hybrid, and deep learning. Rule-based systems rely on pattern-matching of textual elements6. They are simple to implement, interpret, and modify, but they require laborious construction, lack generalizability to unseen data, and cannot handle slight variations in language or word forms (e.g., misspellings, abbreviations). Machine learning systems model the de-identification task as a sequence labeling problem: given an input of tokens $w_1, w_2, \ldots, w_n$, the system outputs label predictions $y_1, y_2, \ldots, y_n$. Traditional machine-learning algorithms can recognize complex patterns in the data not evident to the human reader7. However, they require an input of handcrafted numerical “features” that are often time-consuming to engineer, and not guaranteed to be generalizable to other medical corpora. Hybrid methods combine elements of machine learning and rule-based systems8. Although they outperform their constituent parts, they still suffer from a lack of generalizability and a need for manual feature engineering.
Figure 1: Pipeline taxonomy of deep-learning based NER systems.

Deep learning – a subset of machine learning based on artificial neural networks (ANNs) – circumvents these problems. ANNs are capable of representation learning \( (i.e., \) automatically discovering useful features for a given task). In supervised learning, features are learned by training on a large set of labeled data of the form \( (X, Y) \), where \( X \) and \( Y \) are the vector representations of the inputs and labels, respectively. Deep learning-based models can learn complex representations of token sequences through a series of non-linear transformations. Li \textit{et al.}\(^5\) outline the general structure of deep learning methods for NER, displayed in Figure 1. Once the tokenized sentence is passed into the model, it undergoes three stages of processing. The distributed representation stage converts every token to a numeric vector. The context encoder then processes these vectors to capture the contextual dependencies across the entire sentence, outputting a new sequence of vectors (not necessarily in the same dimensionality as the embeddings). Finally, the tag decoder uses the output of the context encoder to predict the label for each token. All deep learning-based NER systems can be characterized by the concrete design decisions made for each of these stages of processing.

Recently, deep learning-based NER has been applied to de-identification\(^9\)–\(^11\). Pre-trained word- and character-level embeddings have been employed in the first stage to form distributed representations of medical text. Recurrent Neural Networks (RNNs), specifically Long-Short-Term-Memory Networks (LSTMs), have demonstrated success in incorporating contextual information. Conditional Random Fields (CRFs) have gained popularity as a means of decoding the tags and predicting PHI labels in the final stage. In this study, we aimed to determine which NER design combinations perform better when tackling the de-identification task. Additionally, we aimed to extend the work of Yang \textit{et al.}\(^11\) and Yogarajan \textit{et al.}\(^12\) by evaluating the performance of our models on real EHR data collected from a local hospital.

\textbf{Methods}

Figure 2 summarizes the end-to-end structure of our system. The details are described in the following sections.

\textit{Data Collection}

Upon request, the Blavatnik Institute of Biomedical Informatics at Harvard University granted us access to the de-identification corpus created by the Center for Informatics for Integrating Biology and Bedside (i2b2) in 2014. The dataset contains 1,304 free-text medical records of patients with diabetes for which all PHI was manually annotated and replaced with surrogate PHI. This corpus was used for model training and quantitative evaluation.

Additionally, 25 health record notes collected between March and May of 2020 from Rhode Island Hospital (RIH)
Figure 2: End-to-end pipeline of the NER design combinations we tested.

were included for qualitative manual performance inspection.

**Pre-processing**

Before feeding the medical text into our deep learning-based algorithms, we pre-processed it to take the form of sequences of sentences and tokens for each document. Formally, for every document \(d \in D\), where \(D\) is the set of all medical documents, we split \(d\) into sentences \(s_i\) and tokens \(t_{i,j}\).

Tokenization, the process of splitting sentences into tokens \((s_i \rightarrow t_{i,j})\), is a critical and highly customizable step for NLP systems. For many forms of free text, a tokenization scheme that splits based on whitespace and punctuation may suffice. However, the highly unstructured text in EHRs demands a more refined approach. We emulate the work of Liu et al., which proposed a tokenization module that first splits on blank spaces, then recursively on other characters, words connected without a space, and numbers that appear adjacent to letters. For example, the EHR sentence “Mr. SamLee is a 70yo man” would be tokenized as \[\{\text{Mr.}, \text{'Sam'}, \text{'Lee'}, \text{'is'}, \text{'a'}, \text{'70'}, \text{'yo'}, \text{'man'}\}\]. This module preserves normally-occurring words and numbers whilst avoiding several pre-processing errors, such as “SamLee” and “70yo” in the example sentence above.

The set of all unique tokens in the training set is known as the “vocabulary.” The training and testing sets have equivalent vocabularies because the models are not permitted to incorporate any testing words into their training vocabulary. Any out-of-vocabulary (OOV) tokens – words that appear in the testing set but not the training set – were replaced with the \(\text{UNK}\) token. This method allows models to generalize to tokens never encountered during training.

For each token \(t_{i,j}\), we also stored the characters it spans, \(c_{i,j,s}\) and \(c_{i,j,e}\), so that our results coincide with the i2b2 label format. Each sentence \(s_i\) functions as a single training instance for our algorithms. Sentences were padded with \(\text{PAD}\) tokens so that every sentence had the same length \(m\). \(\text{PAD}\) tokens are masked during training loss calculation so that the model focused on predicting actual tokens correctly.

The last pre-processing step generated a sequence of labels for every sentence \(s_i\), such that every token \(t_{i,j}\) has a corresponding label \(l_{i,j}\). We employed the popular BIO scheme to create the label sequence. Let \(L_{i,s:e}\) be a PHI in sentence \(i\) that starts at token number \(s\) and ends at \(e\). The BIO scheme prepends \(B-\) (for beginning) to \(l_{i,s}\) and \(I-\) (for inside) to \(l_{i,s+1:e}\). For instance, if “Rhode Island Hospital” appeared in sentence 2 and spanned tokens 14-16, the corresponding labels \(l_{2,14:16}\) would be \(B-\text{HOSPITAL}, I-\text{HOSPITAL}, I-\text{HOSPITAL}\). Any tokens that do not qualify as PHI are assigned the label \(O\) (for “outside”). Figure 1 demonstrates BIO tagging for a sample sequence.

**Distributed Representation**

We leveraged information about the input across two levels (word and character) to form the embeddings for each token. At the word level, a token is viewed as a standalone unit. Every token in the training vocabulary was mapped to a unique vector in \(\mathbb{R}^d\). The vectors were initialized to random values, and through training converged to useful represen-
tions. A random seed was set at the beginning of the program to ensure that the random vectors were initialized to the same values for every model we tested. At the character level, a token is viewed as a sequence of characters, allowing the model to incorporate sub-token patterns into the representation and thus capture additional semantic information from OOV tokens. Because it was trained on substantially more text than is available in the i2b2 dataset, we utilized a pre-trained character embedding layer, char2vec, to generate character-based embeddings. char2vec, trained using a Bidirectional Long-Short-Term-Memory (Bi-LSTM) to detect similar words based on character information\textsuperscript{13}, outputs vectors in $\mathbb{R}^{50}$, which we concatenated with the token-level vectors in $\mathbb{R}^d$ to form a new distributed representation of each token.

The use of pretrained word embeddings has led to dramatic successes in a wide range of NLP tasks. Pretrained word embeddings are embeddings learned through one task -- generally one that requires no labeled data -- and applied to solve a different task. While pretrained embeddings would likely have increased our models’ performances, our study was focused on the foundational architectural components of the NER pipeline. We refer the reader to other work that focuses specifically on how pre-trained word embeddings improve performance on the de-identification task\textsuperscript{14}.

Context Encoder

Recurrent Neural Networks (RNNs) have demonstrated success in capturing contextual information from variable-length sequential data. Let $x_1, x_2, \ldots, x_m$ be a sequence of vectors at steps $t = 1, \ldots, m$. In our task, $x_1, \ldots, x_m$ correspond to the distributed representations of each token in a sentence. Unlike a normal feed-forward network, RNNs maintain a hidden state $h_t$ that is fed as input into the model at time $t + 1$ along with $x_{t+1}$. This way, the model is able to propagate prior information forward as the embeddings are sequentially processed.

RNNs lack the ability to capture long-term dependencies and suffer from the vanishing gradient problem. LSTMs attempt to alleviate these issues by incorporating a “cell state” $c_t$. $c_t$ serves as a memory block that retains relevant information and discards irrelevant information collected up to time $t$. It does so through the use of forget and input gates; the forget gate controls what information from previous timesteps should be removed from the cell state, while the input gate controls what information from the current timestep should be added to the cell state. Furthermore, an output gate combines information from the current cell state $c_t$ and the previous hidden state $h_{t-1}$ to calculate a new hidden state $h_t$ (recall that RNNs only utilize $h_{t-1}$). Both $c_t$ and $h_t$ are transmitted to the next timestep for use in processing input $x_{t+1}$.

Bi-LSTMs improve upon LSTMs by performing the same calculations in the reverse direction (with different parameters), thereby propagating contextual information in both directions. The final output of a Bi-LSTM is the concatenation of the hidden states from both the forward and backward passes. Bi-LSTMs are widely used in state-of-the-art NER systems, including those designed for de-identification\textsuperscript{9–11}. Still, sustaining long-range dependencies is a challenge for sequential models such as Bi-LSTMs. In addition, because Bi-LSTMs perform sequential operations, they cannot be parallelized. These issues can be addressed by an alternative context encoder: a transformer. Transformer models have been adopted as context encoders for many NLP tasks, including NER\textsuperscript{15}, but are yet to be tested on the de-identification task.

Transformers gained immense popularity in the NLP community following recognition of the power of self-attention in sequence-to-sequence (seq2seq) modeling (e.g., machine translation)\textsuperscript{16}. Self-attention mechanisms simultaneously relate elements in a sequence to each other. Formally, attention is mapping of a query and a set of key-value pairs to an output, calculated as follows:

$$Attention(Q, K, V) = \text{softmax}\left(\frac{QK^T}{\sqrt{d_k}}\right)V$$

where $Q, K, V$ are matrices of the query, key, and value vectors packed together, and $d_k$ is the dimension of the key vectors. $Q, K, V$ are calculated by multiplying the input sequence $x_1, x_2, \ldots, x_m$ by weight matrices $W_Q, W_K, W_V$ that are learned through training.

Since transformers do not rely on sequential processing in their calculations, they have no inherent notion of token order. In order for the model to leverage positional information of the input tokens, positional encodings are added to the embedding of each element in the input sequence. The encoding function is designed such that the same token will
have slightly different embeddings depending on where it appears in the sentence, thereby “encoding” its position. We employed the same positional encoding function used by Vaswani et al.\textsuperscript{16}.

We employed Multi-Head Attention by computing attention multiple times (with different $W_Q$, $W_K$, $W_V$), concatenating the results, and multiplying by another weight matrix $W_O$. The output of Multi-Head Attention is passed through a feed-forward network to retrieve the final output sequence. The transformer model proposed by Vaswani et al.\textsuperscript{16} includes an encoder and a decoder, each consisting of several Multi-Head Attention “blocks.” Because the model was designed for tasks such as translation between languages, the decoder does not necessarily output sequences of length $m$ as necessitated by NER (one label for each token). Therefore, only the encoder portion of the model was used to encode context, retaining the benefits of self-attention and parallelization.

**Tag Decoder**

The tag decoder takes the output of the context encoder as input and produces a final sequence of tags. Sequence labeling can be cast as a multi-class classification problem; that is, for every token, output a probability distribution over all possible PHI (after BIO conversion). This can be achieved using a time-distributed dense layer with softmax activation. The dense layer is applied to each token, and the softmax activation creates a probability distribution over all the PHI for that token. For a vector $x$, softmax is calculated as follows:

$$p(y = j|x) = \frac{e^{(w^T_j x + b_j)}}{\sum_{k \in K} e^{(w^T_k x + b_k)}}$$

where $w, b$ denote the weights and biases of the dense layer, $j$ is the index of one label, and $K$ is the set of all labels. To find the most probable label, we take the $\text{argmax}$ of the above equation. Because softmax assumes the tags to be independent, the probability of an entire sequence of tags $y_1, \ldots, y_m$ is given by

$$p(y_1, \ldots, y_m|x) = p(y_1|x) \cdot \ldots \cdot p(y_m|x)$$

A shortcoming of using the softmax approach is that every token and label is decoded independently, rendering it unable to capture patterns in the sequence of tags (e.g., I-HOSPITAL is likely to follow B-HOSPITAL). CRFs improve this by modeling dependencies between labels through graphical connections. In particular, linear-chain CRFs implement strictly sequential dependencies, as is the case in NER. Linear-chain CRFs define a global score for a sequence of tags as

$$C(y_1, \ldots, y_m|s_1, \ldots, s_m) =$$

$$b[y_1] + \sum_{t=1}^{m} s_t[y_t] + \sum_{t=1}^{m} T[y_t, y_{t+1}] + e[y_m]$$

where $m$ is the length of the sequence, $T$ is a transition matrix between all tags, and $b, e$ are vectors that indicate the cost of beginning or ending on a given tag. The scores $s_1, \ldots, s_m$ are obtained by passing the output of the context encoder through a linear dense layer of size $|K|$. $T$ contains parameters that encode how likely it is transition from one tag to the next, thereby capturing common sequences of tags that appear in the training data. Similar to softmax, CRFs model the posterior probability of a tag sequence using the following equation:

$$p(y_1, \ldots, y_m = j_1, \ldots, j_m|s_1, \ldots, s_m) =$$

$$\frac{e^{C(j_1, \ldots, j_m|s_1, \ldots, s_m)}}{\sum_{k_1, \ldots, k_m \in K^m} e^{C(k_1, \ldots, k_m|s_1, \ldots, s_m)}}$$

Linear-chain CRFs satisfy the optimal substructure property. Consequently, the calculations over possible sequences of tags can be completed efficiently via dynamic programming. The optimal sequence can be calculated using the Viterbi algorithm.
Training

Our networks were trained using cross-entropy loss, defined as

\[ L = - \sum_i \log(P(y_i)) \]

where \( y_i = y_{1i}, \ldots, y_{mi} \) is the correct sequence of tags for sentence \( i \). The probability \( P \) is given by the outputs of the softmax and CRF decoders.

Adam has been shown to yield the highest performance and fastest convergence on sequence labeling tasks\(^{17}\). Thus, we used the Adam optimizer with a learning rate of 0.001 to update the network weights in batches of size 32 for 10 epochs.

Experiments and evaluation

Table 1 lists the combinations of model components we tested. Model hyperparameters were selected according to the literature and constrained by GPU memory allocation. We trained each model independently on the official i2b2 training set and subsequently tested it on the official test set. All models were built using Tensorflow, a deep learning framework developed by Google.

Table 1: List of the tested models with their combination of representation, context encoder, and tag decoder.

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Distributed Repr.</th>
<th>Context Encoder</th>
<th>Tag Decoder</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Token Char2Vec</td>
<td>BiLSTM Transformer</td>
<td>Softmax CRF</td>
</tr>
<tr>
<td>BiLSTM</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>BiLSTM-CRF</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>C2V-BiLSTM-CRF</td>
<td>✓ ✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Transformer</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Transformer-CRF</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Transformer-BiLSTM</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

To assess the performance of our models, we computed precision (PPV), recall (sensitivity), and \( F_1 \) of the PHI entities. We evaluated entities rather than tokens because unidentified tokens represent an infringement of the HIPAA Privacy Rule. For the same reason, we used the i2b2 “strict” measure that only takes a prediction to be correct if the entire entity is matched exactly.

Let \( TP \) stand for true positives, \( FP \) stand for false positives, and \( FN \) stand for false negatives. Precision calculates the proportion of correctly labeled PHI entities in the set of all PHI entities returned by the system (i.e. \( \frac{TP}{TP + FP} \)). Recall calculates the proportion of correctly labeled PHI entities in the set of all PHI entities in the test set (i.e. \( \frac{TP}{TP + FN} \)). \( F_1 \) is the harmonic mean of precision and recall (i.e. \( 2 \cdot \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}} \)). The overall performance of each system was evaluated using “micro” and “macro” versions of these metrics. Micro-average calculates metrics at the corpus level, whereas macro calculates them at the document level and averages the result over all documents. Furthermore, we calculated precision, recall, and \( F_1 \) for each HIPAA-PHI type; these metrics are reported on the token level to offer a more detailed insight into performance variation across different PHI types. All of these calculations were executed using the official i2b2 evaluation script.

To evaluate the generalizability of our model, we qualitatively inspected the results of our best system on EHR data collected from RIH between March and May of 2020. We were unable to perform quantitative analyses of the RIH data because it was not accompanied by any true PHI labels.

Results

Table 2 shows descriptive statistics about the dataset after pre-processing. Table 3 displays the global results of our systems, evaluated at the macro-average level. Bi-LSTM-CRF is the best-performing system according to all three metrics (0.8391, 0.818, 0.8284), followed closely by Bi-LSTM (0.8154, 0.7949, 0.805).
Table 2: Summary statistics of the data after pre-processing

<table>
<thead>
<tr>
<th></th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sentences</td>
<td>31,535</td>
<td>21,670</td>
</tr>
<tr>
<td>Vocab Size</td>
<td>23,905</td>
<td>23,905</td>
</tr>
<tr>
<td>Tokens</td>
<td>627,208</td>
<td>421,839</td>
</tr>
<tr>
<td>PHIs</td>
<td>15,953</td>
<td>10,834</td>
</tr>
<tr>
<td>PHI Tokens</td>
<td>44,298</td>
<td>30,006</td>
</tr>
</tbody>
</table>

Table 3: Global performance (all PHI categories) on the test set. Metrics are reported on the macro-average level.

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision</th>
<th>Recall</th>
<th>$F_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BiLSTM</td>
<td>0.8154</td>
<td>0.7949</td>
<td>0.805</td>
</tr>
<tr>
<td>BiLSTM-CRF</td>
<td><strong>0.8391</strong></td>
<td><strong>0.818</strong></td>
<td><strong>0.8284</strong></td>
</tr>
<tr>
<td>C2V-BiLSTM-CRF</td>
<td>0.7925</td>
<td>0.3183</td>
<td>0.4542</td>
</tr>
<tr>
<td>Transformer</td>
<td>0.5027</td>
<td>0.6345</td>
<td>0.561</td>
</tr>
<tr>
<td>Transformer-CRF</td>
<td>0.6068</td>
<td>0.5843</td>
<td>0.5953</td>
</tr>
<tr>
<td>Transformer-BiLSTM</td>
<td>0.7259</td>
<td>0.6865</td>
<td>0.7056</td>
</tr>
</tbody>
</table>

Table 4 lists the performances of our models on HIPAA-PHI categories, evaluated at the micro-level. Bi-LSTM-CRF has the highest $F_1$ score in all categories. The addition of a transformer to the context encoder in Transformer-BiLSTM improved precision in both the AGE and CONTACT categories. Char2vec significantly improved the precision of LOCATION and slightly improved the precision of DATE, yet suffered tremendously in recall as a consequence. Bi-LSTM had higher recall than Bi-LSTM-CRF in three categories. DATE yielded the highest scores in all model combinations, owing to the constant, structured format in the i2b2 dataset (MM/DD/YYYY).

<table>
<thead>
<tr>
<th>PHI Category</th>
<th>BiLSTM</th>
<th>BiLSTM-CRF</th>
<th>C2V-BiLSTM-CRF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>$F_1$</td>
</tr>
<tr>
<td>NAME</td>
<td>0.9012</td>
<td>0.7238</td>
<td>0.8028</td>
</tr>
<tr>
<td>PROFESSION</td>
<td>0.7331</td>
<td>0.5389</td>
<td>0.6212</td>
</tr>
<tr>
<td>LOCATION</td>
<td>0.7792</td>
<td><strong>0.6181</strong></td>
<td>0.6894</td>
</tr>
<tr>
<td>AGE</td>
<td>0.8863</td>
<td>0.9241</td>
<td>0.9048</td>
</tr>
<tr>
<td>DATE</td>
<td>0.9798</td>
<td>0.9675</td>
<td>0.9736</td>
</tr>
<tr>
<td>CONTACT</td>
<td>0.6416</td>
<td><strong>0.619</strong></td>
<td>0.6301</td>
</tr>
<tr>
<td>ID</td>
<td><strong>0.8943</strong></td>
<td>0.7099</td>
<td>0.7915</td>
</tr>
</tbody>
</table>

Table 5 highlights one example in which Char2vec improved the ability to predict the label for OOV tokens. Table 6 shows the results of our BiLSTM-CRF model on ten samples of EHR data collected from RIH. The samples show that although our model generalizes to some pieces of PHI, it struggles with others that are unlike the ones present in the i2b2 dataset (e.g., signature formats).
Table 5: Output of BiLSTM-CRF vs. C2V-BiLSTM-CRF on a sentence that contains several OOV terms. Character embeddings are able to identify “HESS” and “CLARENCE” as PATIENT tokens, whereas BiLSTM-CRF is not.

<table>
<thead>
<tr>
<th>Original Tokens</th>
<th>HESS</th>
<th>CLARENCE</th>
<th>64365595</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test Tokens</td>
<td>UNK</td>
<td>UNK</td>
<td>UNK</td>
</tr>
<tr>
<td>BiLSTM-CRF</td>
<td>B-HOSPITAL</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>C2V-BiLSTM-CRF</td>
<td>B-PATIENT</td>
<td>I-PATIENT</td>
<td>O</td>
</tr>
<tr>
<td>True Labels</td>
<td>B-PATIENT</td>
<td>I-PATIENT</td>
<td>B-MEDICALRECORD</td>
</tr>
</tbody>
</table>

Discussion

In this study, we tested several different combinations of NER components – distributed representations, context encoders, and tag decoders – for EHR de-identification. We found that Bi-LSTM-CRF, introduced by Huang et al.\cite{18} for general NER outside of the clinical domain, is the best overall encoder/decoder combination for de-identification. Our results are in agreement with Dernoncourt et al.\cite{9}, Liu et al.\cite{10}, and Yang et al.\cite{11}.

Despite Bi-LSTMs-CRF’s overall superior performance, Table 4 shows that other configurations can locally outperform Bi-LSTM-CRF for some of the HIPAA-PHI categories. We attribute these findings to the distribution patterns of tokens in each category. LOCATION, for example, includes ZIP codes, sequences of five numbers. Char2vec is able to recognize that ZIP codes are consistently tokens with a length of five and composed only of numbers. Therefore, C2V-BiLSTM-CRF is the model most equipped to classify ZIP codes, contributing in part to its nearly 10% increase in LOCATION precision.

Furthermore, we found that character embeddings improved precision in several categories, yet decreased recall. This implies that morphological information captured by character embeddings increased the model’s accuracy in identifying PHI type, yet decreased its sensitivity in detecting PHI. Disambiguation of PHI type is especially difficult for OOV tokens without the use of character embeddings, as evidenced in Table 5. The decline in recall is likely because the char2vec embeddings were not fine-tuned during the training process. Thus, the character embeddings remained static, unable to adapt to the distribution of medical text. Alternative character embeddings, such as those that utilize Convolution Neural Networks (CNNs)\cite{19}, could also improve performance.

In our study, transformers were less effective than Bi-LSTMs at encoding context. This may be accounted for by the uncontrolled sentence lengths in EHRs. Due to the transcriptional style of medical text, there are “sentences” that contain over a thousand tokens (m = 1567). As a result, the transformer model may try to capture long-term dependencies via self-attention in the absence of meaningful relationships. Moreover, in an analysis of encoder representations in transformers, Raganato et al.\cite{20} show that syntactic information is captured in the first 3 layers of the encoder, while semantic information is captured later. The transformer we used, which only had two layers of multi-headed attention, may have only partially captured the syntactic information of a distribution of medical text that conformed to limited syntactic rules. Performance improved when a Bi-LSTM was stacked on top of the transformer, potentially having compensated for the lack of captured semantic information. Future research may explore adding more transformer layers to the context encoder to extract more semantic information.

While CRFs as tag decoders generally improve the $F_1$ score, our results show that they can decrease recall for both Bi-LSTM and transformer context encoders. We hypothesize that certain sequences of tags seen in the training set became favored by the model, leading to unseen sequences in the testing set receiving low likelihoods.

A hybrid method that leverages the strengths of each model – based on its performance in individual PHI categories – may function best in practice. For instance, Bi-LSTM-CRF could be used to output an initial set of candidate PHI’s because it has the highest $F_1$ score in all categories. The candidates could then be filtered using models with high specificity scores, such as Transformer-BiLSTM for AGE and CONTACT predictions and C2V-BiLSTM-CRF for LOCATION and DATE predictions.

Qualitative assessment of our top model with the EHR data collected from RIH indicates that it somewhat generalizes beyond the i2b2 dataset (Table 6). It was still able to classify crucial PHI such as Medical Record Numbers (MRNs), account numbers, and dates. However, it failed with sentences and phrases whose formatting significantly differs from
Table 6: Sample output of BiLSTM-CRF for phrases in the RIH EHR dataset. Original tokens have been manually replaced. Green entities are PHI correctly identified ($T_P$), red entities are PHI that went unidentified ($F_N$), and orange entities were incorrectly identified as PHI ($F_P$).

<table>
<thead>
<tr>
<th>Mr. Smith is a 200-year-old gentleman</th>
</tr>
</thead>
<tbody>
<tr>
<td>Admitted to Rhode Island Hospital for COVID-19</td>
</tr>
<tr>
<td>travel to YZ from 8/20 - 8/26 who presented to RIH ER on 8/28/60</td>
</tr>
<tr>
<td>Signature: Sam Lee, MD Electronic Signature</td>
</tr>
<tr>
<td>I communicated with this patient’s father John Smith at 123-456-7890</td>
</tr>
<tr>
<td>Sunday will be the last day of therapy</td>
</tr>
<tr>
<td>Vent Mode: PC FiO2 (%) [50% - 100%]</td>
</tr>
<tr>
<td>until Sunday, as discussed with dr. Lee</td>
</tr>
<tr>
<td>Social work will continue to follow, LICSW 456-7890</td>
</tr>
<tr>
<td>MR #: 000000000000 Account #: 111111111</td>
</tr>
</tbody>
</table>

i2b2 (e.g., signature formats, incomplete phone numbers), as well as with tokens it never encountered (e.g. “COVID-19”). One particularly revealing example is the classification of “Rhode Island Hospital” vs. “RIH ER.” Our model could correctly classify the former because it extrapolated from similar hospital names it encountered during training. On the other hand, it was unable to extract any semantic information from the abbreviated form and thus misclassified it.

To alleviate the problem of model portability, Yang et al.\textsuperscript{11} show that fine-tuning their model on labeled data from local hospital EHRs improves their performance. We were unable to do the same because the EHR data we received contained no PHI labels. Future research might explore the utilization of local EHR data to fine-tune a language model that is independent of the de-identification pipeline, drawing inspiration from models like ClinicalBERT that are fine-tuned on clinical text\textsuperscript{21}. That said, recent research has shown that it is possible to extract personally identifiable information from large language models through adversarial attacks\textsuperscript{22}. More work must be done to protect against these attacks before safely incorporating PHI into training data.

The underlying problem remains that medical text is highly unstructured and non-standardized, resulting in sentences that lack syntactic and semantic cohesiveness. Without structured information, it becomes near impossible to automatically achieve results that fully satisfy the HIPAA Privacy Rule and are portable to multiple hospital systems. At the lowest level, the text must be tokenized in a way that permits inference. Dedicated medical tokenizers like Medex exploit domain knowledge to extract information about medications from medical narratives\textsuperscript{23}. However, this does not resolve the long and disorganized nature of medical text. Recent efforts to enforce structure upon notes using NLP may help in downstream tasks like de-identification that rely on extracting very specific information\textsuperscript{24}. Uniformity in note structure will not only improve the model’s performance but will also increase its ability to generalize beyond the data used in training.

Conclusions

This study gives a comprehensive review of wide-ranging information extraction techniques on the de-identification of EHRs. Through empirical testing of different NER design combinations, we found that Bi-LSTM-CRF is the best-performing encoder/decoder combination for the de-identification task. Character-embeddings tend to improve precision at the cost of recall, while the opposite is true for CRFs. Meanwhile, transformers alone underperformed as context encoders. Qualitative assessment of Bi-LSTM-CRF on local EHR data showed some success, yet the issue of model portability remains. Future work lies in automatically structuring medical text such that semantic and syntactic information can more easily be extracted and models become more generalizable.
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Abstract

Several studies have shown that COVID-19 patients with prior comorbidities have a higher risk for adverse outcomes, resulting in a disproportionate impact on older adults and minorities that fit that profile. However, although there is considerable heterogeneity in the comorbidity profiles of these populations, not much is known about how prior comorbidities co-occur to form COVID-19 patient subgroups, and their implications for targeted care. Here we used bipartite networks to quantitatively and visually analyze heterogeneity in the comorbidity profiles of COVID-19 inpatients, based on electronic health records from 12 hospitals and 60 clinics in the greater Minneapolis region. This approach enabled the analysis and interpretation of heterogeneity at three levels of granularity (cohort, subgroup, and patient), each of which enabled clinicians to rapidly translate the results into the design of clinical interventions. We discuss future extensions of the multigranular heterogeneity framework, and conclude by exploring how the framework could be used to analyze other biomedical phenomena including symptom clusters and molecular phenotypes, with the goal of accelerating translation to targeted clinical care.

Introduction

Despite extreme measures to contain the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), the resulting corona virus disease 2019 (COVID-19) continues to have a devastating impact on the physical, social, cultural, and economic health of humans around the world. Although this novel corona virus is serologically close to the known SARS-CoV, it has spread more widely primarily due to virus shedding from asymptomatic patients. As of December 23rd 2020 more than 78.6 million people were infected worldwide, with more than 1.73 million dead due to fatal complications. Because many countries have yet to peak in their cases and fatalities and prepare for subsequent waves and potential reinfections, there is an urgent need to analyze and treat the causes for fatal complications in COVID-19 patients.

A key trait of COVID-19 is the high fatality rate in older adults and minorities1-3 resulting from the following molecular and socio-demographic factors: (1) Molecular Mechanisms Precipitating Fatal Complications. SARS-CoV-2 has the characteristic spiked protein 3-D structure, with a strong binding affinity to the human cell receptor angiotensin-converting enzyme 2 (ACE2).4 Because ACE2 is expressed in many organs including the heart, lungs, and kidneys, in addition to the nervous system and skeletal muscle, SARS-CoV-2 can infect multiple sites by traversing the hematogenous or the retrograde neuronal routes.5,6 Furthermore, laboratory tests of critical patients have shown abnormal levels for key markers including cardiac troponin (myocardial infarction), D-dimer (compromised blood clotting), lymphocytes (lymphopenia), lactate dehydrogenase (multiple organ failure), and liver enzymes (damage to liver cells).7 These results suggest that SARS-CoV-2 can exacerbate already compromised organs in older patients with multiple chronic conditions, resulting in a high rate of complications, multiple organ failures, and fatalities;4,8 Furthermore, the higher expression of ACE2 in males9 is a critical factor in putting them at a higher risk for severe complications with COVID-19; (2) Prevalence of Multiple Chronic Conditions in Older Adults and Minorities. Due to a wide range of factors including improved treatments and increased life-expectancy, a growing number of older adults live with and manage multiple chronic conditions (MCCs) defined as ≥ 2 concomitant chronic conditions (also referred to as multimorbidities, or comorbidities when used in the context of an index condition).10 This trend has resulted in almost 75% of Americans aged 65 years and older having more than one chronic condition, 20% having five or more comorbidities, and 50% receiving five or more medications.11 Furthermore, due to systemic health inequities, MCCs is also growing in subgroups including women, African Americans, and non-Hispanic Whites.

The above two factors have resulted in a disproportionate number of infected older adults and minorities having adverse outcomes, including respiratory failure requiring ventilators, and multiple organ failure needing management in intensive care units (ICUs), and of mortality.12,13 However, despite the high prevalence of MCCs in these populations, the emerging clinical practice guidelines to treat COVID-19 patients have focused on treating single conditions. For example, recommendations to treat COVID-19 patients with diabetes have little to no cross-referencing to other
comorbidities if they co-occur in the same patient. This single-condition focus is not unique to COVID-19; few existing clinical practice guidelines (CPGs) to treat conditions such as congestive heart failure are designed to treat multiple co-occurring conditions. Such condition-specific guidelines can substantially increase the burden of treatment on older adults to manage complex treatment regimes, and require constant monitoring by primary care physicians to change a treatment plan if it leads to adverse or null outcomes.

We therefore attempted to address the above gap in understanding of how comorbidities co-occur in COVID-19 patients with the goal of designing guidelines for treating patients with multiple chronic conditions. We begin with describing the current methods used to analyze heterogeneity in the comorbidity profiles of patients, and the advantages of using bipartite networks to automatically identify patient subgroups and their most frequently co-occurring comorbidities at different levels of granularity. Next, we discuss how we used that approach to analyze COVID-19 patients at three levels of granularity, each providing direct clinical implications related to frequency, risk, and similarity of comorbidity profiles. We conclude with how the multigranular heterogeneity approach could be used to analyze other biomedical phenomena, and how it could be extended to include other analytical methods, with the goal of accelerating translation of results into clinical care.

**Current Methods Used to Analyze Co-Occurrence of Multimorbidities**

Because having MCCs is associated with several adverse outcomes including poor quality of life, physical disabilities, high healthcare use, drug-drug and drug-disease interactions, and mortality, several studies have attempted to analyze MCCs in older adults and minorities, with the goal of optimizing care. These studies have used a wide range of methods to analyze multimorbidities, each with critical trade-offs. For example, many studies have attempted to identify frequently co-occurring multimorbidities using combinatorial approaches (identify all pairs, all triples etc.). However, while such approaches are intuitive to understand, they lead to a combinatorial explosion (e.g., finding all combinations of the 31 Elixhauser comorbidities would lead to 2 or 2147483648 combinations), but with no simple way of addressing the overlap of patients between the combinations to identify patient subgroups.

Several studies have used unipartite clustering methods (clustering patients or comorbidities, but not both simultaneously) such as k-means, and hierarchical clustering to help identify either clusters of frequently co-occurring multimorbidities, or patients that have a high similarity in their multimorbidity profiles. Other studies have used dimensionality-reduction methods such as principal component analysis (PCA) combined with k-means to identify clusters of either MCCs or patients. However, because such methods produce unipartite outputs, there is no agreed upon method to identify the patient subgroups defined by a cluster of MCCs because patients can belong to more than one MCC cluster, and vice-versa. Furthermore, such methods have well-known limitations including the requirement of user-selected parameters such as similarity measures and the number of expected clusters, in addition to the absence of a quantitative measure to describe the quality of the clustering, critical for measuring its statistical significance.

Researchers have used the above methods to analyze multimorbidities at different levels of granularities in the data. Several studies have focused on analyzing multimorbidities at the cohort-level to identify co-occurring multimorbidities in an entire dataset. Other studies have focused on analyzing pre-defined patient subgroups within specific diseases such as COPD to determine their risk for adverse outcomes. Finally, a few studies have analyzed multimorbidities at an individual patient-level to determine through a case study approach, their burden of treatment resulting from clinical practice guidelines focused on treating single conditions.

More recently, bipartite approaches have attempted to address the limitations of unipartite methods by identifying biclusters of patients and comorbidities simultaneously. For example, as shown in Fig. 1A, bipartite networks can be used to represent patients as well as their comorbidities as nodes (circles and triangles respectively), and the pair-wise associations between patients and comorbidities can be represented as edges (lines). Furthermore, algorithms such as modularity maximization can be used to automatically (1) identify the number and members of biclusters consisting of patient subgroups and their most frequently co-occurring comorbidities, (2) measure the quality of the biclustering through a quantity called modularity, used to measure its significance compared to random permutations of the data; and (3) visualize the results using force-directed algorithms such as Kamada Kawai and ExplodeLayout.

**Need to Analyze Heterogeneity at Multiple Levels of Granularity**

Although bipartite networks have been effective in automatically identifying statistically significant and clinically meaningful patient subgroups, recent results have revealed that heterogeneity in patient profiles could exist at other levels of granularity. For example, while a bipartite network analysis of comorbidities in hip-fracture patients helped to reveal heterogeneities at the cohort-level, there were additional heterogeneities within patient subgroups such as a significantly different proportion of patients that had one or more comorbidities across the subgroups. Such heterogeneities could impact how patients within each subgroup receive treatment. These results suggest that bipartite
networks could be used to analyze heterogeneity at multiple levels of granularity in the data, each level providing different insights for designing clinical interventions.

For example, at the cohort-level (Fig. 1A) a bipartite network analysis can automatically identify biclusters consisting of patient subgroups defined by frequently co-occurring comorbidities. This level of analysis enables clinicians to determine which combinations of comorbidities need to be addressed in clinical practice guidelines, and identify potential underlying disease mechanisms. Furthermore, the bipartite network can be used to analyze heterogeneity at the subgroup-level by ranking each subgroup based on their risk for an outcome such as mortality (shown as red and blue nodes in Fig. 1B) enabling clinicians to design patient triage strategies in resource-constrained situations such as in COVID-19 hotspots. Finally, analysis at the patient-level (Fig. 1C) could help identify the degree of similarity of a specific patient to the rest in a subgroup, enabling clinicians to determine whether that patient should be treated using a generalized intervention designed for the entire subgroup, or requires individualized treatment.

The bipartite representation therefore provides a unified approach to quantitatively analyze and visually interpret heterogeneity at all three levels of granularity. This granularity approach enables the inspection of whether and how each level of granularity contributes to the translation of the analytical results into clinic interventions. Given the many unknowns in how multiple comorbidities impact outcomes in COVID-19 patients, and the urgent need for clinical interventions, we used the above multigranular heterogeneity analytical framework to guide our analysis of COVID-19 patients, with the explicit goal of enabling a more systematic approach for designing clinical interventions targeted to patients with multiple comorbidities.

Method

Research Questions. To analyze heterogeneity in the comorbidity profiles of COVID-19 inpatients at multiple levels of granularity, we posed the following three research questions: (1) Cohort-Level: How do comorbidities frequently co-occur to form subgroups of COVID-19 inpatients? (2) Subgroup-Level: What is the risk of inpatient subgroups for adverse outcomes (ICU No-Vent, ICU With-Vent, and mortality)? (3) Patient-Level: What is the degree of similarity in the profile of a specific inpatient compared to the rest of the inpatients in the respective subgroup?

Data. Using IRB (#STUDY00009771) from the University of Minnesota, we analyzed electronic health records (EHR) data from the University of Minnesota M Health Fairview COVID-19 patient registry. This registry includes patient data (spanning 135 unique zip codes) from 12 hospitals and 60 clinics in the Minneapolis-St. Paul twin-city area, and currently accounts for over 20% of inpatients in Minnesota. On August 2nd 2020, the registry contained health records of COVID-19 inpatients (n=858) with complete data for: (1) 31 comorbidities (Elixhauser comorbidities in 2019-2020). A subset of the COVID-19 inpatients had no comorbidities (n=69), which were considered as the control group; (2) 7 complications (acute respiratory distress (ARDS), acute kidney injury (AKI), hypotension, bleeding, delirium, and VTE/CVA/MI). Of these, 5 had <2% prevalence in the cases and controls and therefore were dropped from the analysis; (3) 55 laboratory test results (e.g., platelet count, creatinine, hemoglobin, D-dimer, troponin, IL6) that were dichotomized into normal vs. abnormal. Of these, 13 laboratory tests had <2% prevalence in the cases and controls and were therefore dropped from the analysis; and (4) markers of adverse outcomes including use of an intensive care unit without a ventilator (ICU No-Vent, n=273), use of an intensive care unit with a ventilator (ICU With-Vent, n=672), and mortality (n=103). As all our data relates to COVID-19 positive inpatients, henceforth we refer to them simply as patients.

Analysis. We used bipartite networks to quantitatively and visually analyze the above COVID-19 patient data with the goal of enabling domain experts design targeted interventions, by using the following steps:
1. **Feature Selection.** We used the chi-squared test to measure the univariable significance (corrected for multiple testing using false discovery rate) of each comorbidity to each of three outcomes (ICU No-Vent, ICU With-Vent, and mortality), compared to the control group (patients with no comorbidities), and selected those comorbidities that were significant at the .05 level for at least one of the three adverse outcomes (ICU No-Vent, ICU With-Vent, and mortality).

2. **Bipartite Network Analysis.** Similar to Fig. 1A, we represented patients and comorbidities as nodes (circles and triangles respectively), and the pair-wise association between them as edges (lines). Patients (n=789) with at least one of the significant comorbidity were used in the bipartite network analysis, and patients with no comorbidities (n=69) were used as controls. The resulting network was analyzed at the following three levels of granularity:

   A. **Cohort-Level.** The quantitative analysis consisted of the following: (1) used a bicluster modularity maximization algorithm\(^24\) to identify the number and boundaries of patient-comorbidity biclusters and the degree of biclustering (Q); and (2) measured the significance of Q by comparing it to a distribution of Q generated from 1000 random permutations of the network by preserving the size (number of nodes and edges in the network), and the distribution of edges for each comorbidity. The biclustering was tested for stability by measuring the Adjusted Rand Index (ARI)\(^19\) between the comorbidity clustering in the real data, to 1000 random bootstrap resamples of patients in the data. The visual analysis of the above results consisted of the following: (1) used Kamada-Kawai\(^24\) to layout the network; and (2) applied ExplodeLayout\(^27\) to separate the identified biclusters for improving their interpretability.

   B. **Subgroup-Level.** The quantitative analysis consisted of the following steps applied to each patient subgroup: (1) used logistic regression to measure the odds ratio (OR) and tested its significance (corrected for multiple testing using FDR) for each of the three outcomes, in comparison to the control group; and (2) used logistic regression to measure the OR and tested its significance (corrected for multiple testing using FDR) for each demographic, complication, and laboratory test variable, compared to the control group. The visual analysis consisted of coloring the patient nodes based on mortality (as shown in Fig. 1B), and displaying in text the outcomes for each bicluster. Additionally, to increase interpretability of the results by the domain experts, a profile of each bicluster was compiled in a table (Table 4) showing the respective comorbidities, outcomes, demographics, complications, and laboratory test results.

   C. **Patient-Level.** The quantitative analysis consisted of the following: (1) defined an *augmented bicluster* as all patients within a bicluster (identified through modularity maximization in Step-2A), and all comorbidities within and outside that bicluster that were connected to at least one patient within the bicluster; (2) used the Jaccard Distance (JD),\(^19\) defined as: \(1 – (\text{number of shared comorbidities between a patient pair} / \text{union of comorbidities in that pair})\), to measure the similarity in comorbidity profile of each patient to the other patients within each of the augmented biclusters, and calculated the mean JD for each patient; and (3) generated a distribution of the mean JDS for each augmented bicluster. This distribution was used to test whether the mean JD of a specific patient was significantly higher than the mean of the distribution in its augmented bicluster. A patient which had a significantly higher mean JD compared to the mean of the above distribution was considered dissimilar to other patients in the respective bicluster. Outlier patients with the minimum and the maximum number of comorbidities were selected for interpretation by the domain experts to examine whether they would require treatment that was different from their respective bicluster.

3. **Clinical Interpretation.** The results of the above quantitative and visual analysis at each level of granularity were presented to two domain experts with experience in treating COVID-19 inpatients. To guard against confirmation bias,\(^29\) we used the following steps with each domain expert: (1) presented the network visualization generated from Step-2A (which did not contain the associations of each bicluster to any of the variables); (2) asked them to use their clinical judgement to rank the biclusters based on the risk for mortality; (3) revealed the quantitative profile of each bicluster, and asked them to discuss discrepancies between their prediction and the results, with the goal of determining which of the bicluster profiles were clinically meaningful. To translate the results into clinical interventions, we asked the two domain experts to (1) independently use their clinical judgement to design interventions to treat COVID-19 patients at each level of granularity, and (2) together arrive at a consensus.

**Results**

The analysis revealed statistically and clinically significant heterogeneity at all three levels of granularity. Below we present the quantitative, visual, and clinical interpretive results from each of the three levels.

1. **Cohort-Level**

   **Quantitative and Visual Results.** The feature selection method identified 18 comorbidities that were significant after FDR correction for at least one of the three outcomes (13 were significant for all 3 outcomes, 1 was significant for 2
outcomes, and 4 were significant for one of the outcomes). All subsequent analyses were conducted on COVID-19 patients with these 18 comorbidities (n=789), compared to COVID-19 patients with none of these comorbidities (n=69).

The modularity maximization algorithm identified 4 biclusters consisting of patient subgroups and their most frequently co-occurring comorbidities. The biclustering was statistically significant compared to 1000 random permutations of the data (COVID-19 Q = 0.22, Random Median Q = 0.19, P < .001), with clusters that were stable based on 1000 random bootstrap selections of the data (Median ARI = 0.76, P < .001). As shown in Fig. 2, the visualization revealed biclusters consisting of different numbers of patients (ranging from 237-158) and different numbers of comorbidities (6-3). The comorbidities within each bicluster shown in Fig. 2 are ranked by their univariable significance. Not included in the above network analysis was the control group with no comorbidities, but shown in the lower right hand-side of the figure as a dotted oval.

**Qualitative Results.** The following was the consensus ranking of the four biclusters, with explanations and recommended treatments for each:

1. **Bicluster-4** *(hypertension complicated, renal failure, valvular disease, peripheral vascular disorders, pulmonary circulation disorders, and congestive heart failure).* The domain experts stated that this bicluster had the highest risk for mortality. They concurred that hypertension often leads to renal failure and peripheral vascular disease. Furthermore, long-standing hypertension and pulmonary circulation disorders are a common cause for congestive heart failure. Given the high risk of cardiac involvement in such patients, they recommended that treatment for COVID-19 patients in this subgroup be focused on monitoring cardiac function through an echocardiogram and cardiac telemetry (requiring ICU use), in addition to monitoring renal function through judicious use of IV fluids.

2. **Bicluster-1** *(other neurological disorders, cardiac arrhythmias, weight loss, coagulopathy, liver disease).* This bicluster was considered the next highest risk for mortality. They concurred that liver disease and coagulopathy tend to co-occur, often accompanied by weight loss. Furthermore, several studies have shown the strong association of liver disease to neurological disorders (e.g., encephalopathy), and to cardiac arrhythmias. Given the risk of excessive bleeding through coagulopathy, they recommended that treatment for COVID-19 patients in this subgroup be focused on monitoring coagulation results (e.g., platelet count, fibrinogen, and partial thromboplastin time), and treatment through replacement therapy (e.g., transfusion through blood plasma, and fibrinogen with tranexamic acid). Furthermore, given the risk for arrhythmias, they recommended monitoring cardiac function through cardiac telemetry (requiring ICU use).

3. **Bicluster-2** *(diabetes complicated, diabetes uncomplicated, obesity, psychoses).* This bicluster was ranked third for risk of mortality. Initially, one domain expert ranked this bicluster second for risk of mortality due to the presence of obesity, but noted that Bicluster-1 was also of high risk. They concurred that because obesity is the main cause of diabetes, the co-occurrence with uncomplicated or complicated diabetes was expected. Furthermore, medications from psychoses are a known risk for high energy consumption, leading to obesity. Given the metabolic complications arising from diabetes, they recommended that treatment for COVID-19 patients in this subgroup be focused on monitoring glucose levels, which could be done at the inpatient floor, or at home.

4. **Bicluster-3** *(fluid and electrolyte disorders, hypertension uncomplicated, solid tumor without metastasis).* This cluster was ranked by both as the lowest risk for mortality. The co-occurrence for these comorbidities in a subgroup was probably related to medications because hypertension medication and chemotherapy are both known to cause electrolyte imbalance. Given the low risk of dying, they recommended that treatment for this COVID-19 patient subgroup should be focused on monitoring fluid and electrolytes either on the inpatient floor, or at home if their laboratory test results were normal.
2. Subgroup-Level Quantitative and Visual Results.

The analysis of risk at the subgroup-level entailed comparing the outcomes of the four patient subgroups in each of the biclusters, to the control group. As shown in Table 1, the results showed that Bicluster-4 and Bicluster-1 had significant ORs for all three adverse outcomes (ICU No-Vent, ICU With-Vent, and mortality), whereas Bicluster-2 had a significant OR for only ICU No-Vent and ICU With-Vent, and Bicluster-3 had a significant OR for only ICU No-Vent, compared to the controls. Furthermore, Bicluster-4 and Bicluster-1 had significantly high ORs for ARDS, but neither of the other two biclusters had significant risks for any complications, compared to the controls. Finally, Bicluster-4 and Bicluster-1 both had significant ORs for males, Bicluster-4 had significantly OR for white race, and Bicluster3 had a significantly higher OR for white race, compared to the controls.

Fig. 3 shows the same network as in Fig. 2, but the patient nodes were colored based on their mortality status. Furthermore, the blue text shows the percentage of patients for each of the three outcomes, and which of them were significant (highlighted in yellow) compared to the control group.

Table 1. Subgroup-level analysis showing for each of the four biclusters, their outcomes, complications, demographics, and abnormal laboratory tests (only significant laboratory test results after multiple testing correction are shown; OR and CI values are not shown due to space constraints). Cells highlighted in yellow are significant compared to the control group after multiple testing correction.

2. Subgroup-Level

Quantitative and Visual Results.

The analysis of risk at the subgroup-level entailed comparing the outcomes of the four patient subgroups in each of the biclusters, to the control group. As shown in Table 1, the results showed that Bicluster-4 and Bicluster-1 had significant ORs for all three adverse outcomes (ICU No-Vent, ICU With-Vent, and mortality), whereas Bicluster-2 had a significant OR for only ICU No-Vent and ICU With-Vent, and Bicluster-3 had a significant OR for only ICU No-Vent, compared to the controls. Furthermore, Bicluster-4 and Bicluster-1 had significantly high ORs for ARDS, but neither of the other two biclusters had significant risks for any complications, compared to the controls. Finally, Bicluster-4 and Bicluster-1 both had significant ORs for males, Bicluster-4 had significantly OR for white race, and Bicluster3 had a significantly higher OR for white race, compared to the controls.

Fig. 3 shows the same network as in Fig. 2, but the patient nodes were colored based on their mortality status. Furthermore, the blue text shows the percentage of patients for each of the three outcomes, and which of them were significant (highlighted in yellow) compared to the control group.

Qualitative Results. The domain experts used both the visualization in Fig. 2, and Table-1 to interpret the results, and to propose triage strategies for each of the biclusters. COVID-19 patients can arrive either at (1) the clinic, from where they can be triaged to home or to the ER, or (2) the emergency room (ER), from where they can be triaged to go to the ICU, inpatient floor, or home. Using this patient flow model, the domain experts recommended why and how they would triage patients from each bicluster if they arrived at the clinic, or at the ER.
i. **Bicluster-4.** The patients in this bicluster had a significant OR for dying from ARDS, were older (mean age 73.4), and had abnormal labs related to cardiac (systolic blood pressure), renal (creatinine), and pulmonary (CO2 and HGB) dysfunction. Given the comorbidities, it was not surprising that this bicluster had a high mean age, and a significantly higher percentage of whites and males known to have a high-risk for COVID-19 severity. The domain experts therefore recommended the following triage strategies: if such patients arrived at the clinic, they should be triaged to the ER, and if they arrived at the ER they should be triaged to the ICU.

ii. **Bicluster-1.** Despite having differences in comorbidities, this bicluster had a similar risk profile for adverse outcomes compared to Bicluster-4. However, the difference in comorbidity profile (liver disease, weight loss, and coagulopathy) was reflected in significant ORs for albumin, gamma gap, fibrinogen, and platelets with significantly higher AST, INR, PTT compared to the controls. In addition, indirect evidence of cardiac arrhythmias is demonstrated by significant ORs for Na, K, Phos, Mg, and Ca, compared to controls. This bicluster also had a higher proportion of males known to have a high risk for COVID-19 severity. Despite these differences, the domain experts recommended the same triage strategy as for Bicluster-4: patients arriving at the clinic should be triaged to the ER, and patients arriving at the ER should be triaged to the ICU.

iii. **Bicluster-2.** Patients in this bicluster had a high risk for ventilator use and ICU, but not for ARDS or for dying. Furthermore, this bicluster had evidence of sequelae/complications of diabetes including renal insufficiency and electrolyte abnormalities (ketoacidosis) demonstrated in significant ORs for Cr, CO2, lactate, Na, K, and Mg, compared to the controls. Given the lower risk of dying, the domain experts recommended the following triage strategies: patients arriving at the clinic with respiratory difficulties, should be triaged to the ER, else sent home with instructions to monitor glucose levels; patients arriving at the ER, should be triaged to the inpatient floor and monitored closely for the need of a ventilator.

iv. **Bicluster-3.** Although the patients in this bicluster had no significant risk for ARDS or for dying, they did have a high risk for ICU use. The electrolyte imbalances in their profile is reflected in the significant ORs for Na, K, and Ca, compared to controls. However, the domain experts believed that the use of ICU may not be warranted for such patients during resource-constrained situations, as it should be reserved for more critical patients. Therefore, they recommended that patients in this bicluster be sent home if the lab values were normal, with recommendations to monitor changes in electrolytes.

3. **Patient-Level**

**Quantitative and Visual Results.** As shown in Fig. 3, the network layout revealed that the biclusters appeared to have different internal topologies. While Bicluster 1-3 had many patients on their periphery that had only one comorbidity (shown by the single edge that connects them to cluster), Bicluster-4 had very few of such patients. Furthermore, patients on the inner part of each bicluster had many comorbidities outside their bicluster (shown by the many inter-bicluster edges). These differences in topologies strongly suggested that patients in each bicluster varied in their degree of similarity to each other, and therefore warranted examination at the patient-level of granularity.

Fig. 4 shows the distributions of patient similarity in each bicluster. Each plot shows the distribution of the mean Jaccard Distance (JD) of each patient to the other patients in their bicluster (patients with smaller mean JD share more comorbidities with the rest of the patient in their bicluster, and are therefore more similar). For example, Bicluster-4 (Fig. 4A) had a majority of the patients that were more similar to each other (median JD=0.59), compared to Bicluster-3 (Fig. 4C) which had a majority of the patients that were less similar (median JD=0.63) to each other in their comorbidity profiles (the pairs of biclusters had significantly different medians except for Bicluster-1 and Bicluster 3). Patients that were significantly more dissimilar compared to the rest of the patients in their bicluster

![Fig. 4. Distributions of mean Jaccard Distance (JD) showing how the similarity among patients differed across the biclusters. The vertical red lines denote patients who were significantly dissimilar in their comorbidity profile compared to the rest in their bicluster, with the maximum and minimum comorbidities.](image-url)
Comorbidity Profile

Hypertension Uncomplicated, Solid Tumor Without Metastasis, Psychosis, Weight Loss, Valvular Disease, Peripheral Vascular Disorders, Coagulopathy, Liver Disease, Psychoses, Other Neurological Diseases, Hypertension Uncomplicated, Hypertension Complicated, Solid Tumor Without Metastasis, Hypertension Complicated, Liver Disease, Weight Loss.

Table 1. Eight outlier patients, two from each cluster that were significantly different from the rest in their bicluster, which were inspected by the domain expert to determine whether and how their treatments would be different from the bicluster to which they belonged. Colors denote biclusters shown in Fig. 2, and bolded comorbidities denote those that were outside the biclusters.

Table 2. Eight outlier patients, two from each cluster that were significantly different from the rest in their bicluster, which were inspected by the domain expert to determine whether and how their treatments would be different from the bicluster to which they belonged. Colors denote biclusters shown in Fig. 2, and bolded comorbidities denote those that were outside the biclusters.

Discussion

Several studies have shown that COVID-19 patients with prior MCCs, being older, male, and a minority are all high risk factors for having adverse outcomes. However, little is known about how prior comorbidities co-occur to form COVID-19 patient subgroups, their risks for adverse outcomes, and their implications for clinical interventions. This is particularly important because multimorbidities are common and well-studied in older adults and minorities. However, while these studies have analyzed how multimorbidities co-occur in different populations such as patients that have been readmitted to the hospital after a hip fracture, they have been done using a wide range of different methods, and at different levels of granularities.

Given the critical importance of designing interventions to reduce the risk of adverse outcomes in COVID-19 patients, here we explored a unified approach to (1) automate and therefore accelerate the quantitative analysis of heterogeneity at different levels of granularity, and (2) visualize the results using the same representation to increase interpretability of the results with the explicit goal of designing clinical interventions. We used the bipartite network representation because it explicitly represented both patients and comorbidities simultaneously using a computable graph representation consisting of nodes and edges, which enabled their quantitative and visual analysis at different levels of granularity. The application of this approach to COVID-19 EHR patient data led to the following two insights:

Explicit and Suggestive Clinical Insights at Each Level of Granularity. Analysis of heterogeneity at each level of granularity led to explicit clinical insights that were enabled by the respective analytical methods used. At the cohort-level, modularity maximization identified biclusters which provided insights on which comorbidities frequently co-occurred. This led to inferences about the disease mechanisms that potentially connected them (e.g., hypertension →
patients can use interventions designed for the subgroup, and which require individualized interventions. While ultimately each patient is an individual and requires personalized care, the goal of such analysis is to enable the design of clinical interventions. Such an analysis was possible through the use of bipartite networks as they provided a unified quantitative and visual representation, which enabled (1) automation for the quantitative analysis of heterogeneity at each level, and (2) the rapid interpretation of that heterogeneity by domain experts through the visualization, leading to the design of triage strategies critical in resource-constrained situations such as COVID-19 hotspots; (3) patient-level analysis was sufficient to enable a provider to triage and make initial treatment decisions quickly and efficiently. Finally, the outlier detection at the patient-level analysis currently does not take into consideration the shape and size of the distributions, and our current research is exploring other statistical methods to more precisely identify those outliers.

**Conclusions and Future Research**

Heterogeneity and granularity are well-known and critical concepts in biomedical research. Heterogeneity embraces the notion that patients are similar and different depending on the characteristics used to describe them. This notion has led to an understanding of phenomena such as phenotypes and symptom clusters, and is a corner stone of precision medicine. Granularity embraces the notion that patients can be analyzed at different levels of detail ranging from the molecular to the environmental. This notion has led to approaches such as molecular medicine, and is a corner stone of translational science. Here we attempted to merge both concepts to analyze the co-occurrence of comorbidities in COVID-19 patients, with the explicit goal of translating heterogeneity results from each level of granularity into clinical interventions. Such an analysis was possible through the use of bipartite networks as they provided a unified quantitative and visual representation, which enabled (1) automation for the quantitative analysis of heterogeneity at each level, and (2) the rapid interpretation of that heterogeneity by domain experts through the visualization, leading to the design of clinical interventions.

The results suggest that each level of granularity can provide distinct insights into the co-occurrence of comorbidities: (1) cohort-level analysis can be used to provide insights into the frequency of co-occurrence patterns enabling recommendations on which co-occurrences should be included in clinical practice guidelines to address multimorbidities; (2) subgroup-level analysis can be used to provide insights into the risk of each subgroup, enabling the design of triage strategies critical in resource-constrained situations such as COVID-19 hotspots; (3) patient-level analysis can be used to provide insights into the similarity of patients in each subgroup useful to determine which patients can use interventions designed for the subgroup, and which require individualized interventions. While ultimately each patient is an individual and requires personalized care, the goal of such analysis is to enable the design of evidence-based proactive strategies, which are adaptable to specific situations with the goal of improving the quality and efficiency of care.

A critical limitation of the current research is that we analyzed only one dataset, and our current and future research will test the replicability of these results in another COVID-19 dataset. Furthermore, we will explore the use of the multigranular heterogeneity framework to analyze other phenomena such as symptom clusters and clinical phenotypes with the explicit goal of translating the analytical results from each level of granularity, to the design of clinical interventions and their evaluation.
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ABSTRACT

The U.S. Food and Drug Administration (FDA) is modernizing IT infrastructure and investigating software requirements for addressing increased regulator workload and complexity requirements during Investigational New Drug (IND) reviews. We conducted a mixed-method, Contextual Inquiry (CI) study for establishing a detailed understanding of daily IND-related research, writing, and decision-making tasks. Individual reviewers faced notable challenges while attempting to search, transfer, compare, consolidate and reference content between multiple documents. The review process would likely benefit from the development of software tools for both addressing these problems and fostering existing knowledge sharing behaviors within individual and group settings.

1. Introduction

The FDA is modernizing I.T. infrastructure for enabling safer and more expedient drug approval (Administration, 2019). New data sources and the increasing volume and complexity of drug approval applications have prompted the agency to investigate existing work practices for establishing software requirements.

In this study, we investigated daily software requirements during the FDA’s Investigational New Drug (IND) process. The study included review team members from the FDA Center for Drug Evaluation and Research (CDER), Department of Psychiatry (DP) and examined how work gets done within a typical group and individual workplace settings.

To gain a fresh perspective, we conducted a mixed-methods study design that included a Contextual Inquiry (CI), semi-structured interviews, and an online survey. The results highlighted important software requirements that we would likely have missed had we used traditional qualitative methods alone. Moreover, we established a user-driven consensus for prioritizing our subsequent software development efforts and showed that our study design was feasible to conduct within a large organization that handles propriety information.

1.1. FDA Review Process

The mission of the U.S. Food and Drug Administration (FDA) is to protect public health by ensuring the safety, efficacy, and security of human and veterinary drugs, biological products, and medical devices (Administration, 2018). The FDA CDER Office of New Drugs (OND) reviews sponsor IND applications and offers guidance for encouraging safe and expedient drug approval [2]. IND applications include proposed clinical protocols for clinical testing with human subjects along with relevant animal pharmacology studies, toxicology studies, and manufacturing information.

Each IND is delegated to a specific review division such as the Department of Psychiatric Products and is assigned to a review team. The review team consists of a regulatory project manager (RPM), clinical, and non-clinical team members who are coordinated by team leaders (TL). The clinical TL assigns the IND to a clinical reviewer (CR), also known as medical officers. The non-clinical TLs assign the IND to non-clinical reviewers (NCRs) such as pharmacotoxicologists and individual discipline TLs assign chemists, statisticians, and other disciplines as needed. Meanwhile, the RPM schedules meetings, communications with the Sponsor, and organizes resources for the team, including past IND information and a SharePoint website. NCR/CRs analyze and review the submitted IND materials to write safety reports and identify areas of concern. Each review team member typically has multiple active IND applications at the same time.

After analysis, a Supplemental Release Date (SRD) meeting is held with the division head (DH) to discuss safety issues, propose safety guidance and finalize a hold/non-hold letter for the Sponsor to ensure that research subjects will not be subject to unreasonable risk (Administration, 2020).

1.2. Contextual Inquiry

Contextual inquiry (CI) is a user-centered research methodology that seeks to capture and understand user work’s context by immersing researchers in the user environment through participatory observation sessions (Beyer & Holtzblatt, 1998; Wixon, 1990). CIs often require fewer resources than focus groups (Guest, et al., 2017; Smithson, 2000) and are less sensitive to peer pressure influence (Greg Guest, 2017). CIs have been used widely within industry, government, and academic organizations (Coble, et al., 1995; Pritchard, 2019) for developing suitable IT solutions (Beyer & Holtzblatt, 1998).
Much like an apprentice learning a skill, researchers go where the work is being conducted and ask questions to clarify what users are doing as they work (Beyer & Holtzblatt, 1998; Wixon, 1990). Instead of strictly observing as in shadowing (Daac, 2015) or asking direct questions as in interviews, researchers observe and probe at the same time to better understand how the work is accomplished. For this reason, CIs are well suited to collect tacit knowledge that can be difficult to ascertain with other qualitative methods.

The collection of tacit knowledge is essential because many of our daily routines have become second nature to us. Important aspects of these daily routines are often challenging for us to recall without being engaged in the work. Instead of asking users to explain a hypothetical work process, we joined them when and where they worked during the 30-day IND process to identify workflow breakdowns and problem-solving strategies.

2. Related Work

Establishing accurate user requirements is critical for developing software that successfully addresses user needs. The FDA has conducted interviews, surveys (Berndt, 2006), focus groups (Parenky, 2014), and usability tests (Fitzpatrick, 1999) in the past to identify these needs; however, these approaches require establishing questions in advance. By contrast, a CI focuses on understanding the work rather than approaching requirements gathering with an initial set of questions (Beyer & Holtzblatt, 1998).

The CI methodology offers several notable advantages over these more traditional qualitative methods. For example, CIs focus on understanding work from the ground up (Beyer & Holtzblatt, 1998) without making assumptions regarding initial questions. CI’s present greater ecologically validity as researcher observations occur within the same cultural and social context as the user’s everyday activities (Schmuckler, 2001). Most importantly, CI’s are ideal for capturing tacit knowledge and other nuances that may not otherwise go unaddressed within healthcare (Coble, et al., 1995), academic (Notess, 2005), and government settings.

In our case, we selected the CI methodology for the following two reasons:

First, we needed to gain a fresh perspective. FDA review teams are structured as matrix organizations where users work within a traditional hierarchy that is overlaid by some form of lateral authority (Kuprenas, 2003). CIs are well suited for documenting this collaboration between different organizational roles. Interviews and focus groups tend to be less ecologically valid as they often do not occur in the user’s environment and more susceptible to peer pressure (Greg Guest, 2017). We adopted the CI methodology, created CI flow models for documenting workflow, and used direct quotes to preserve meaning and provide a systematic, detailed, and reliable understanding of work practices.

Second, we needed to establish a broader consensus and buy-in across the review team. CIs are often supplemented with additional methods. For example, Maffitt et al. created CI models and affinity diagram sessions to identify user requirements among physicians (Coble, et al., 1995). The models were used to consolidate multiple sets of notes for understanding how the workflow occurred while the affinity diagram helped to identify user requirements (Coble, et al., 1995). In addition to conducting our CI, we also conducted semi-structured interviews (Notes, 2005) and administered an affinity ranking survey (Coble, et al., 1995) to encourage stakeholder participation and better prioritizing our subsequent design and software development efforts.

3. Methods

The study had two parts. The first part included three sessions with the entire review team during SRD meetings, which focused on understanding roles and responsibilities. The second part included six sessions with individual CRs, NCRs, and RPMs, which focused on understanding daily work practice and individual roles.

Each user research session included an observational period, a semi-structured interview, and a debrief session where we organized our notes and created CI flow models. In each case, at least two researchers were present. No recording devices were allowed due to strict confidentiality rules at the FDA. We conducted affinity diagramming sessions for establishing a broader set of user requirements themes across our user research sessions. Then, we administered an affinity ranking survey where we asked participants to vote on these themes for better prioritizing our future development efforts.

3.1. User Research Sessions

We studied participants within the context of three groups. Group #1 included three separate SRD meetings. Groups #2 and #3 included three individual sessions with a CR, NCR, and RPM, respectively. Each user research session included 60 minutes of direct observations, where we captured hand-written notes and asked clarifying questions as needed. Each set of observations lasted 60 minutes.

Next, we conducted a semi-structured interview that asked, "what applications do you use the most," “what type of resources do you use the most," "how do you collaborate with your co-workers" and "what was the most difficult aspect of your last review." Each interview lasted 15 minutes.

Then we created CI flow models for highlighting user roles, responsibilities, and how artifacts and information were exchanged between stakeholders (Beyer & Holtzblatt, 1998). Each flow modeling session was conducted within 48 hours of each user research session and lasted 1-2 hours.

3.2. Affinity Diagramming Sessions

The affinity diagramming sessions enabled us to consolidate our findings across multiple user research sessions. In total, we created three affinity diagrams following each round of observation sessions.
The first diagram included our observations from SRD meetings, Group #1, while the second and third diagrams included our observations from Group #2 and Group #3. In each case, we transcribed summarized sentences and direct quotes from our notes onto stickie note labels. We grouped our stickie notes in a "bottom-up" manner to identify overarching themes and relationships. Then we transcribed significant themes from each diagram as a list of user requirement themes that we later sent to participants during our affinity ranking survey. Figure 1 shows us creating our first affinity diagram.

3.3. Affinity Ranking Survey

The affinity ranking survey included a list of eleven user requirement themes generated from our three affinity diagrams. The participants were asked via email to select the three most relevant themes to them to help us prioritize future development.

4. Results

The study included twenty-two rotating team members during SRD meetings and six individual team members from FDA CDER’s DP. In total, we conducted nine user research sessions. Sessions with Group #1 SRD provided insight into sponsor communication at the beginning and end of the IND process as team members finalized different IND applications. By contrast, sessions with Groups #2 and #3 provided insight into daily research, writing, and scheduling tasks. The user research sessions were conducted during different stages of the FDA’s IND review process, as shown in Table 1.

| CR | ✓✓ | ✓✓ |
| NCR | ✓✓ | ✓✓ |
| RPM | ✓✓ | ✓✓ | ✓ |
| Entire Team including DH and TLs | ✓✓✓ | | |

| 1. Receive IND application and team assignments | 2. Schedule SRD meeting and create a SharePoint Site | 3. Analyze and review sponsor IND materials | 4. Write safety summary report for SRD meeting | 5. All-hands SRD meeting to discuss safety findings and decide hold status | 6. Write and send hold/non-hold letter to sponsor |

Fig. 1 – (Left) Affinity diagram creation for Group #1 (Right) Affinity diagram for Group #3
4.1. Models

We created nine flow models. Breakdowns are indicated with lightning bolts. Most reviewers experienced significant search and information retrieval breakdowns while using Document Archiving, Reporting and Regulatory Tracking System (DARRTS), and Mercado. DARRTS is the FDA’s record-keeping system for drug applications and Mercado an analytics and visualization platform for regulatory data.

Figure 3 shows an NCR searched Mercado for an IND application, but the application contains no data. She then searches DARRTS for the same application but mistypes a number, so no results are returned. She attempts to search scanned paper documents, but the search is not available.

Figure 4 shows an example of the entire group’s workflow during an SRD meeting. The SRD meeting included additional roles that we could not observe during our user research sessions with the reviewer as the division head and team leader.

Fig. 3 - Non-clinical Reviewer Flow Model

Fig. 4 – SRD Flow Model
Figure 5 shows the workflow of a CR in the role of Medical Officer. Significant breakdowns occurred during this workflow with copy and paste functionalities and difficulty with specific software. Additionally, this flow model highlights some workarounds for recall, such as bolding a stopping point and making individual folders for each IND.

![CR Flow Model](image)

### 4.2. Affinity Diagrams

We created three affinity diagrams. Each affinity diagram consisted of bottom-up requirements that we structured into a hierarchy of higher-level themes. For example, we grouped “rotates through pdfs,” “searches for a euthanized subject,” and “checking cover letter” into the minor theme of checking for omissions, which was later organized into the theme of conducting the individual review. Table 2 highlights our affinity diagram themes. Please Appendix A for an example of one of our affinity diagrams.

<table>
<thead>
<tr>
<th>User research session</th>
<th># Requirements</th>
<th>Major affinity diagram themes</th>
</tr>
</thead>
</table>
| 1 Group #1-SRD meetings | 117           | • meeting preparation*  
• information retrieval  
• creating external deliverables |
| 2 Group #2 - CR, NCR, and RPM | 113           | • workflow  
• writing process*  
• meeting preparation*  
• sponsor communication |
| 3 Group #3- CR, NCR, and RPM | 124           | • team collaboration  
• workarounds  
• technical issues  
• recall issues  
• conducting individual review |

* donates duplicate theme

### 4.3. Semi-structured interviews

We conducted nine semi-structured interviews. NCR and CR respondents most often used Microsoft Word (3 of 4 responses), CRs (medical officers) most commonly used DARRTS and G.S. Review (2 of 2 responses), and Regulatory Project Managers (RPMs) most often used Outlook. Most participants used colleagues or supervisors as information resources (5 of 6 responses).
Similarly, all participants reported using email (Microsoft Outlook) or face-to-face communication for collaboration (6 of 6 responses). All NCRs and CRs noted that the most challenging part of their last review was interpreting and validating information between multiple sources. Interestingly, all RPMs reported that scheduling meetings were the most challenging task despite the availability of Outlook scheduling assistant.

4.4. Affinity Ranking Survey

Table 3 shows our affinity diagram user requirement themes sorted by the number of votes.

<table>
<thead>
<tr>
<th>Affinity ranking survey themes</th>
<th># Votes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information Retrieval: how you find information, i.e., command find, Google, Mercado</td>
<td>4</td>
</tr>
<tr>
<td>Conducting Individual Review: your individual process to write your review including research and analysis</td>
<td>3</td>
</tr>
<tr>
<td>Team Collaboration: how you work with your colleagues and share resources, e.g., sharing templates</td>
<td>2</td>
</tr>
<tr>
<td>Work Arouneds: creative solutions to accomplish your work, i.e., pdf to excel for tables, linking OneNote to Outlook</td>
<td>2</td>
</tr>
<tr>
<td>Recall Issues: when you cannot remember where something is in a document or where you left off</td>
<td>1</td>
</tr>
<tr>
<td>Writing Process: how you write your review, i.e., rewording statements, proofing</td>
<td>1</td>
</tr>
<tr>
<td>Communication with Sponsor: creating and sending information to the Sponsor</td>
<td>1</td>
</tr>
<tr>
<td>Meeting Preparation: how you prepare for meetings</td>
<td>1</td>
</tr>
<tr>
<td>Creating External Deliverables: developing and collaborating on the documents to send to a sponsor, i.e., placing your hold or non-hold comments</td>
<td>0</td>
</tr>
<tr>
<td>Technical Issues: when an application does not work, i.e., when copy and paste fails</td>
<td>0</td>
</tr>
<tr>
<td>Workflow: how you do things, i.e., coordinating meetings, analysing sponsor data</td>
<td>0</td>
</tr>
</tbody>
</table>

5. Discussion

The findings provided us with a fresh perspective for supporting the IND review process. Being able to observe daily IND tasks first-hand, enabled us to better appreciate how the work happens and establish design requirements that we likely would not have made using traditional qualitative methods alone. Notable shortcomings and strengths can be addressed in a follow-on project. The bulk of these shortcomings directly impact review team members by causing repetition, being time-consuming, and tedious. These shortcomings can be categorized as individual tasks, collaborative work, information retrieval, data extraction, proofing, and cross-checking documents. Most notably, reviewers often needed to search, compare, transfer, consolidate and reference multiple documents while writing safety reports yet existing software required them to perform extensive workarounds to complete these tasks. Strengths included a culture of knowledge sharing and building upon established user consensus. For example, reviewers shared physical items such as templates and other general knowledge to assist others with finding documents. Software could be developed to address these shortcomings and promote these strengths.

The key findings from our user research sessions are as follows:

5.1. Information retrieval and interruptions were problematic during individual and group tasks.

Information retrieval was voted as the most important priority during our affinity ranking survey (4 out of 5 respondents). FDA’s Document Archiving Reporting and Regulatory Tracking System (DARRTS) had numerous shortcomings, including slow response times when searching, limited filtering capabilities, and being unable to handle typos. Information was archived and not available in DARRTS required tracking down prior reviewers who may no longer be working in the same department and/or request paper documents. A CR stated that “DARRTS is too difficult to identify team members” and instead relied on search capabilities within her Outlook email. A CR expressed frustration after missing a digit when searching for an IND. An NCR blamed herself for these difficulties and told us that "I am new here" and that "I do not even know how to search" despite her being a reviewer for over three years. Significant breakdowns occurred in our flow models that highlighted the importance of information retrieval. These breakdowns focused on review team
members being unable to find information related to IND assignments within DARRTS, SharePoint and Mercado for information such as team assignments, sponsor documents and text content within documents. In our flow models, CRs failed to find documents in DARRTS. Team collaboration was impacted by legacy software limitations and interruptions. Notably, certain steps in the review process were contingent on document edits; however, there was no fool-proof way to keep track of when edits occurred. Each review team member was responsible for adding comments to a hold/non-hold letter on Microsoft SharePoint 2010; however, only one person could edit the document at a time. RPMs had to first remember to enable tracked-changes before inviting reviewers to edit and then follow-up with them separately via email to confirm that they had finished editing the letter. In our flow model, we noted that this process breaks down when team members forget to enable tracked-changes within Microsoft Word. Interruptions further impacted individual tasks. Each review team member (NCR, CR, RPM) was assigned several existing IND applications. In our flow model (Figure 5), incoming emails, requests for in-person meetings often interrupt important CR writing, and research tasks. A CR marked a sentence in bold to indicate a sentence to resume work in anticipation of being pulled away. An NCR only had alerts on for emails from her superiors to help maintain her focus. Additionally, we observed reviewers using paper checklists and Microsoft OneNote checklists to keep track of specific tasks. Improved support for information retrieval and resuming tasks would benefit most review team members. For example, showing a history of recent spreadsheet changes (Asuncion, 2011) could help reviewers to recall next steps from a previous work session. Introducing Microsoft SharePoint Online and Microsoft Teams could provide reviewers with tracked change support while also enabling real-time collaborative editing to better determine when team members have finished editing specific documents sections. Information retrieval services could index documents based on common search queries.

5.2. Individual review team members reported that data extraction, proofing, and checking for omissions were the most time-consuming and tedious for them.

Information retrieval issues further hampered efforts to compare documents when checking for omissions. A CR from Group #3 needed to check whether a euthanized animal subject was mentioned in four separate sponsor documents. Her search for the word “euthanized” failed because the PDF viewer only matched exact keywords. The synonym “terminated” was not matched. Instead she had to read several pages of text to find the animal’s subject number. Basic copy & paste operations often failed between PDF and Word documents. Tables and other copied PDF content was transferred as raw text within Word. In three of our flow models, review team members had to stop what they were doing and recreate content from scratch before continuing. For example, an RPM copied and pasted a phone number from a PDF to paste into OneNote. The phone number appeared as symbols causing the RPM to type the number by hand. As a workaround, one NCR worked exported an entire PDF document to Excel and copying the specific tabular data that she needed. She told us that this approach only had a “50/50 chance” of working. To make matters worse, Microsoft Word often presented incorrect autocorrection suggestions after pasting. An NCR told us that “proofing” was her “most tedious task”.

Information consolidation and referencing tasks were similarly time-consuming and difficult due to the nature and length of the documents involved. Not having an easy way to keep track of references increases the risk of misrepresenting the FDA’s position and decisions when writing emails and reports. The entire review team needed to carefully review any IND sponsor's content when copying and pasting to avoid simple typographical errors. For example, a noted flow model breakdown occurred when an RPM began a scheduling email by copying and pasting a sponsor's paragraph. She would have sent the wrong information had she not caught a mistake and replaced a “type A” meeting with a “type B” meeting. Indexing related words between documents could streamline the search for omissions between documents. Introducing the ability to paste screenshots of tables and equations could preserve formatting while transferring content between documents. Similarly, text could be pasted with formatting metadata that include a reference to the source document for keeping track of non-edited and edited content.

5.3. Existing review teams excel at knowledge sharing.

Individual reviewers were comfortable asking for help in their work environment from both colleagues and superiors. In our semi-structure interviews, participants regarded colleagues and supervisors as the best information resources. All review team members indicated that they were comfortable asking for help both in person and via email, depending on the situation or severity of the question or issue. The same was true during our sessions with individual reviewers and RPMs. In Figure 3, an NCR failed to find a document in DARRTS but succeeded after asking a team leader for help. RPMs shared resources such as email templates and acronym lists. Individual office mates shared productivity tips and Word templates. Introducing a knowledge-sharing platform such as Microsoft Teams or Slack could help to cultivate the FDA’s knowledge-sharing culture further. For example, review team members could ask questions and receive answers from review team members with similar specializations and provide informal mentoring. FDA is currently acquiring and implementing Microsoft Teams, which could further improve the knowledge sharing capabilities.

5.4. Existing software, while not perfect, supports a broad range of needs across roles.

To date, a top-down enterprise-level adoption of tools such as DARRTS has resulted in a “one-size-fits-some” scenario where reviewers often must develop elaborate workarounds to accomplish daily tasks. For example, a CR searched Outlook for emails to find past IND information instead of internally searching through DARRTS. An RPM used the signature feature in Outlook as templates for starting emails. Electronic and paper notepads were used to assist with recalling information that was not available within the software. For example, a CR used a paper notepad to keep track of tasks related to individual INDs that she needed to complete.
The most popular software among reviewers were DARRTS, GS Review, and Microsoft Word. In our semi-structured interviews, NCRs and CRs indicated that they most often used DARRTS and GS Review; however, the software was often slow and unstable. In one case, DARRTS froze for more than 30 seconds and crashed altogether during another user research session. We consistently received requests for improved information retrieval for clinical summaries.

By contrast, the most popular software among RPMs was Outlook. RPMs used Outlook for emails and scheduling with shared calendars, SharePoint folders, and utilizing add-ins such as Cisco WebEx and Microsoft OneNote. In our affinity ranking survey, respondents indicated that information retrieval and conducting the individual review were the most important to them during the review process.

Introducing FDA-specific services and plugins could help to achieve these daily requirements while continuing to use existing software. For example, sharing search index results across DARRTS and Outlook would enable reviewers to retrieve the same search results on either platform. Email templates could be made available using a Microsoft Outlook Add-in when starting emails. Introducing Customer Relationship Management (CRM) could support role-specific needs such as accessing and annotating sponsor documents, scheduling meetings between IND applications. Multiple desktops could be used for saving and restoring workspace state. For example, reviewers could use Amazon WorkSpaces to manage all documents and browser windows associated with a given IND application.

5.5. Future work

In the future, we would like to include additional review team members for identifying a broader set of everyday needs at the FDA. Time and resource constraints limited our enrollment to twenty rotating members of DP team members. As a next step, we plan to apply Contextual Design (Beyer & Holtzblatt, 1998) for addressing multiple-document search, transfer, compare, consolidate and reference needs among review team members.

6. Conclusion

In this study, we conducted a mixed-methods study with review team members from the FDA CDER DP to investigate how work gets done during FDA’s IND review process. We conducted a Contextual Inquiry (CI), semi-structured interviews, and affinity ranking survey. The results highlighted several important design challenges. Individual reviewers needed to search, transfer, compare, consolidate and reference content between multiple documents while writing safety reports yet existing software required extensive workarounds to complete these tasks. Existing knowledge sharing behaviors important for the IND review process yet are not formally supported by existing software.
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### Historical information retrieval

<table>
<thead>
<tr>
<th>Past studies</th>
<th>Past meetings</th>
</tr>
</thead>
<tbody>
<tr>
<td>(sponsor) they have stop criteria for each cohort</td>
<td>“we had a pre-IND meeting with them”</td>
</tr>
<tr>
<td>“product is off market” unable to reference during meeting</td>
<td>“Who was PM from before?”</td>
</tr>
<tr>
<td>“who is the patient population?”</td>
<td>Refers to 2018 pre-IND meeting</td>
</tr>
<tr>
<td>Similar to current drug but not really</td>
<td>Could not refer to commercial product during timeframe</td>
</tr>
<tr>
<td>“most common reactions were...” CR</td>
<td>It is not clear how to find decisions from past meetings</td>
</tr>
<tr>
<td>“In European study adverse events were...” hard to compare with study findings</td>
<td>How will next group of reviewers know to look at long term reccs</td>
</tr>
<tr>
<td>“I was the reviewer on a similar drug”</td>
<td>History of important conversations is not documented</td>
</tr>
<tr>
<td>“how was the p/t to past studies”</td>
<td>“I thought we told them during a previous meeting”</td>
</tr>
<tr>
<td>“what is the study protocol?” (New Zealand study)</td>
<td>Refer to opiod guidance at Pre-IND</td>
</tr>
<tr>
<td>How to compare animal and human studies?</td>
<td></td>
</tr>
<tr>
<td>Questions about precedence studies</td>
<td></td>
</tr>
<tr>
<td>Chemistry communicates with pharnmex for justification</td>
<td></td>
</tr>
<tr>
<td>“no data for pediatrics patients” CR</td>
<td></td>
</tr>
<tr>
<td>“you guys want to see more [studies]” CR</td>
<td></td>
</tr>
<tr>
<td>Precedence to past drugs</td>
<td></td>
</tr>
</tbody>
</table>

### Documentation

<table>
<thead>
<tr>
<th>Storage</th>
<th>Formatting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Email reviews</td>
<td>Word format NCR</td>
</tr>
<tr>
<td>Letter to delay in SharePoint</td>
<td>OCP skipped most of his presentation for table</td>
</tr>
<tr>
<td>PM couldn’t find document from day before</td>
<td>Safety margins table brought up questions</td>
</tr>
<tr>
<td>Materials provided via SharePoint</td>
<td>OCP word template w/ autobox</td>
</tr>
<tr>
<td>Opening topic specific word docs</td>
<td>Templates tweaked every 6-8 weeks</td>
</tr>
<tr>
<td>“you responded and said put it in” “no, it was sent days ago”</td>
<td>All reviews created in word</td>
</tr>
<tr>
<td></td>
<td>Used template for 2 page document</td>
</tr>
<tr>
<td></td>
<td>First/last name in upper left corner OCP</td>
</tr>
<tr>
<td></td>
<td>Sometimes the template changes</td>
</tr>
<tr>
<td>“IND Quality” PDF format (chemistry)</td>
<td>Conversation on non-hold meeting cancellation new rules</td>
</tr>
</tbody>
</table>

### Presentation

<table>
<thead>
<tr>
<th>Offline</th>
<th>Real time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Remote</td>
<td>In-person</td>
</tr>
<tr>
<td>PM checks Outlook calendar event with a template</td>
<td>“Let me bring up chemistry” –PM</td>
</tr>
<tr>
<td>Shares laptop via projector</td>
<td>Scrollling too slow</td>
</tr>
<tr>
<td>Checks Outlook calendar</td>
<td>Controlling presentation for absent people</td>
</tr>
<tr>
<td>Everyone can see PM’s personal email</td>
<td>“I will not be calling this morning” PM’s email</td>
</tr>
<tr>
<td>Absent chemist, PM reads remarks</td>
<td>Chemistry presenter absent</td>
</tr>
<tr>
<td>PM could not find CR review</td>
<td>Shares laptop screen via Webex</td>
</tr>
<tr>
<td>“I sent it two days ago” – CR</td>
<td>“Nobody else on Webex?” (PM attendance)</td>
</tr>
</tbody>
</table>

### Creating external deliverables

<table>
<thead>
<tr>
<th>Future concerns (process related)</th>
<th>Expert concerns</th>
<th>No hold actions</th>
</tr>
</thead>
<tbody>
<tr>
<td>“we do not want to put a hold on this study if we put a hold on another study”</td>
<td>“can be abused”</td>
<td>“did not have any hold comments” CR</td>
</tr>
<tr>
<td>Future differences between IND approval + future NDA</td>
<td>“it’s a puzzle” referring to mechanism</td>
<td>Collaborative non-hold comments</td>
</tr>
<tr>
<td>“can we refuse to file?” – future NDA</td>
<td>“tria drug looks pretty nice”</td>
<td>Add non-hold comments to letter and let me know when you are done</td>
</tr>
<tr>
<td>What is “upscheduled” w/ drugs?</td>
<td>“hard to follow study”</td>
<td>OCP non-hold comment, fill in P/T tables</td>
</tr>
<tr>
<td>“if non-clinical is ok with it, were ok with it” “we know what we were looking for. We know we need a heart monitor”</td>
<td>“range drug not really”</td>
<td>CR has 3 non-hold comments</td>
</tr>
<tr>
<td>Long term recommendations are not documented</td>
<td>“obviously we should monitor the dosing”</td>
<td>“regular request for them (sponsor) to fill out OCP table”</td>
</tr>
<tr>
<td>“IND Quality” PDF format (chemistry)</td>
<td>“Pathologist requested ‘non adverse to drug’”</td>
<td>Add non-hold comments to disc in SharePoint</td>
</tr>
<tr>
<td>Conversation on non-hold meeting cancellation new rules</td>
<td>“.What is going to write non-hold”</td>
<td>“recommend that they exclude patients with heart issues and diabetes”</td>
</tr>
</tbody>
</table>

### Task delegation

<table>
<thead>
<tr>
<th>Offline</th>
<th>Real time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Remote</td>
<td>In-person</td>
</tr>
<tr>
<td>PM checks Outlook calendar event with a template</td>
<td>“letter should go out Dec 24”</td>
</tr>
<tr>
<td>Shares laptop via projector</td>
<td>“Who is going to write non-hold”</td>
</tr>
<tr>
<td>Checks Outlook calendar</td>
<td>Identify one person to write non-hold</td>
</tr>
<tr>
<td>Everyone can see PM’s personal email</td>
<td>“we will follow up”</td>
</tr>
<tr>
<td>Absent chemist, PM reads remarks</td>
<td>PM asks CR to scroll down</td>
</tr>
<tr>
<td>PM could not find CR review</td>
<td>Remote caller on the line</td>
</tr>
<tr>
<td>“I sent it two days ago” – CR</td>
<td>“I will not be calling in this morning” PM’s email</td>
</tr>
</tbody>
</table>
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Abstract

Deep learning architectures have an extremely high-capacity for modeling complex data in a wide variety of domains. However, these architectures have been limited in their ability to support complex prediction problems using insurance claims data, such as readmission at 30 days, mainly due to data sparsity issue. Consequently, classical machine learning methods, especially those that embed domain knowledge in handcrafted features, are often on par with, and sometimes outperform, deep learning approaches. In this paper, we illustrate how the potential of deep learning can be achieved by blending domain knowledge within deep learning architectures to predict adverse events at hospital discharge, including readmissions. More specifically, we introduce a learning architecture that fuses a representation of patient data computed by a self-attention based recurrent neural network, with clinically relevant features. We conduct extensive experiments on a large claims dataset and show that the blended method outperforms the standard machine learning approaches.

Introduction

The digitization of health data has sparked artificial intelligence (AI) researchers to develop novel computational methods for various tasks, including the sequential prediction of clinically meaningful events, such as hospital readmissions and death. Initially, these methods were based on classical machine learning techniques, ranging from simple parametric regression to more complex non-parametric models, such as decision trees and rule learning techniques. Yet classical models are limited in their representative capacity and make certain assumptions about the data distribution (e.g., linearity assumptions) that do not always hold true. As such, deep learning architectures, including convolutional neural networks, recurrent neural networks, and, more recently, attention schemes have illustrated better performance potential for a variety of clinical prediction problems. We refer the reader to a recent review by Cao and colleagues for a comprehensive survey on this topic.

With respect to the readmission prediction problem, there have been several studies illustrating the potential for deep learning. First, a 30-day readmission prediction for patients with congestive heart failure (CHF) was achieved through the novel TopicRNN architecture, which combines global and local context. Though the performance was modest (AUC in the 0.60 – 0.65 range), this architecture outperformed state-of-the-art recurrent neural architectures, including RETAIN algorithm. More recently, predictive performance was improved to over 0.70 AUC for CHF patients through a cost-sensitive formulation of a long short-term memory model that incorporates expert features and contextual embedding of clinical concepts.

Despite its potential, deep learning has been limited in its adoption by the healthcare community and specifically when applied to electronic health records (EHR) and claims data. As summarized by Wang and colleagues, while deep learning architectures have achieved success in the medical imaging domain, it has been more challenging to translate into solutions for EHR and claims data. The lack of translation stems from a number of factors, including those instigated by the data itself, such as high feature heterogeneity (e.g., a combination of discrete, continuous, and categorical features) and variability in quality, and those instigated by modeling (e.g., interpretability of learned...
features and their weights). Moreover, many healthcare organizations are wary of the generalizability of the resulting models, a concern driven by challenges in semantic interoperability when these models are applied beyond the context in which they are initially trained. As an illustration of the challenge, it was recently shown that deep learning approaches were unable to outperform conventional methods in hospital readmission prediction\textsuperscript{8}. More specifically, when only insurance claims data is available, Lasso regression appears to achieve readmission prediction performance that is comparable to deep neural network architectures\textsuperscript{9,10}.

As a consequence, though classical machine models may be suboptimal to their deep learning descendants, the former can perform well given the limited and sparse nature of medical data — especially when significant effort is applied to handcraft the features that represent domain-specific knowledge. These classical approaches also benefit from better alignment with current medical knowledge and, thus, are more readily interpretable to end users. Based on these observations, the AI community leadership has warned the community about the negative consequences that could transpire from overuse of deep approaches that tend to be less generalizable while being more difficult to interpret when more conventional rule learning methods could be applied\textsuperscript{11}.

In this paper, we illustrate that blending knowledge into deep learning frameworks can improve adverse event prediction at hospital discharge, including readmission and mortality. Specifically, we introduce a prediction method for such events from claims data that integrates 1) deep recurrent models, which capture complex temporal partners in patient data, with 2) knowledge-driven approaches, which capture medically relevant aspects of patient states. We demonstrate experimentally the benefits of this symbiosis between these data driven and knowledge driven modeling approaches. We applied this approach on a large medical claims data set, thus providing models that can be used by health organizations wishing to improve quality scores and reduce potential revenue losses resulting from these adverse events.

![Cohort construction description](image)

**Figure 1:** Cohort construction description: (a) shows the detailed steps for creating the index and target events and (b) shows the various scenarios to consider while resolving consecutive claim periods towards an index event.

**Methods**

**Data and Study Setting**

In this section, we start by describing our study setting. We primarily focused on prediction of unplanned readmission and mortality 30 days from discharge from a large scale claims dataset spanning millions of patients. Unplanned readmissions are undesirable events that can lead to increased healthcare costs and poorer health outcomes for patients. For this study, from the claims dataset we constructed the cohort by extracting the selected patients and identifying the prediction target events for 30-day unplanned readmission and also 30-day post discharge mortality. To do so, we first identify and define an index event from which we predict risk of each outcome as the discharge date from an inpatient admission. We begin with all claims for patients continuously enrolled for at least 12 months prior to an index event.
Table 1: Descriptive statistics for the cohorts assembled for this study.

<table>
<thead>
<tr>
<th>Final Cohort (2011)</th>
<th>Total beneficiaries: 220,093</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>RACE</strong></td>
<td>Unknown</td>
</tr>
<tr>
<td><strong>Counts</strong></td>
<td>255</td>
</tr>
<tr>
<td><strong>Percentage</strong></td>
<td>0.12%</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td>Male</td>
</tr>
<tr>
<td><strong>Counts</strong></td>
<td>91,039</td>
</tr>
<tr>
<td><strong>Percentage</strong></td>
<td>41.52%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Age Range</th>
<th>Unknown</th>
<th>&lt;65</th>
<th>65~69</th>
<th>70~74</th>
<th>75~79</th>
<th>80~84</th>
<th>&gt;85</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Counts</strong></td>
<td>7,602</td>
<td>0</td>
<td>39,843</td>
<td>43,374</td>
<td>42,735</td>
<td>42,154</td>
<td>44,385</td>
<td>220,093</td>
</tr>
<tr>
<td><strong>Percentage</strong></td>
<td>3.45%</td>
<td>0.00%</td>
<td>18.10%</td>
<td>19.71%</td>
<td>19.42%</td>
<td>19.15%</td>
<td>20.17%</td>
<td>220,093</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>30-day Readmission (2011)</th>
<th>Total beneficiaries: 33,236</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>RACE</strong></td>
<td>Unknown</td>
</tr>
<tr>
<td><strong>Counts</strong></td>
<td>47</td>
</tr>
<tr>
<td><strong>Percentage</strong></td>
<td>0.14%</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td>Male</td>
</tr>
<tr>
<td><strong>Counts</strong></td>
<td>14,225</td>
</tr>
<tr>
<td><strong>Percentage</strong></td>
<td>42.80%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Age Range</th>
<th>Unknown</th>
<th>&lt;65</th>
<th>65~69</th>
<th>70~74</th>
<th>75~79</th>
<th>80~84</th>
<th>&gt;85</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Counts</strong></td>
<td>1,268</td>
<td>0</td>
<td>5,390</td>
<td>6,235</td>
<td>6,520</td>
<td>6,764</td>
<td>7,041</td>
<td>33,236</td>
</tr>
<tr>
<td><strong>Percentage</strong></td>
<td>3.82%</td>
<td>0.00%</td>
<td>16.22%</td>
<td>18.81%</td>
<td>19.62%</td>
<td>20.35%</td>
<td>21.18%</td>
<td>33,236</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Unplanned 30-day readmission (2011)</th>
<th>Total beneficiaries: 18,329</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>RACE</strong></td>
<td>Unknown</td>
</tr>
<tr>
<td><strong>Counts</strong></td>
<td>28</td>
</tr>
<tr>
<td><strong>Percentage</strong></td>
<td>0.15%</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td>Male</td>
</tr>
<tr>
<td><strong>Counts</strong></td>
<td>7,976</td>
</tr>
<tr>
<td><strong>Percentage</strong></td>
<td>43.52%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Age Range</th>
<th>Unknown</th>
<th>&lt;65</th>
<th>65~69</th>
<th>70~74</th>
<th>75~79</th>
<th>80~84</th>
<th>&gt;85</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Counts</strong></td>
<td>881</td>
<td>0</td>
<td>3,220</td>
<td>3,089</td>
<td>3,083</td>
<td>3,124</td>
<td>3,422</td>
<td>18,329</td>
</tr>
<tr>
<td><strong>Percentage</strong></td>
<td>4.72%</td>
<td>0.00%</td>
<td>17.57%</td>
<td>19.85%</td>
<td>19.85%</td>
<td>20.32%</td>
<td>18.67%</td>
<td>18,329</td>
</tr>
</tbody>
</table>

and for at least 30 days following discharge. Claims identified as index events must satisfy the following criteria:

- admissions must be for short stays requiring acute care.
- age of patient (except those who are eligible based due to end stage renal disease) at admission must be ≥ 65.
- patient must not expire during the inpatient stay. Note that these claims are not considered as index events but can be used to predict unexpected mortality if the previous index event was within 30 days of the death.
- patient must not have been transferred to another acute care hospital at discharge – in this case we examine the last claim in a series of one or more transfers as a possible index event.

These criteria are mainly driven by the guidelines outlined by Horowitz and colleagues for general cohort selection. After identifying the index events, we extract eligible target events (unplanned readmissions and mortality) within 30 days of each index event. Figure 1a illustrates the cohort construction process. Another important step pertains to resolving continuous periods of claims as a single claim. Figure 1b illustrates various scenarios that can arise when matching index events with readmissions. Scenario 1 shows a readmission that satisfies the 30-day readmission criteria whereas scenario 2, depicts a readmission outside the 30-day period and thus not considered to be a target event. Furthermore, we define a readmission in reference to an initial inpatient claim, such that only the first readmission within 30 days is considered as a target event. Scenario 3 shows a sequence of admissions where the second admission is considered to be a readmission for the first admission. The third admission is considered to be a readmission for the second admission only, in spite of occurring within 30 days of the first admission. It is to be noted, that all admissions including readmissions can qualify as index events if these meet the criteria for index event selection described earlier. Scenario 4 shows how we combine the transfers as a single event.

**Defining the Target events:** To define unplanned readmission, we first identified admissions that were considered planned. Any readmission, that was not planned or an acute event, was designated as unplanned. Planned readmissions are defined using a pre-specified list of procedure codes, or diagnostic codes for maintenance chemotherapy or rehabilitation. The list of codes were based on existing literature (See Table 1 and Table 2). Even if planned proce-
dures occurred, readmissions for acute illness or for complications of care were not considered planned. The principal diagnostic code was used to identify such admissions. As a secondary target to evaluate our models, we defined unexpected 30-day mortality target. To find unexpected mortality, from each index claims, we identified patients who were dead within 30 days after discharge from an index admission based on the denominator table. We excluded patients who left the hospital against medical advice and died expired within 30 days of those discharge. We also excluded patients who expired after getting admitted to hospice. While the first criteria is standard and used by agencies such as the Centers for Medicare and Medicaid Services (CMS), the second criteria was included as patients in hospice care follows quite different patterns of care. Counts for the selected events are shown in Table 1.

**Model Description**

Claims data are typically multi-modal. Such data sets are also very high-dimensional and sparse. In addition, the historical data for each index admission is of varying temporal length. Our data set covers diagnosis, procedures, and demographic information.

In practice, methods such as LACE scores have been used to score the probability of unplanned readmissions. The LACE index is computed using four dimensions to predict the risk of mortality or non-elective readmission 30 days after discharge. These variables are: length of stay (L), acuity of the admission (A), comorbidity of the patient (C), and emergency department visits (E) in the past 6 months from the index event. Using these, a 19 point scale is derived which can then be used to define the risk. While LACE provides a very interpretable and easy-to-use method to compute risks, it doesn’t take into account the temporal information of patients from many different data sources.

**Figure 2: Blending domain knowledge into Deep Recurrent Neural Networks.** Left (blue) box shows a self-attention based RNN that processes longitudinal inpatient claims data. The sparse data is embedded to a lower compact dimension using a Linear Embedding or Med2Vec layer. Healthcare domain-specific features (yellow) are next ingested into the model using either (a) early fusion or (b) late fusion strategy (Green box, right). In early fusion, domain-specific features are concatenated with representations from the RNN and the final model output is obtained using a deep feed-forward network. In late fusion, the domain features are transformed using a deep feed-forward network whose output is concatenated with representations from the RNN to a single shallow layer to generate model outputs.

**RNNs to model longitudinal claims data:** To effectively model the longitudinal claims data, we built a Recurrent Neural Network (RNN) model that ingests the temporal history of the patients and produces a risk score for the relevant target as its prediction. The architecture of the RNN is shown on the left side of Figure 2 (blue box) which we term as the data-driven model. The following is a list of three salient aspects of this RNN data-driven model.

- To account for the high dimensionality of patient records, we group together diagnosis and procedures using Clinical Classification Software (CCS) categories at their lowest level. Using this transformation we are left with more than 400 features at every time point which are one-hot encoded.
• Our dataset is highly sparse and high dimensional - to effectively model this dataset we apply an embedding layer to transform the raw one-hot encoded features at each time point to a compact representation.
• Finally, we feed the embedded vector to an RNN with self-attention to process the longitudinal temporal data.

There has been significant amount of work in literature in finding effective embedding strategies that are applicable to health data. Med2Vec\textsuperscript{13} is one such method that is generally applicable. It fits a shallow network that aims to discover vector representations that are consistent between visits, while accounting for the apparent lack of order between features in a single visit. As an alternative mechanism we also fit a 1-layer feed-forward network to produce compact representations of the input data. While we experimented with different RNN architectures, we settled on a Gated Recurrent Unit (GRU) as our base RNN based on its performance. While such models have been successfully applied to computational health modeling scenarios\textsuperscript{11}, it has recently been observed that adding an attention layer can significantly improve the performance of such deep networks.

Formally, let us denote the medical history of the \(n^{th}\) patient (where \(n \in 1, \ldots, N\)) by \(X^n = \{X_1^n, X_2^n, \ldots, X_T^n\}\), where \(T^n\) is the total number of observed time points for patient \(n\) and \(X_t^n \in \mathbb{R}^M\) represents the observed features. For the sake of simplicity, we drop the superscript \(n\) in the rest of this paper. Input data \(X_t\) at each time point \(t\) is ingested by this RNN architecture (see Figure 2), starting with several layers, to produce an embedding vector \(e_t\) using either Med2Vec or a feed-forward network as \(e_t = W_e c_t + b_e\). This information is combined with information from historical data points represented as a hidden vector \(h_t\) as \(h_{t+1} = GRU(e_t, h_t)\). Finally, we use self-attention\textsuperscript{13} to combine all the hidden states \(H = \{h_0, h_1, \ldots, h_T\}\) and produce the final output \(y_t\) as the prediction for the relevant problem (readmission/mortality) as:

\[
a_t = \text{Softmax}(\frac{h_T^T H}{\sqrt{|H|}}) H; \quad a_t = a_t \cdot H \quad (1) \quad y_t = \text{Sigmoid}(W_o a_T + b_o) \quad (2)
\]

We performed experiments that included, as well as neglected, outpatient claims. We observed that such claims had minimal influence on model performance and were excluded from further investigation.

**Availability of domain knowledge**: Deep learning models, such as the one described above, are non-parametric and have a high capacity to model various complicated concepts in observational data. However, in limited and sparse data settings, such as that encountered in medical data, classical methods can perform well - especially when significant effort has been applied to handcraft the features. These features are quite beneficial to end users consuming the outputs of such predictions as they are readily interpretable and transparent. In fact, it was recently reported that deep learning approaches are unable to outperform such conventional methods to predict hospital readmissions\textsuperscript{8}. It should be noted that in well studied problems, such as readmission prediction, there is a significant literature about how to construct such feature\textsuperscript{12} As such, we hypothesize that we can improve the predictive performance of deep learning models - even under such data sparsity situations - by blending such features into deep learning models. To this effect, we constructed several features from domain knowledge as listed in Table 2a. These features were identified from literature and verified by subject matter experts. They are categorized along four groups: (a) Comorbidity, (b) Clinical, (c) Demographic, and (d) Others. The latter category tracks facility and discharge disposition information that we used to derive discharge related actionable insights. A special class of the features constructed from Clinical data elements are hospital acquired conditions (HAC) or presence of hospital acquired complications during index admission. HAC are undesirable events and can be indicative of future complications. The full list of HAC is shown in Table 2b which we constructed by leveraging the HAC as published by CMS.

**Blending domain knowledge in an RNN**: To effectively use such domain knowledge directly in our deep learning architecture we fuse this knowledge with the RNN output as shown on the right side of Figure 2 in the green box. We refer to this as the Fusion layer and design two strategies to blend this information: (a) Early fusion and (b) Late fusion. In early fusion, we concatenate the domain features \(z\) and learned data representations \(o_T\) from Equation 1 and feed into a multi-layered feed forward network. By contrast, in late fusion we learn a representation of the domain knowledge by feeding it into a multi-layered feed-forward network and concatenate the data and knowledge representations. Finally, the output from each respective strategy is fed into an output prediction layers (Figure 2 pink box) as described in equation 2. Formally this can be defined as follows:

\[
\text{Early Fusion: } \hat{o}_T = \text{MLP}([o_T; z]) \quad \text{Late Fusion: } \hat{o}_T = [o_T; \text{MLP}(z)] \quad (3)
\]
Table 2: Features used: List of knowledge driven features (left) list of hospital acquired conditions (right)

<table>
<thead>
<tr>
<th>Category</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comorbidity</td>
<td>DX &amp; PROC Categorization, Charlson Comorbidity Index</td>
</tr>
<tr>
<td></td>
<td>Length of Stay (index admission)</td>
</tr>
<tr>
<td></td>
<td>Number of Inpatient Admissions during Previous 12 Months</td>
</tr>
<tr>
<td></td>
<td>Number of Outpatient Visits during Previous 12 Months</td>
</tr>
<tr>
<td></td>
<td>Type of Index Admission</td>
</tr>
<tr>
<td></td>
<td>Admission Source</td>
</tr>
<tr>
<td></td>
<td>Discharge Disposition</td>
</tr>
<tr>
<td></td>
<td>List of Hospital Acquired Complications During Index Admission</td>
</tr>
<tr>
<td></td>
<td>Diagnosis Related Group</td>
</tr>
<tr>
<td></td>
<td>Number of DX Codes on a Claim</td>
</tr>
<tr>
<td>Clinical</td>
<td>Age Group</td>
</tr>
<tr>
<td></td>
<td>Gender</td>
</tr>
<tr>
<td></td>
<td>Race Codes</td>
</tr>
<tr>
<td></td>
<td>Dual Eligibility</td>
</tr>
<tr>
<td></td>
<td>Reason for Medicare Eligibility</td>
</tr>
<tr>
<td>Demographic</td>
<td>Facility ID</td>
</tr>
<tr>
<td>Others</td>
<td>Knowledge derived Features</td>
</tr>
</tbody>
</table>

Table 3: Comparison of model performance (w/ linear embedding vs. med2vec) for prediction of two adverse events at hospital discharge (a) unplanned readmission and (b) unexpected mortality. Uncertainty based on top 10 models.

(b) Hospital acquired conditions

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>With Linear Emb</th>
<th>With Med2Vec</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUC</td>
<td>Recall</td>
<td>AUC</td>
</tr>
<tr>
<td>LR</td>
<td>0.628 (±0.004)</td>
<td>0.647</td>
</tr>
<tr>
<td>RF</td>
<td>0.600 (±0.008)</td>
<td>0.712</td>
</tr>
<tr>
<td>HistGBT</td>
<td>0.558 (±0.003)</td>
<td>0.218</td>
</tr>
<tr>
<td>Early Fusion</td>
<td>0.678 (±0.004)</td>
<td>0.549</td>
</tr>
<tr>
<td>Late Fusion</td>
<td>0.676 (±0.005)</td>
<td>0.51</td>
</tr>
</tbody>
</table>

Baselines: We evaluated our models against 30-day readmission prediction and, another closely related task, 30-day unexpected mortality. We split the dataset, stratified by number of events (e.g., readmission episodes) for a patient, for each of the problems randomly into training (70%), validation (15%), calibration (5%), and test folds (10%). The stratification ensured that the complete history of a patient belonged to only one data subset. We evaluated both classical models (Logistic Regression, Random Forest, and Histogram-based Gradient Boosting Tree) as well as our proposed methods, henceforth referred to as ‘Early’ and ‘Late’ fusion. As the dataset is highly sparse, we compared models under both linear and med2vec embedding strategies. The tasks are also highly unbalanced (See Table 2) such that failing to predict a true positive event may have a higher burden than over-predicting. To account for this aspect, we used state-of-the-art techniques such as SMOOTH for classical models. For deep models, we used a weighted loss between positives and negatives allowing us to penalize false negatives higher than false positives. While this is a standard setting for unbalanced data problems, for clinical tasks such as readmission predictions the final score from a predictive model is usually desirable to correlate with the probability of the event (so that these can be used as risk scores). Thus, once the models were trained we applied Platt Scaling for classical models and temperature scaling for deep learning models on the calibration set to calibrate the score estimates from the models - this ensures that these scores have a probabilistic interpretation and 0.5 can be chosen as the threshold to declare presence/absence. Our choices were motivated by existing literature that found these choices to work well in practice.

Results

The deep learning models were implemented using ‘pytorch’, the classical models using ‘scikit-learn’, and were run on a cluster containing eight NVIDIA V100 GPUs. For each model, hyperparameter optimization was conducted using a grid search over a predefined grid and the hyperparameters were selected based on the model with the best performance on validation sets. All models were able to choose from the same set of features and the grid for the
hyperparameters were individually tuned for each model following best recommendations. For example, for our models we mainly chose between hidden size (8 – 128), number of layers (1 – 3), and batch size (8 – 128). For classical models, we also generated standard summary of temporal features such as mean and counts of features. We report the comparison of model performance on the hold-out test fold for readmission prediction in Table 3a. We report both area under the receiver operating characteristic curve (AUC) as a general metric and recall to evaluate the false-negative rate. Uncertainty around AUC based on the top 10 best fitted models is also reported. To ensure that model outputs can be mapped to probabilities, we always chose 0.5 as the threshold to calculate recall. We conducted initial experiments on readmission prediction problem where we compared a RNN only model (without any fusion) to the baselines. Our results were similar to where RNN models failed to outperform the baselines. Overall, for 30-day readmission prediction, the proposed deep models performed at acceptable (or slightly better) AUC values, ranging from 0.652 to 0.682, compared to reported numbers from literature on general readmission (not necessarily unplanned). We also notice that there was a performance gain with the deep learning models over classical machine learning models. For example, for the 30-day readmission prediction problem, the best performing deep learning model Early Fusion achieved an AUC of 0.682 and recall of 0.549 while the best performing conventional machine learning model is logistic regression with an AUC of 0.632 and recall of 0.647. It should be noted, that our proposed models were successfully tuned to achieve very high Recall-at-top-k (close to 1) at the expense of lower precision. We also observed that the deep learning models can be tuned more-readily to balance the trade-off between these metrics dependent on the performance indicators of interest such as AUC and Recall. For this study, we opted for models above an acceptable AUC threshold (e.g., 0.6 for 30-day readmission prediction) and higher recall to account for the rarity of the tasks.

As a secondary study, Table 3b reports on the same performance measures for 30-day unexpected mortality. The proposed models perform relatively well for this task, with the best AUC varying between 0.806 to 0.849 and recall ranging from 0.697 to 0.811 for the best models. It can be seen the deep learning models perform the best for this task as well with Early Fusion and Late Fusion achieving the top results.

Discussion

What did we learn from model selection - Does med2vec help Early or Late Fusion? We trained a suite of models and optimized for the hyperparameters to find the best validated version of each model. We performed a quasi-ablation study by selectively including and excluding different features such as outpatient claims and domain knowledge. Based on our experiments, it was found that the outpatient historical claims did not improve model performance when incorporating both inpatient claims and domain features. Also, we found that in general, the use of med2vec as a preprocessing technique did not improve the deep learning models but helped the classical models to attain better recall sometimes. We also found that ‘Early Fusion’ in general led to better performance over multiple problem setup than Late Fusion. This indicates the importance of learning non-trivial interaction components between domain knowledge and learned representations from longitudinal medical history of the patients. It should be noted that our modeling scenario is more restrictive in the sense that there is no overlap of patients between the different folds (such as in the training and in the test data sets).

What are the key drivers - is knowledge important? We evaluated the importance of knowledge by ascertaining their importance with respect to raw data features at a model level. However, due to the black-box nature of deep models, obtaining global importance is a non-trivial task. We obtained this in a post-hoc manner by conducting a study to identify globally important features using a logistic regression model (self-interpretable) as an explainer model. Tables 4a and 4b show the most important features identified at a global level for 30-day unplanned readmission prediction and 30 day unexpected mortality, respectively. It can be seen that many data-driven features, spanning both diagnosis and procedure codes, are identified as important. This highlights how critical it is to model the longitudinal medical history for a patient. However, we also found that domain knowledge features, such as Charlson comorbidity (for both readmission and mortality) and Length of stay (for mortality), are important measures. This highlights the importance of blending domain knowledge into our deep models.

Where does the model perform well - Personalized Model Performance Performance of clinical risk scores is typically reported at an aggregate level for an entire study population. However, patients in the population may vary significantly from one another (e.g., patients with vs. without cardiovascular disease; males vs. female; patients in
Table 4: Global Feature importance

(a) Readmission Prediction

<table>
<thead>
<tr>
<th>Category</th>
<th>CCS CATEGORY</th>
<th>Importance</th>
</tr>
</thead>
<tbody>
<tr>
<td>PROC</td>
<td>Hemodialysis</td>
<td>2.80549</td>
</tr>
<tr>
<td>ICD9</td>
<td>Deficiency and other anemia</td>
<td>1.98106</td>
</tr>
<tr>
<td>PROC</td>
<td>Blood transfusion</td>
<td>1.66835</td>
</tr>
<tr>
<td>PROC</td>
<td>Arthroplasty knee</td>
<td>-1.54134</td>
</tr>
<tr>
<td>ICD9</td>
<td>Acute cerebrovascular disease</td>
<td>-1.52745</td>
</tr>
<tr>
<td>ICD9</td>
<td>Secondary malignancies</td>
<td>-1.48642</td>
</tr>
<tr>
<td>ICD9</td>
<td>Transient cerebral ischemia</td>
<td>-1.48194</td>
</tr>
<tr>
<td>ICD9</td>
<td>Aortic; peripheral; and visceral artery aneurysms</td>
<td>-1.34200</td>
</tr>
<tr>
<td>ICD9</td>
<td>Other and ill-defined cerebrovascular disease</td>
<td>-1.21932</td>
</tr>
<tr>
<td>PROC</td>
<td>Insertion; revision; replacement; removal of cardiac pacemaker or cardioverter/defibrillator</td>
<td>-1.18553</td>
</tr>
<tr>
<td>PROC</td>
<td>Computerized axial tomography (CT) scan head</td>
<td>-1.13404</td>
</tr>
<tr>
<td>ICD9</td>
<td>Osteoarthritis</td>
<td>-1.11774</td>
</tr>
<tr>
<td>ICD9</td>
<td>Other non-epithelial cancer of skin</td>
<td>-1.06222</td>
</tr>
<tr>
<td>Domain</td>
<td>Charlson index</td>
<td>1.05767</td>
</tr>
<tr>
<td>PROC</td>
<td>Laminectomy; excision intervertebral disc</td>
<td>1.05620</td>
</tr>
<tr>
<td>ICD9</td>
<td>Other ear and sense organ disorders</td>
<td>-1.04940</td>
</tr>
<tr>
<td>PROC</td>
<td>Diagnostic cardiac catheterization; coronary arteriography</td>
<td>-1.03238</td>
</tr>
<tr>
<td>PROC</td>
<td>Electrogaphic cardiac monitoring</td>
<td>1.02820</td>
</tr>
<tr>
<td>ICD9</td>
<td>Malaise and fatigue</td>
<td>-1.01513</td>
</tr>
</tbody>
</table>

(b) Mortality Prediction

<table>
<thead>
<tr>
<th>Category</th>
<th>CCS Category</th>
<th>Importance</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICD9</td>
<td>Delirium, dementia, and amnestic and other cognitive disorder</td>
<td>0.046376</td>
</tr>
<tr>
<td>ICD9</td>
<td>Congestive heart failure; nonhypertensive</td>
<td>0.040182</td>
</tr>
<tr>
<td>ICD9</td>
<td>Respiratory failure; insufficiency; arrest</td>
<td>0.034240</td>
</tr>
<tr>
<td>ICD9</td>
<td>Residual codes; unclassified</td>
<td>0.033168</td>
</tr>
<tr>
<td>Domain</td>
<td>Charlson Index</td>
<td>0.031612</td>
</tr>
<tr>
<td>ICD9</td>
<td>Acute and unspecified renal failure</td>
<td>0.030669</td>
</tr>
<tr>
<td>ICD9</td>
<td>Deficiency and other anemia</td>
<td>0.027499</td>
</tr>
<tr>
<td>ICD9</td>
<td>Cardiac dysrhythmias</td>
<td>0.027440</td>
</tr>
<tr>
<td>ICD9</td>
<td>Disorders of lipid metabolism</td>
<td>0.026994</td>
</tr>
<tr>
<td>ICD9</td>
<td>Pneumonia (except that caused by tuberculosis)</td>
<td>0.026305</td>
</tr>
<tr>
<td>ICD9</td>
<td>Essential hypertension</td>
<td>0.025222</td>
</tr>
<tr>
<td>Domain</td>
<td>Length of stay</td>
<td>0.022936</td>
</tr>
<tr>
<td>ICD9</td>
<td>Nutritional deficiencies</td>
<td>0.022277</td>
</tr>
<tr>
<td>ICD9</td>
<td>Urinary tract infections</td>
<td>0.021677</td>
</tr>
<tr>
<td>ICD9</td>
<td>Chronic obstructive pulmonary disease and bronchiectasis</td>
<td>0.021063</td>
</tr>
<tr>
<td>ICD9</td>
<td>Other gastrointestinal disorders</td>
<td>0.018653</td>
</tr>
<tr>
<td>ICD9</td>
<td>Other aftercare</td>
<td>0.017234</td>
</tr>
<tr>
<td>ICD9</td>
<td>Coronary atherosclerosis and other heart disease</td>
<td>0.015617</td>
</tr>
<tr>
<td>ICD9</td>
<td>Septicemia (except in labor)</td>
<td>0.015360</td>
</tr>
</tbody>
</table>

Different age ranges. In this respect, it is critical to characterize the performance of the risk score across patient sub-populations, so that clinicians can understand when a risk score is expected to be the most applicable to an individual patient. More specifically, knowing the operating ranges of a model can lead to more confident use of AI models. To support this need, we characterized the performance across predefined sub-cohorts of patients. In a post hoc analysis on a hold-out evaluation test set that was scored with the trained risk prediction model, we grouped patients based on a variety of baseline characteristics and recomputed prediction performance measures on the patient cohort.

The investigated subgroups consisted of age, gender, race, CCS procedure categories, and Charlson index. We report 3 of the most interesting analysis in Figure 3. Figure 3a shows model performance for population subgroups based on CCS procedure categories, for 30 day mortality prediction. There is variability in performance across groups. The performance is significantly higher than the population average (AUC = 0.80) for patients with Other non-OR therapeutic cardiovascular procedures (CCS 63) (AUC = 0.86). It is much worse for patients that had Percutaneous transluminal coronary angioplasty (PTCA) (CCS 45) (AUC = 0.73), Other vascular catheterization; not heart (CCS 54) (AUC = 0.73), Arthroplasty knee (CCS 152) (AUC = 0.71), and Respiratory intubation and mechanical ventilation (CCS 216) (AUC = 0.69). This indicates that, while the model performs well at a population level, for patients with history of procedures (e.g., Arthroplasty of Knee), the model should be used with caution. Figure 3a illustrates a non-trivial variability in performance for patient subgroups based on their Charlson index. Patient groups with an index between 0-2 exhibit a slightly better performance (AUC = 0.82) than the population average (AUC = 0.80), while patient groups with higher indices, 3-5 and 6+ exhibit worse performance (AUC = 0.74 and 0.69, respectively). This indicates that at these Charlson Index ranges, the model is less certain. Figure 3a depicts the performance for patient subgroups based on their CWF BENE MDCR status. Almost all patients are in the “Aged without ESRD” group so the mortality prevalence (2.9%) and model performance (AUC = 0.81) are roughly the same as the population average (p = 2.9%, AUC = 0.80). Only 980 patients are in the Aged with ESRD group, which exhibits a higher mortality prevalence (3.2%) but substantially worse performance (AUC = 0.70).

Conclusion

Deep learning models can suffer in performance when data is highly sparse and irregular, as is commonly the case for observational patient data. When sufficient domain knowledge is available, classical models using hand-crafted features can supplement deep models. We proposed a novel modeling framework that enjoy the best of both worlds, i.e.,
the benefits of non-parametric and flexible sequential modeling of patient history, via deep learning, while receiving guidance from domain knowledge. Our empirical investigation, using large insurance claims data illustrates that such a method works efficiently across two tasks at discharge time: unplanned readmission and unexpected mortality. We also analyzed our model performance to determine conditions when (or when not) such models are confident in their predictions. Possible extensions of this work may include applying this approach on other data modalities (e.g., EHR data) to enable the assessment of readmission and risks prior to discharge.
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Abstract
Phenotyping is an effective way to identify cohorts of patients with particular characteristics within a population. In order to enhance the portability of a phenotype definition across institutions, it is often defined abstractly, with implementers expected to realise the phenotype computationally before executing it against a dataset. However, unclear definitions, with little information about how best to implement the definition in practice, hinder this process. To address this issue, we propose a new multi-layer, workflow-based model for defining phenotypes, and a novel authoring architecture, Phenoflow, that supports the development of these structured definitions and their realisation as computable phenotypes. To evaluate our model, we determine its impact on the portability of both code-based (COVID-19) and logic-based (diabetes) definitions, in the context of key datasets, including 26,406 patients at Northwestern University. Our approach is shown to ensure the portability of phenotype definitions and thus contributes to the transparency of resulting studies.

Introduction
Learning Health Systems require high-quality, routinely collected electronic health record (EHR) data to drive analytics and research, and translate the outputs of novel techniques such as machine learning into patient care and service improvement. To achieve this, the data used for research need not only be of high-quality, but methods associated with its use need be transparent and reproducible to ensure that any findings can be validated by the research community and generalised to other populations. At the core of this challenge is the ability to reliably identify clinically equivalent research-grade patient cohorts. These cohorts are precise enough to conduct meaningful research by identifying individuals with a particular disease, sets of comorbidities, medical histories, a demographic profile or any other relevant patient-specific information – a process known as EHR-based phenotyping¹.

The popularity of EHR data for research has increased the documentation and sharing of phenotypes derived from research datasets in order to stimulate reuse, reduce variation in phenotype definitions across data sources, and ultimately simplify and support the identification of clinically equivalent populations for research and healthcare applications. The reuse of existing phenotype definitions necessitates the ability to discover and access curated and validated phenotype definitions. Pioneering efforts in building standardised phenotype repositories, such as the Phenotype Knowledge Base (PheKB), CALIBER, Million Veterans Program (MVP) and All of Us consortium have achieved notable success within their research programmes, with thousands of registered usages²,³.

In an attempt to ensure the portability of a phenotype across multiple research use cases, the logic that comprises a phenotype definition is often represented abstractly within these repositories, where it is structured as, for example, a list of codes (e.g. Figure 1), or as a data flow diagram (e.g. Figure 2). This abstract representation is designed to guide the development of a computable form of the phenotype, such as an executable script or a data pipeline, for a particular use case. However, in practice, the portability of these definitions is often low: a lack of clarity in the abstract definition, either in terms of terminology or structure, make them hard to interpret in order to produce a computable form, and the technical skill burden on the computable phenotype author is high, as the abstract nature of each definition means that little is communicated about the realisation of each phenotype in practice.

Methods
In order to address the difficulty of deriving computable forms from phenotype definitions, we propose a novel phenotype definition model, which aims to increase portability by improving clarity, and more explicitly defining the structure of computable forms. The formulation of the proposed model was based on the experiences of initiatives such as the UK eScience and US Cyberinfrastructure programmes⁴, which developed scientific workflow models for orchestrating and coordinating their computational tasks. In addition, the functional (re-)modelling of different phenomena in a number of different domains was used as a basis for the proposed model – in particular, work in hierarchical modelling; the representation of a phenomena at different levels of abstraction⁵, e.g. in bioinformatics software.
architectures. Finally, the authors themselves have developed a number of different models as part of prior studies, including work on complex systems, semantics for hierarchical composition and phenotyping from large scale EHR repositories.

<table>
<thead>
<tr>
<th>Vocabulary</th>
<th>Code</th>
<th>Term</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICD-10</td>
<td>U07.1</td>
<td>Diagnosis of COVID-19 confirmed by laboratory testing</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICD-11</td>
<td>RA01.0</td>
<td>Diagnosis of COVID-19 confirmed by laboratory testing</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SNOMED-CT</td>
<td>840539006</td>
<td>COVID-19</td>
</tr>
</tbody>
</table>

**Figure 1:** Extract of code lists used for defining COVID-19 patients in an EHR system (Source: http://covid19-phenomics.org/).

**Figure 2:** Data flow for defining T2DM patients in an EHR system (Source: https://phekb.org/phenotype/type-2-diabetes-mellitus).

In order to evaluate how our new structured definition model impacts portability, we first collected a set of 278 existing phenotype definitions from a number of different phenotype repositories, including PheKB (https://phekb.org) and CALIBER (e.g. https://portal.caliberresearch.org). We then re-authored these definitions according to our model, and used them to produce corresponding computable forms. In examining these definitions, we identified that they fall broadly into two categories: code-based definitions that identify patient cohorts using a list of clinical codes, and logic-based definitions that identify patients using a series of logical statements. To evaluate the impact of our model on the portability of the phenotype definitions in each of these categories, we selected a representative phenotype from each category, including a code-based Coronavirus disease 2019 (COVID-19) definition (Figure 1) and a logic-based Type 2 Diabetes Mellitus (T2DM) definition (Figure 2), and compared the portability of each re-authored definition with the original, using the Knowledge conversion, clause Interpretation, and Programming (KIP) phenotype portability scoring system.

**Figure 3:** Original T2DM phenotype, implemented as the nodes of a KNIME pipeline.

Prior to applying the KIP scoring system, it was important to verify that our re-authoring approach resulted in structured definitions that still captured the required phenotype logic. To do this we executed the computable forms derived from the original definitions of our representative phenotypes and the computable forms derived from the structured definitions of these phenotypes against a given patient dataset, and verified that the same patients were identified by both implementations. For example, as a part of our evaluation, the phenotype definition for COVID-19 was obtained from CALIBER (http://covid19-phenomics.org), re-authored by one of the authors (MC), and a computable form produced from both the original definition (as one did not exist) and the structured definition. Similarly, the definition...
for T2DM, and its corresponding Konstanz Information Miner (KNIME) pipeline implementation (Figure 3), were obtained from PheKB (https://phekb.org/phenotype/type-2-diabetes-mellitus). This definition, like the definition for COVID-19, was then re-authored by one of the authors (MC), and a new computable form was produced. The original COVID-19 implementation and the new computable form were then executed against a cohort of 1468 individuals who tested positive for COVID-19 at Guy’s and St. Thomas’ NHS Foundation Trust (GSTT), London, while the T2DM implementations were executed against a cohort of 26,406 possible T2DM patients, taken from the Northwestern Medicine Enterprise Data Warehouse (NMEDW), as well as against publicly available data from PheKB. In the case of T2DM, the execution of the computable form derived from the structured definition against these datasets is possible because it uses the same data input format as the original KNIME pipeline implementation, and similarly creates an output file in the same structure. The GSTT dataset included a subset \( n = 1153 \) cases of hospitalised COVID-19 patients, while the NMEDW dataset included a subset \( n = 23 \) cases of patients with T2DM that had previously undergone manual chart review, both of which acted as the gold standard to validate our algorithm against. In both cases, the results of executing the structured implementation were compared with the results of executing the original implementations to confirm the same exact cases and controls were found across their respective datasets.

Structured Phenotype Definition

<table>
<thead>
<tr>
<th>number</th>
<th>group</th>
<th>id</th>
<th>description</th>
<th>type</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Abstract</th>
<th>Functional</th>
<th>Computational</th>
<th>Implementation Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>Output</td>
<td>pathA</td>
<td>languageA</td>
</tr>
<tr>
<td>id</td>
<td>id</td>
<td>pathB</td>
<td>languageB</td>
</tr>
</tbody>
</table>
Generating computable phenotypes
In order to assist in the development of a computable phenotype from a structured phenotype definition, we develop a microservice architecture, Phenoflow (Figure 5). Software designed as a microservice architecture provides functionality based on the interactions between individual services. As a specialised type of service-oriented architecture, the microservice approach dictates that each service should only deliver one specific piece of system functionality, making it easier to achieve quality attributes such as scalability and resilience in practice\textsuperscript{13}. This paradigm has been successfully used to structure software in several health domains, including the representation of clinical guidelines\textsuperscript{14}.

![Figure 5: The microservices (web portal, generator and visualiser) that constitute the Phenoflow architecture.](image)

Phenoflow first allows a researcher to graphically author a definition through a web portal service, where they express each step of their new definition at the abstract and functional layers by selecting the type of each step, and then by labelling, describing and, if they wish to, grouping those steps, as well as describing their inputs and outputs. This process is represented in Figure 6, where a user is in the process of defining a new boolean expression, within their abstract layer, having already defined an initial data read from an Observational Medical Outcomes Partnership (OMOP) common data model (CDM) database, another piece of logic, and the fact that a CSV file is passed between these two steps. Authors can also (indirectly) reuse the definitions produced by others in the definition of their own phenotypes. This is common in the development of new definitions that contain the same logic, but target a different data source. For example, two definitions that differ only in load components that separately target the OMOP CDM and an Informatics for Integrating Biology and the Bedside (i2b2) dataset.

Following the specification of one or more steps in the abstract and functional layers, the researcher graphically connects each step to an implementation unit (e.g., a Python script, or a KNIME module; their choice across the steps does not have to be homogeneous), which they supply to the portal, in order to generate the computational layer. This process is represented in Figure 7, where the author is uploading the module of KNIME pipeline as the implementation counterpart of their priorly defined boolean expression step.

![Figure 6: Visually defining the abstract and functional layers of a definition.](image)

![Figure 7: Providing an implementation unit for the third step in the abstract and functional layers, in order to generate a step in the computational layer and store this unit.](image)
If another researcher wishes to later supply an alternative implementation unit for any of the existing units, thus introducing an additional module in the computational layer, they can do so, and this process is represented in Figure 8. Here, another author has accessed a previously authored definition, and is in the process of adding an alternative implementation for the third step in the computational layer; previously implemented as a KNIME module, the second author is now uploading a Python realisation of the same abstract boolean expression.

Given the potential for multiple permutations of the computational layer, and associated implementation units, when accessing the definitions authored by others, a user is able to pick the permutation they wish to use in order to generate a computable phenotype for local use. This process is represented in Figure 9, where a user is selecting, from the stored implementation units, the exact structure of the computable phenotype; they have chosen a permutation that mixes KNIME and Python implementation units.

Once a phenotype has been defined, and a user has customised the implementation units connected to this definition, the information elicited by the web portal is sent to the generation service in the Phenoflow architecture, which, backed by python-cwlgen (https://github.com/common-workflow-language/python-cwlgen), instantiates the definition as a text-based Common Workflow Language (CWL) document, and sends it back. This document is then combined with the stored implementation units, and packaged as a download for the user to execute locally as a computable phenotype, using one of CWL’s execution engines (e.g., cwl-tool, https://github.com/common-workflow-language/cwltool). As these engines typically integrate with container technology, we have developed several custom images to support the execution environments specified in the computational layer, including a custom KNIME Docker image.

Once it has received the CWL document back from the generator service, the web portal also sends this document to the visualisation service in the Phenoflow architecture, which, backed by cwlviewer (https://github.com/common-workflow-language/cwlviewer), sends back a visualisation of the abstract and functional layers expressed in the supplied workflow. This ensures that the text-based CWL instantiation of the definition is complemented by a visualisation that presents the definition in a format more commonly seen (e.g. as seen in Figure 2).

Results

<table>
<thead>
<tr>
<th></th>
<th>Knowledge</th>
<th>Clause</th>
<th>Programming</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>COVID-19: Traditional Code</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>COVID-19: Structured Code</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>T2DM: Traditional Logic</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>T2DM: Structured Logic</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1: KIP scores indicating the portability of traditional code-based (COVID-19; GSTT) and logic-based (Type 2 Diabetes (T2DM); NMEDW) phenotype definitions and their structured counterparts.

Table 1 presents the KIP portability scores for traditional code-based and logic-based phenotype definitions, and
their structured counterparts. These scores were discussed and agreed upon by all of the authors, a subset of whom have extensive experience both applying and validating KIP scores. The KIP assigns a score between 0 and 2 to phenotype definitions under a number of different portability aspects, with higher scores indicating that a definition is less portable. To understand these scores better, the following sections present the impact of our model on our representative phenotype definitions for COVID-19 and T2DM, under each aspect of the KIP. Recall that we are able to directly compare the portability of the traditional and structured forms of a definition, as we have already verified that converting from one form to the other does not affect the logic of a phenotype.

Knowledge conversion
The first aspect of the KIP scoring system relates to the clinical knowledge required to develop a computable phenotype from its definition. For example, the original COVID-19 phenotype definition is based on common vocabularies, and is thus awarded a knowledge conversion score of 0. However, in the original T2DM phenotype definition, we note the use of some more complex medical concepts (e.g., $T2DM \text{ Rx precedes } T1DM \text{ Rx}$, Figure 2). Supplementary information about the meaning of this terminology is provided, but not within the definition itself, and in a different form (as an additional written document). As a result, we assign a score of 1 for knowledge conversion for the original T2DM definition.

![Figure 10: Individual step of COVID-19 structured phenotype definition and new implementation units.](image)

![Figure 11: Individual step of T2DM structured phenotype definition and new implementation units.](image)
In its structured form (Figure 10), the COVID-19 definition retains its portability level for knowledge transfer, and while the T2DM phenotype (Figure 11) retains the terminology found in the original definition (e.g. `rx_t2dm_med-abnormal_lab`), the impact this has on portability is lessened in two key ways. Firstly, additional information about the meaning of the terminology is provided within the abstract layer itself, in the description field of each step, ensuring that any medical terminology is supplemented by a longer, more accessible, description (e.g. an explanation of abnormal lab values). Secondly, the classification of each step as a type of operation from a pre-defined ontology ensures that even in the presence of medical terms, basic understanding about the logic of a step can still be extracted. For example, the classification of a step containing a *case assignment* rule as a boolean expression ensures that the use of medical terminology does not obscure its logic. Based upon these factors, the KIP system assigns a value of 0 for this aspect.

**Clause interpretation**

The second aspect of the KIP scoring system aims to identify any ambiguity in the logical clauses found in a phenotype definition, which may result in inconsistencies when realising this logic computationally. The existing T2DM phenotype definition (Figure 2) uses long conditional clauses (represented graphically), however the logic still has a clear interpretation. This leads to the attribution of a further KIP score of 1. In contrast, the COVID-19 definition, existing as a set of code lists, has a much less clear interpretation, omitting key information, such as the order in which the codes are to be applied, and how the lists are logically connected (e.g. conjunctive vs. disjunctive). This results in the awarding of a KIP score of 2 for this aspect.
Programming

The final aspect of the KIP scoring system relates to the programmatic complexity of implementation. The structure of the original COVID-19 definition suggests a low level of programming expertise required to produce a computable form (e.g. the requirement to produce a Python script to identify the stated codes within a dataset), while the T2DM definition suggests a moderate level of programming expertise (e.g. the requirement for a data pipeline to be produced to realise the stated logical conditions). However, the fact that little instruction can be extracted from each definition on how to develop a computable form in practice increases the complexity of implementation, and results in a disconnect between the two, which reduces the intelligibility of the implementation. This is particularly marked in T2DM, where the case assignment logic seen in Figure 2, while defined as separate operations in the definition, is obscured in a single node in the computable form (assign case status, Figure 3), making the correspondence between the two unclear. This reduced intelligibility makes it harder to reuse, or modify, the provided implementation in a new use case. As a result of this complexity, and the implications, a KIP score of 2 is awarded for both original definitions accordingly.

In contrast, the requirement for a distinct (set of) implementation unit(s) for each step in the abstract layer, introduced by the computational layer of a structured definition, each of which responds to the inputs, and produces the outputs, specified in the functional layer, provides a clear template for development. This lessens the implementation burden, in the case of both the COVID-19 and T2DM definitions, by either structuring new development, or allowing existing implementation units, which may have been developed locally, to be reused in order to produce the computable form of a definition.

In addition, a computable phenotype produced on the basis of a structured definition is inherently more intelligible, as the implementation holds a greater correspondence with the abstract layers. For example, in the case of T2DM, because each step in the abstract layers must be connected to an individual implementation unit, the case assignment logic is no longer obscured (as seen in Figure 11), as it was in the original computable form. As a result of this increased intelligibility, these computable phenotypes are more transparent, and thus reusable and more easy to modify, lessening the implementation burden on future developers. Moreover, assuming multiple implementation units exist for the same abstract step (previously written by other authors), which can be easily swapped in and out owing to the modularity brought by the computational layer, a user is more likely to find a unit written in a technology they are comfortable with, and can thus edit, again reducing the implementation burden. For example, our structured COVID-19 and T2DM definitions reference a mix of Python, Javascript and KNIME implementation units.

The ability to modify existing computable phenotypes structured according to our model is only increased by their delivery as executable CWL documents by the Phenoflow architecture. As CWL documents, modifications to these phenotypes can be rapidly tested against execution engines that leverage container technology to avoid having to manually install execution environments. All of these factors result in the attribution of a score of 0 for the KIP programming aspect, for both the COVID-19 and T2DM structured definitions.

Discussion and Conclusion

In this paper, we introduce a workflow-based, multi-layer model for the definition of a phenotype, and an associated microservice architecture, Phenoflow, which is used to define phenotypes under this model, and export them as workflows, which can later be executed against a dataset along with associated implementation units.

Overall, we note a number of improvements to portability when a phenotype definition is structured using our representation model, under the KIP scoring system. For code-based definitions, benefits are best seen in terms of a clarity of structure, brought by the requirements of our model, while fewer improvements in portability are seen in terms of terminology. For logic-based definitions, benefits are best seen in terms of clarity of terminology, brought by supplementary information in the abstract layer, while fewer improvements are seen in terms of clause interpretation, where the fact that long clauses are (necessarily) replaced with individual steps, introduces different complexity with equivalent effect. For both code and logic definitions, significant portability improvements can be seen in terms of programmatic complexity of implementation, where a structured definition both closely guides the implementation via the additional (functional and computational) layer information, and promotes the development of intelligible computable forms that can later be reused and modified by other authors. Portability is improved even further by the presence of the Phenoflow architecture, which facilitates the collation of implementation units, and facilitates the generation of computable phenotypes from structured definitions. Ultimately, the improved phenotype portability brought about by...
our approach not only helps researchers reuse existing definitions in new studies, but also assists in determining the reproducibility of the methods found in published studies.

While the issue of translating an abstract phenotype definition into a computable form is well recognised within the research community, this work offers several key advancements to complement previously developed methods.

The electronic Medical Records and Genomics (eMERGE) Network has a significant record of representing phenotypes for dissemination and publication. This process was originally done by each institution within the eMERGE Network taking a narrative description of the phenotype pseudocode and an accompanying data flow diagram, and translating this into executable code that would run against their local data warehouse. This approach has now progressed to the use of pipeline-based executable representations, such as those using the KNIME analytics platform, which allows the definition of the computable form in a graphical manner. In addition, the eMERGE Network has adopted a common data model – the OMOP CDM – to facilitate the representation and dissemination of phenotype algorithms\footnote{Richesson R, Smerek M. Electronic health records-based phenotyping. In: Rethinking clinical trials: A living textbook of pragmatic clinical trials. Duke Clinical Research Institute; 2014. p. 1–19.}. This has allowed the graphical authoring of phenotypes using the ATLAS authoring tool. This provides a human-readable representation of the logic, with the benefit of being stored in a format that may be automatically converted to an executable format across multiple database systems at different organisations. While this approach addresses the issues associated with translating an abstract definition into a compatible form and has facilitated the rapid sharing and execution of phenotypes, the OMOP CDM is not globally adopted (although it has seen wide growth and adoption in recent years), the representations are therefore not fully portable to other CDMs or local data models\footnote{Richesson R, Smerek M. Electronic health records-based phenotyping. In: Rethinking clinical trials: A living textbook of pragmatic clinical trials. Duke Clinical Research Institute; 2014. p. 1–19.}.

In contrast, phenotypes developed under our model are not tightly coupled to a single CDM; OMOP CDM is just one data source that can be referenced in a definition (as are standards such as i2b2 and Fast Healthcare Interoperability Resources (FHIR)).

The PhEMA project has also attempted to address the issue of translating an abstract definition to a computable form by proposing the use of a graphical authoring environment that can be used to generate a higher-level, standardised representation of the phenotype logic\footnote{Richesson R, Smerek M. Electronic health records-based phenotyping. In: Rethinking clinical trials: A living textbook of pragmatic clinical trials. Duke Clinical Research Institute; 2014. p. 1–19.}. Initial work utilised the Quality Data Model (QDM), with more recent development adopting the Clinical Quality Language (CQL). A key aspect of PhEMA’s approach is the use of translators to take the higher-level representation (QDM or CQL), and convert it into an executable format that may run against a particular CDM. For example, the approach of converting QDM into an executable KNIME pipeline allowed that KNIME representation to still be customised for local execution\footnote{Richesson R, Smerek M. Electronic health records-based phenotyping. In: Rethinking clinical trials: A living textbook of pragmatic clinical trials. Duke Clinical Research Institute; 2014. p. 1–19.}. However, while this also aims to solve the issue of developing a computable phenotype based on an abstract representation, the translators available are often specific to an implementation format, such as KNIME. In contrast, phenotypes developed under our model are not coupled to a single implementation format.

Future work will explore the impact that Phenoflow has on the portability of additional types of phenotype definitions, including probabilistic definitions, the development of which is likely to leverage data processing tools such as the Flexible Data-Driven Pipeline (FIDDLE) framework\footnote{Richesson R, Smerek M. Electronic health records-based phenotyping. In: Rethinking clinical trials: A living textbook of pragmatic clinical trials. Duke Clinical Research Institute; 2014. p. 1–19.}. In addition, future work will investigate how the multi-dimension annotations of the structured definition model can be leveraged in order to introduce new search and discovery capabilities into phenotype repositories. For example, the ability to use a wider range of search criteria, or to understand when existing definitions intersect with those currently in a repository, to assist in finding partial phenotype matches for a user’s requirements, which can then be adapted to suit their needs. Future work will also focus on developing libraries of both abstract steps, and implementation units, to be made available to researchers wanting to customise an existing computable phenotype within Phenoflow for their research tasks. Such efforts are already underway in the UK, under the umbrella of the Health Data Research UK (HDR UK, https://www.hdruk.ac.uk) network which is developing a National Human Phenome portal, of which Phenoflow is a part. Moreover, a broader range of implementation languages will be supported, by developing implementation unit plugins, such as those that perform file type conversion, e.g., from a CSV file to a lightweight SQL table, so that an SQL script can be executed against the data within an individual step. Finally, we will investigate how our experiences of developing our structured definition model and the Phenoflow architecture can be extrapolated to a set of heuristics to be followed when designing and sharing novel phenotype definitions.
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Abstract

Models predicting health complications are increasingly attempting to reflect the temporally changing nature of patient status. However, both the practice of medicine and electronic health records (EHR) have yet to provide a true longitudinal representation of a patient’s medical history as relevant data is often asynchronous and highly missing. To match the stringent requirements of many static time models, time-series data has to be truncated, and missing values in samples have to be filled heuristically. However, these data preprocessing procedures may unconsciously misinterpret real-world data, and eventually lead into failure in practice. In this work, we proposed an augmented gated recurrent unit (GRU), which formulate both missingness and timeline signals into GRU cells. Real patient data of post-operative bleeding (POB) after Colon and Rectal Surgery (CRS) was collected from Mayo Clinic EHR system to evaluate the effectiveness of proposed model. Conventional models were also trained with imputed dataset, in which event missingness or asynchronicity were approximated. The performance of proposed model surpassed current state-of-the-art methods in this POB detection task, indicating our model could be more eligible to handle EHR datasets.

Introduction

Predicting post-operative complications (PSC) following medical procedures is a major topic of interest for clinical decision support and medical discovery research. The rate of post-operative complications are heavily dependent on the type of procedure, ranging from less than 1% in low risk procedures such as cataract surgery to >15% for craniectomies (1, 2). However, when they do occur, they can be devastating to the medical status of the patient and the cost associated with the events. This is particularly true if events are caught late and risky emergency surgery is required. Earlier identification and or prediction of patients at high risk may allow for less invasive inventions or postponement of surgery all-together if appropriate.

Models to identify patients at high risk of complications have thus-far been largely static-time models (3-5). Although these models can incrementally improve patient safety, they often ignore highly informative changes in longitudinal patient health status due to their implicit limitations of the algorithms. Some have extracted specific features of the temporal dynamics such as max rate of change, Fourier domain analysis, or pre-engineered patterns to identify patterns of interest in time-series (3). However, these features are sometimes obscured by noise or temporally distorted in real-time. Other models more suited for time-series data such as hidden Markov models or conditional random fields have also been proposed but do not incorporate the same ability to learn nonlinear relationships (6).

Recently, recurrent neural networks (RNN) have provided a methodology to efficiently learn nonlinear relationships from large time-series datasets without extensive subject matter expertise (7). They have been applied to a wide range of sequential data including stock market prediction, language modeling, and text summarization (8-10). However, the application of RNN to healthcare data is not straightforward due to the unique characteristics of healthcare time-series. Unlike the previously mentioned applications, healthcare data is often rife with data variability and veracity issues such as data asynchronicity and missingness. Previous applications of RNN in healthcare such as predicting mortality in the ICU or progression of Alzheimer’s disease have made simplistic
assumptions of the data which likely reduce their accuracy (11-14). Recently, Nguyen et al. adopted minimalRNN with the concept of “model filing” (predictions/missing values of the RNN are used as inputs for the next timepoint) to predict Alzheimer’s disease progression. The proposed strategy outperformed traditional “pre-processing” approaches (15). Tan et al. leveraged dual-attention mechanism to handle missing values. The method was achieved by assigning smaller weights to missing data in order to reduce its signal through an attention mechanism (16).

In this work, we develop a variant of RNN to explicitly address data asynchronicity and missingness through the mechanism called Gated to Missingness. Such a model has the potential to learn informative missingness that would otherwise be lost if imputation methods are carried out, thereby potentially reducing uncertainty and improving prediction accuracy. Our objective is to provide an algorithmic tool which readily accepts real-world healthcare data without the need for complex imputation or inaccurate assumptions. We demonstrate our proposed model on a real-world surgical cohort to predict PSCs.

Materials
This study was approved by the Mayo Clinic institutional review board. All patients included in this study gave written approval for their data to be used for research purposes. A retrospective dataset was constructed including 13,399 colorectal surgical cases (Demographics summarized in Table 1) in 12,402 unique patients performed at Mayo Clinic Hospital. The adverse event of interest was post-operative bleeding (POB), which was defined by any type of gastrointestinal hemorrhage occurring within one week following CRS (Colon and Rectal Surgery). The definition for POB can vary depending on the source with some dependent on blood volume lost, requirement for transfusion of blood products, and/or diagnostic and procedural code combinations (9). In a previous study, we leveraged a combination of ICD-9 diagnosis codes with laboratory results (drop of hemoglobin concentration greater than 3 g/dL) and/or transfusion records to identify only the presence of bleeding (10). In order to identify the time of bleed for this study, we used the order time of the hemoglobin blood test corresponding to the pre-defined drop in hemoglobin concentration and/or the order time of blood products.

Structured patient data (demographics, laboratory results, vitals, flowsheet data, and ICD-9 codes) were pulled from Mayo Clinic’s unified data platform. Comorbidities found using ICD-9 codes diagnosed within 1 year of procedure date was considered "static data". Where defined, we reduced the dimensionality of the ICD-9 code using Charleston comorbidity index definitions. Any remaining codes which occurred in less than 1% of cases were discarded. We also created "static" demographics data (age, bmi, race) using the most recent demographics data recorded prior to the procedure. The "longitudinal" data was created using laboratory, vitals, and flowsheet data. All data recorded between time of admission and time of discharge or death. As the data falls on a continuous spectrum, we needed to discretize the time steps to reduce the possible length of each sequence. We settled on 4 hour time steps to keep the majority of high frequency data (such as vitals) while not trivially increasing low frequency data (such as troponin) missingness. If multiple data points are found during a single time step, the mean of the data points was used. The result of this is a matrix of data with X variables by Y time long. Because patients had varying length stays, all shorter stays were zero padded past the end of the sequence.

Table 1:
Characteristics of patients with POB compared to those without. Percentages indicate incidence rate within a group.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>No POB n=11,719</th>
<th>POB n=1,680</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean age</td>
<td>57.6 ± 17.8</td>
<td>61.5 ± 16.7</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>male sex</td>
<td>6,206 (53.0%)</td>
<td>865 (51.5%)</td>
<td>0.271</td>
</tr>
<tr>
<td>BMI</td>
<td>30.3 ± 11.0</td>
<td>27.8 ± 8.6</td>
<td>0.656</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>white</td>
<td>10,612 (90.6%)</td>
<td>1,447 (86.1%)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>black</td>
<td>49 (0.4%)</td>
<td>18 (1.1%)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>asian</td>
<td>74 (0.6%)</td>
<td>14 (0.8%)</td>
<td>0.433</td>
</tr>
<tr>
<td>other</td>
<td>164 (1.2%)</td>
<td>35 (2.1%)</td>
<td>0.041</td>
</tr>
<tr>
<td>alcohol use</td>
<td>723 (6.2%)</td>
<td>123 (7.3%)</td>
<td>0.078</td>
</tr>
<tr>
<td>smoker</td>
<td>2,097 (17.9%)</td>
<td>277 (16.5%)</td>
<td>0.168</td>
</tr>
<tr>
<td>drug use</td>
<td>180 (1.5%)</td>
<td>39 (2.3%)</td>
<td>0.023</td>
</tr>
<tr>
<td>Indications for surgery</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>rectal cancer</td>
<td>2,060 (17.6%)</td>
<td>321 (19.1%)</td>
<td>0.134</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Condition</th>
<th>Affected (N, %)</th>
<th>Control (N, %)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Colon cancer</td>
<td>5,098 (43.5%)</td>
<td>654 (38.9%)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Inflammatory bowel disease</td>
<td>3,325 (28.4%)</td>
<td>461 (27.4%)</td>
<td>0.444</td>
</tr>
<tr>
<td>Other</td>
<td>2,916 (24.9%)</td>
<td>244 (14.5%)</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

**Surgical characteristics**

<table>
<thead>
<tr>
<th>Procedure</th>
<th>Affected (N, %)</th>
<th>Control (N, %)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Partial colectomy</td>
<td>4064 (34.7%)</td>
<td>728 (43.3%)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Total colectomy</td>
<td>4531 (38.7%)</td>
<td>626 (37.3%)</td>
<td>0.281</td>
</tr>
<tr>
<td>Proctectomy</td>
<td>5553 (47.4%)</td>
<td>650 (38.7%)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Laparoscopic</td>
<td>3,919 (33.4%)</td>
<td>206 (12.3%)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Elective surgery</td>
<td>565 (4.8%)</td>
<td>211 (12.6%)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Median ASA score</td>
<td>2 ± 0.71</td>
<td>3 ± 0.79</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

**Outcomes**

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Affected (N, %)</th>
<th>Control (N, %)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean hospital stay</td>
<td>6.5 ± 4.7</td>
<td>13.4 ± 13.8</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Death</td>
<td>52 (0.4%)</td>
<td>57 (3.4%)</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

**Methods**

**PSC-related Event modeling**

To understand the efficacy of RNNs for this task, we compare RNN variants to conventional static time models. Given that we expect there would be specific temporal patterns which would indicate POB, we engineered features to capture some of the temporal dynamics of the data to feed into the static model. These include minimum, mean, and maximum values, as well as the minimum, mean, and maximum rate of changes for all temporally changing data. We also formatted the longitudinal data into sequences for use with RNNs starting from the end of surgery and ending at either a POB event or discharge from hospital. Data examples were illustrated in Figure 1, in which asynchronous events were demonstrated. For patients who experienced an event or were discharged before the 7th day, we padded to sequence with 0s. To limit the length of data, we cropped the time analyzed to be 7 days after end of surgery. To deal with asynchronousness of healthcare process, we structured the sequences to an interval of 4 hours between data points. We chose 4 hours given that it gave enough granularity to capture acute changes in physiological measurements but not too many to result in overly lengthy and highly sparse sequences. If multiple measurements fell between these points, the average of the measurement was taken. If no measurement was found during an interval, we initially left it as missing.

**Recurrent Neural Networks**

RNNs are powerful neural network architectures for learning from sequential data. RNNs comprise of “cells” which contain the weights and activation functions necessary to learn the non-linear relationships between different sequential elements. These cells are then recursively stacked, providing the architecture necessary to learn from
The basic RNN cell (Figure 2a) consists of a single hyperbolic tangent activation which combines the input \( x_t \) from the previous hidden layer \( h_{t-1} \) and current element.

\[
h_t = \tanh(W_x x_t + W_h h_{t-1} + b)
\]

Here, \( W_{x,h} \) denotes the weights associated with the input and the hidden layers and \( b \) denotes the bias. The primary issue with this simplistic architecture is that as the length of the sequence increases, the back-propagated gradient which is necessary to learn the weights of each individual cell run into limitations of machine precision. This is called the vanishing or exploding gradient problem \( (17) \). Practically, this limits the length of sequences which can be accurately modeled by the basic RNNs to low double digits. RNN variants, such as long short-term memory (LSTM) \( (18) \) and the gated recurrent unit (GRU) \( (19) \) have been proposed to address this issue by separating long and short term dependencies into individual gates. This provides more pathways for the back-propagated gradient to continue through each cell. In this work, we focus on GRU and modifying it to adapt our task, since GRU has fewer parameters to learn compared to LSTM.

The GRU (Figure 2b) can be summarized by the following equations:

\[
\begin{align*}
z_t &= \sigma(W_{xz} x_t + W_{zh} h_{t-1} + b_z) \\
r_t &= \sigma(W_{xr} x_t + W_{hr} h_{t-1} + b_r) \\
\tilde{h}_t &= \tanh(W_{xh} x_t + W_{rh} (r_t \cdot h_{t-1}) + b_h) \\
h_t &= (1 - z_t) \cdot h_{t-1} + r_t \cdot \tilde{h}_t
\end{align*}
\]

Although GRUs are built to deal with sequential data, they critically ignore two aspects of real-world data: missingness and time (Figure 1). The standard GRU assume that sequence data is complete and there are no missing elements. Most workflows do some sort of simple imputation such as mean or last observation carried forward. However, these simplistic strategies often destroy information associated with the missingness or time since real observed data. For example, laboratory tests measuring troponin values are rarely ordered in surgical setting, and as such is difficult for many models to learn from the data. However, the very lack of a troponin test has been shown to indicate positive patient health. This correlation can be intuitively understood that doctors would rarely, if ever order a troponin test for patients not suspected of experiencing myocardial ischemia. Likewise, uncertainty caused by long times between tests can also be informative. Furthermore, not only can simple imputation remove potential information implicit in the data, it can also introduce significant bias into the data due to gross errors different from the true. Therefore, the standard GRU is often not well suited for sequential healthcare data.

To address these problems of the standard GRU, we modify the standard GRU architecture (Figure 2b) to explicitly learn from both missingness and data veracity. Two separate sequential indicators were created for GRU cells to formulate missingness and time line in real-world data: a binary missingness indicator and a time from last measurement indicator. In order to evaluate model performance of including missingness and time line into training
process. GRU cells were augmented by adding missingness, time line or both signals, and were denoted as GRU-m, GRU-t and GRU-mt respectively. The architectures of the GRU cells were shown in Figure 3.

**Gated to Missingness (GRU-m)**

It is well known that missingness can be extremely informative (13). Therefore, we created a binary missingness indicator for a GRU cell to modulate missingness signals in training data. We imputed the missing elements simplistically into either the last observation carried forward (LOCF) or with the mean. With missingness \( m_t \) as input, the functionality of GRU-m cells can be summarized as below:

\[
\begin{align*}
    z_t &= \sigma(W_{xz}x_t + W_{zh}h_{t-1} + W_{mx}m_t + b_z) \\
    r_t &= \sigma(W_{xr}x_t + W_{hr}h_{t-1} + W_{mx}m_t + b_r) \\
    \tilde{h}_t &= \tanh(W_{xh}x_t + W_{rh}(r_t \cdot h_{t-1}) + W_{mx}m_t + b_h) \\
    h_t &= (1 - z_t) \cdot h_{t-1} + z_t \cdot \tilde{h}_t
\end{align*}
\]

**Time Sensitive GRU cell (GRU-t)**

Furthermore, the time between real results can also be highly informative. A time from last measurement indicator was created to capture time serials signals. With data to data certainty time \( (\Delta T)_t \) as an extra input, GRU-t can be summarized by the following equations:

\[
\begin{align*}
    y_t &= \sigma(W_r (\Delta T)_t + b_y) \\
    \tilde{x}_t &= x_t \times W_{rx}y_t \\
    z_t &= \sigma(W_{xz}x_t + W_{zh}h_{t-1} + b_z) \\
    r_t &= \sigma(W_{xr}x_t + W_{hr}h_{t-1} + b_r) \\
    \tilde{h}_t &= \tanh(W_{xh}x_t + W_{rh}(h_{t-1} \times r_t) + b_h) \\
    y_t &= (1 - z_t) \cdot h_{t-1} + z_t \times \tilde{h}_t \\
    h_t &= y_t \times W_{rh}y_t
\end{align*}
\]

**Time Sensitive GRU cell with Gated to Missingness (GRU-mt)**

Going forward, we use similar terminology to typical LSTM as the functions are similar, although more explicitly incorporating the characteristics of the input data sequence. Prior works have adopted similar approach. For instance, Che et al (13) embedded exponential decay terms following the input and hidden layers to explicitly reduce their contribution to the relationship. However, this assumes that either missingness or long times since last observations reduce data veracity when in fact, these can actually increase certainty. Additionally, that implementation is constrained to a single RNN layer as the missingness and veracity lags are cannot be abstractly passed onto a 2nd layer. Therefore, we make two modifications. First, we add two additional gates sensitive to missingness and data veracity interval. First of which is an “input gate” \( (\tilde{x}_t) \) which is sensitive to the data missingness \( (m_t) \). The second gate is a “forget gate” \( (f_t) \) which modulates the sensitivity of the data to data certainty time \( (\Delta T)_t \). The second modification is outputting the vector of these gates, which provides an abstract representation of the missingness and data veracity time, allowing it to be used in an arbitrary sized, multi-layer deep hidden layer (Figure 4). The resulting cell which we term GRU-mt is represented by the functions as follows:

\[
\begin{align*}
    y_t &= \sigma(W_r (\Delta T)_t + b_y) \\
    \tilde{x}_t &= x_t \times W_{rx}y_t \\
    z_t &= \sigma(W_{xz}\tilde{x}_t + W_{zh}h_{t-1} + W_{mx}m_t + b_z) \\
    r_t &= \sigma(W_{xr}\tilde{x}_t + W_{hr}h_{t-1} + W_{mx}m_t + b_r)
\end{align*}
\]

Figure 3. Augmented GRU cells with missingness and time sensitive inputs. A: Gated to missingness (GRU-m). B: Time sensitive GRU cell (GRU-t). C: Time sensitive GRU cell with gated to missingness (GRU-mt).
\[ \hat{h}_t = \tanh(W_{xh} x_t + W_{rh} (h_{t-1} \times r_t) + W_{mh} m_t + b) \]

\[ y_t = (1 - z_t) \times h_{t-1} + z_t \times \hat{h}_t \]

\[ h_t = y_t \times W_{yh} y_t \]

Figure 4. Multilayer RNN for arbitrary sized input.

Experiments

All models were trained to identify POB 24 hours prior to the identified time of bleeding or time of discharge. This provides a buffer for which possible targeted surveillance and corresponding intervention can be applied. We compared a standard static time gradient boosting machine (GBM) model with variants of RNNs. GBMs are widely used in predictive tasks due to their simplicity and robust performance out of the box. Because the GBM model is static time, the aggregated sequential data is inherently LOCF imputation. Furthermore, GBM inherently handles some missing data. Therefore, no mean imputation is done.

The dataset was randomly split into 80/20 training (n=10,729, cases=1,352) and testing (n=2,670, cases=328) datasets by patient. Models were trained and optimized on the training dataset. The test was then used to evaluate the final performance of the model. Model hyperparameters such as learning rate, number of hidden layers, activation function, and number of training epochs were found using grid search. Area under the receiver operating curve (AUC) was used to assess the performance of different models. For both MLP and LSTM models, we further tuned learning rate, dropout, activation function, loss function, and number of training epochs. The optimization metric for the MLP and LSTM models was accuracy. Areas under the receiver operating curve (AUROC) were used to assess the performance of the different models.

Results

A total of 1,680 cases (12.5%) were found to have experienced POB. The median time to experience a POB event was 2.3±2.1. The overall 30-day mortality rate was 0.8% (109 cases). The median time spent in hospital was 1.7±4.6 days. The characteristics of the longitudinal dataset were summarized in Table 2, in which “Event #” denotes the event counts for each patient; “Missingness ratio” denotes the ratio of missingness counts to all feature dimensions; “Event span” denotes the time span for each patient (unit: days).

Table 2. Longitudinal Dataset Characteristics.

<table>
<thead>
<tr>
<th>Unique PT</th>
<th>event # (mean±std)</th>
<th>Missingness ratio (mean±std)</th>
<th>Event span (mean±std)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12,402</td>
<td>120.41±514.70</td>
<td>0.90±0.07</td>
<td>5.96±20.76</td>
</tr>
</tbody>
</table>

Table 3 shows the performance of various models. The optimal GBM models were trained using 300 trees, maximum depth of 3, and 40% of variables available for splitting. The optimal GRU-mt hyperparameters were found to be learning rate of 1e-5, dropout of 0.20, ReLU activation function, and binary cross entropy, and 75 training epochs. Static time GBM using both only pre-recovery data and all data taken 1 day prior to discharge or event yielded results comparable or higher to the deep learning models. This is particularly true of LOCF imputed models which did not yield better results compared to GBM models using only pre-recovery data. This is true of all GRU variants proposed. However, the deep learning models were able to better model post-surgical bleeding when null imputation and the proposed missingness gates were used. Specifically, the missingness gate yielded higher
results compared to using time since last observation gate. Furthermore, the combination of missingness gate and time since last observation gate yielded the highest results. 1D-CNN yielded the lowest results.

Table 3. Evaluation performance under multiple settings. LOCF refers to models trained using LOCF imputed data. Mean refers to models trained using mean imputed data.

<table>
<thead>
<tr>
<th>Model</th>
<th>AUC (LOCF)</th>
<th>AUC (Mean)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-recovery GBM</td>
<td>0.817</td>
<td></td>
</tr>
<tr>
<td>1-day Prior GBM</td>
<td><strong>0.858</strong></td>
<td></td>
</tr>
<tr>
<td>1D-CNN</td>
<td>0.811</td>
<td>0.721</td>
</tr>
<tr>
<td>GRU</td>
<td>0.821</td>
<td>0.793</td>
</tr>
<tr>
<td>GRU-m</td>
<td>0.811</td>
<td>0.842</td>
</tr>
<tr>
<td>GRU-t</td>
<td>0.818</td>
<td>0.829</td>
</tr>
<tr>
<td>GRU-mt</td>
<td>0.824</td>
<td><strong>0.866</strong></td>
</tr>
</tbody>
</table>

Discussion

POB following CRS is often the beginning of a cascade of serious complications, including ileus and anastomotic leak which are correlated with high risk of morbidity and mortality (20). Therefore, early detection and medical intervention is needed to avoid the worst of results. However, real-time prediction using electronic health records is difficult due to the high variability of completeness, timing, and order of data. The model developed in this work explicitly learns from these variabilities, thereby achieving higher predictive performance compared to standard static time classification methods and standard GRU-based methods.

As shown in the results, missingness of data can greatly impact the ability of deep neural networks to accurately model the data. More so, different methods of imputation can either improve or confound the results, as evident in the greatly reduced performance of the standard GRU model using null imputation. Without explicit knowledge of the data, it can be hard for neural networks to learn the necessary relationships in the data. Here, we ask the model to recognize certain values in a sequence to be more relevant than others. Yet, because we do not have an extreme amount of data, this task is difficult for the model to do. This observation has been seen in other similar tasks such as natural language processing tasks where part of speech flags or start or end sentence flags are useful for model performance (21).

It is not particularly surprising that the static time GBM models yield similar performance to the deep learning models. It is well known that complex models with large number of parameters are not well suited to small datasets. However, there are other aspects which may somewhat favor the static time model. First, the GBM model took data from a specific time point (1 day prior to event). It does not need to explicitly integrate longitudinal data (because it cannot) and therefore has less confounding information to use for prediction. Second, we imputed missing data of the static dataset using MissForest (22). This has shown to yield more accurate imputation compared to simplistic methods such as LOCF or mean imputation. Therefore, the comparison between the models are not entirely fair or straightforward.

In this work we tested both a missingness gate and a time since last observation gate. The missingness information produced a higher increase in performance compared to the time since last observation. We speculate that this is due to the design of the gate as it provides each cell with the ability to either “ignore” or “emphasize” missing values. If the cell ignores missingness, the gradient should carry forward to the next cell. However, if the cell emphasizing missingness, cell can stop the continued propagation of the gradient. It is interesting that such a setup seems particularly useful when null imputation is used rather than LOCF imputation. We speculate that the model still has a hard time identifying “wrong” information.

The results presented here demonstrate the utility of machine learning methods in predicting POB in CRS patients using data from EMR. Unlike many prior studies, variables were extracted from the EMR with few limits on the scope. Compared to well annotated and carefully planned clinical registry data (such as ACS-NSQIP), this methodology allows for a more unbiased, data driven approach to research. With this approach, a large number of
patients may be included with minimum overhead, whereas adding additional patients to clinical registries can be prohibitively expensive in both time and money.

We recognize that this study is limited in several ways. For one, we included only a single dataset. Although methods such as cross-validation would provide a more robust indication of generalizability, ideally our method still needs to be proven in other datasets with different characteristics such as different time intervals or different patterns of data missingness. We plan to validate this model using prospective data from all 3 Mayo sites in the future. Also, the dataset we used was moderate in size. We have shown in other studies that significantly larger datasets might produce better results even using standard data processing methods (23). Furthermore, an increase in the number of parameters is actually contraindicated if the dataset is small as regularly seen in healthcare. Therefore, the proposed method is certainly not an off-the-shelf tool for all longitudinal healthcare applications. Second, related to the limited size of training data, the proposed method does assume that missingness is not random. If missingness is random, it is entirely possible that the model would perform worse due to less regularization caused by the increased number of model parameters. However, we believe that because missingness and time-intervals are treated as a gate instead of an explicit delay, our model maybe more robust to such dataset characteristics compared to prior works. Finally, the proposed technique does not impute the data. Therefore, in real-world applications, it would not be appropriate to use such a model to predict laboratory results. Rather, it should be used to inform caregivers the need for additional surveillance.

**Conclusion**

Real-time prediction of post-surgical complications can be difficult due to the asynchronous and highly missing nature of clinical workflow. Conventional RNN architectures have difficulty dealing with such data, and often times are not superior to off-the-shelf static-time machine learning models which incorporate temporal features such as GBMs. We propose a novel RNN architecture which incorporates knowledge of missingness and time from last observation, thereby explicitly learning informative missingness. The proposed GRU-nt model improved upon existing architectures and imputation methods, potentially providing clinicians with a tool to better distribute limited human resources and accurately direct targeted surveillance. We hope this novel architecture provides a tool to better analyze and model sequential healthcare data.
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Abstract

Hispanic ethnicity can be captured with differing levels of granularity using various data standards, including those from the Office of Management and Budget, Health and Human Services and National Academy of Medicine. Previous research identified seven subgroups of Hispanics in New Mexico using open-ended interviews and information about the culture/history of the state. We examined age and manner of death to determine whether differences among subgroups are hidden by less-refined categorization. Significant differences in the mean age at death were found between some groups, including Spanish and Mexican Americans. We found an association between specific manners of death codes and subgroups. However, significance disappeared when manners of death were grouped (e.g. accident, homicide, etc.). This indicates that while certain manners of death are associated with group membership, overall types of death are not. Data descriptors for Hispanics should reflect more refined, regionally relevant groups, in order to unmask heterogeneity.

Introduction

Race and ethnicity are common data elements used in the Census, healthcare, research, and education. However, how race and ethnicity are classified can differ depending on the standard implemented. The Office of Management and Budget (OMB), after extensive testing and public engagement, concluded that Hispanic ethnicity should be captured as “Hispanic or Latino” and “Not Hispanic or Latino.”1 A great deal of research on health disparities in Hispanics and Latinos/as continues to use these overarching categories.2,3 There also has been considerable research on health and mortality in subgroups of Hispanics.4,8 Hummer et al.7 found differences in the age at death among Mexican Americans, Cuban Americans, Central and South American and other Hispanics. They also discovered that mortality differed between the subgroups using age, sex and cause of death. Weinick et al.4 found differences in emergency room visits, inpatient visits and prescription usage among Mexicans, Cubans and Puerto Ricans. Fenelon et al.5 found mortality differences between 12 subgroupings of Hispanics using region of origin and nativity. Additional studies have found differences in fertility, birth rates, life expectancies and morbidities.5,8 These examples point to the importance of considering the heterogeneous nature of Hispanic subgroups for understanding health and mortality disparities.

Health and Human Services (HHS) has suggested the use of categories that can be “rolled up” into the OMB standard when needed. These groups are “Cuban,” “Mexican and Mexican American,” “Puerto Rican,” and “Another Hispanic group.”9 For the 2010 and 2020 censuses the groupings were “Mexican, Mexican American, Chicano,” “Puerto Rican,” “Cuban,” and “another Hispanic, Latino, or Spanish origin.”10 These groups have specific cultural and historical significance in some states, such as New Mexico, Florida and New York, but not in others. In many cases, researchers collect data on these relatively refined categories, but then use the “rolled up” groupings as the sample sizes for refined groups can be small, reducing the likelihood of achieving statistical significance in analyses.

The National Academy of Medicine (NAM) report of 2009 suggested using 36 subgroups of the group, “Hispanic,” with a greater range of relevance in various regions of the country, in conjunction with the overarching OMB standard11 (see Table 1). Here, we consider the Hispanic population in New Mexico, using locally relevant ethnic subgroup categories suggested by previous research.12 We used a list of seven subgroups within the New Mexican Hispanic population: “Chicano/a,” “Hispanic,” “Latino/a,” “Mexican,” “Mexican American,” “Nuevomexicano/a,” and “Spanish.”12 Unlike the HHS or OMB standards, these categories are specific to the culture and history of New Mexico.
Mexico. They also match the NAM categories with the addition of “Nuevomexicano/a” and “Hispanic.” Hispanic is added to the list of subgroups because it is the most common term chosen by New Mexicans. Note that “Hispanic” describes both a subgroup and a catch-all term for all subgroups combined. Nuevomexicano/a is a regionally and temporally specific term used in New Mexico; individuals who identify using this term have similar migration histories to individuals who identify as Spanish.12,13

Understanding variation among subgroups such as these may be useful in unraveling the “Hispanic Paradox,” in which, in the US at large, Hispanics have better health outcomes than non-Hispanic Whites (NHW,) despite lower socioeconomic standing.14–19

Table 1. National Academy of Medicine subgroups of Hispanic Ethnicity.

<table>
<thead>
<tr>
<th>Andalusian</th>
<th>Catalonian</th>
<th>Ecuadorian</th>
<th>Mexican American</th>
<th>Salvadoran</th>
</tr>
</thead>
<tbody>
<tr>
<td>Argentinian</td>
<td>Central American</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asturian</td>
<td>Chicano</td>
<td>Guatemalan</td>
<td>Nicaraguan</td>
<td>South American</td>
</tr>
<tr>
<td>Balearic Islander</td>
<td>Colombian</td>
<td>Honduran</td>
<td>Panamanian</td>
<td>Spaniard</td>
</tr>
<tr>
<td>Bolivian</td>
<td>Costa Rican</td>
<td>La Raza</td>
<td>Paraguayan</td>
<td>Spanish Basque</td>
</tr>
<tr>
<td>Canal Zone</td>
<td>Criollo</td>
<td>Latin American</td>
<td>Peruvian</td>
<td>Uruguayan</td>
</tr>
<tr>
<td>Castilian</td>
<td>Cuban</td>
<td>Mexican</td>
<td>Puerto Rican</td>
<td>Valencian</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Venezuelan</td>
</tr>
</tbody>
</table>

Background

The New Mexico Decedent Image Database (NMDID) was created in 2020, and houses 15,243 full-body computed tomography (CT) scans and associated health and lifestyle data.20 Contained within this database are the fields of race, ethnicity, and Hispanic subgroup. Next of kin were contacted to collect data not available in the medical examiner’s database, including Hispanic subgroup. “Hispanic” is a variable in the ethnicity, race, and subgroup fields, reflecting responses from next of kin.

NMDID also contains information regarding age at death and manner of death. Age at death is the actual age each decedent was when they died. It provides a proxy for life expectancy, which can be used to compare among groups. Manner of death is one of five broad categories: accident, homicide, natural, suicide, and unknown. Manner of death code provides more specific information within one of these broad categories, such as pneumonia (natural) or automobile accident (accident). The decedents represented in NMDID with manner of death information (n=15,236) include 38.6% accidents, 34.6% natural, 7.4% homicides, 15.4% suicides, and 4% undetermined. Overall, 11% of deaths in New Mexico from mid-2010 to mid-2017 are included in the database. Excluded from the sample are most expected deaths, such as elderly persons in nursing homes, and physician-attended deaths. Thus, the analyses and results presented here are biased such that they underrepresent the very oldest in the living population, and over represent younger individuals.

Using this information, we have three aims: 1) determine whether there is a significant difference in age at death among the seven subgroups of Hispanics, 2) determine whether there is an association between manner of death and each Hispanic subgroup, and 3) determine whether there are significant associations between manner of death codes and Hispanic subgroups within the NMDID sample.

Materials and Methods

Only de-identified data from decedents was used to create NMDID, so no Institutional Review Board approval was required for this research. Approval from the research committee of the New Mexico Office of the Medical Investigator, where the data originate, was obtained in 2015.

NMDID was queried to find all decedents with a Hispanic subgroup identified. Hispanic subgroup identification was provided by the next of kin when contacted by NMDID staff for additional information. If next of kin identified the
decendant as Hispanic in either race or ethnicity, they were asked how the decedent would have identified their own subgroup. Subgroup names were provided to next of kin, and included: Chicano/a, Hispanic, Latino/a, Mexican, Mexican American, Nuevomexicano/a, and Spanish. There are 639 decedents of Hispanic ethnicity or race that also have Hispanic subgroup information, comprising 13% of Hispanics in the database. The subgroups and counts are available in Table 2. In addition, data were queried for age at death in years, manner of death, and manner of death code.

Table 2. Distribution of subgroups in the New Mexico Decedent Image Database

<table>
<thead>
<tr>
<th>Hispanic Subgroup</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chicano/a</td>
<td>99</td>
</tr>
<tr>
<td>Hispanic</td>
<td>196</td>
</tr>
<tr>
<td>Latino/a</td>
<td>46</td>
</tr>
<tr>
<td>Mexican</td>
<td>71</td>
</tr>
<tr>
<td>Mexican American</td>
<td>76</td>
</tr>
<tr>
<td>Nuevomexicano/a</td>
<td>28</td>
</tr>
<tr>
<td>Spanish</td>
<td>123</td>
</tr>
<tr>
<td>Total</td>
<td>639</td>
</tr>
</tbody>
</table>

The mean ages at death in years were compared among subgroups using ANOVA. We then ran a post hoc Tukey analysis to determine which groups were significantly different from one another. In addition, mean age between NHW and the subgroups were compared using the same methods.

Each decedent was assigned both a category manner of death (Accident, Homicide, Natural, Suicide, or Unknown) and one of 60 specific manner of death codes (such as pneumonia or automobile accident) by a forensic pathologist. We next determined whether there are associations between manner of death, both category and specific code, and subgroup membership. To account for the large sample size and high number of specific manner of death codes, we performed Monte Carlo simulations of the Fishers exact test with N=100,000 iterations. All analyses were performed in SAS Studio.21

Results

Age at death

The mean age in years for all 639 decedents is 45.45 years (SD:18.91), with range 0-99 years (with 12 decedents less than 10 years of age). The mean and standard deviation of age at death in years for the seven subgroups are listed in Table 3. For comparison, among the entire New Mexican population, mean age of death in 2017 was 81.2 years for women and 75.3 for men, demonstrating a bias toward younger age of death for this sample.22 Within NMDID, the NHW (n=8,767) average age at death is 52.69 years (with 232 decedents under the age of ten).

Table 3. Mean age at death in years, with standard deviations, for the seven Hispanic subgroups in New Mexico.

<table>
<thead>
<tr>
<th>Hispanic subgroup</th>
<th>Mean age in years</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chicano/a</td>
<td>48.52</td>
<td>16.55</td>
</tr>
<tr>
<td>Hispanic</td>
<td>43.29</td>
<td>19.20</td>
</tr>
<tr>
<td>Latino/a</td>
<td>42.91</td>
<td>17.46</td>
</tr>
<tr>
<td>Mexican</td>
<td>43.05</td>
<td>20.33</td>
</tr>
<tr>
<td>Mexican American</td>
<td>41.58</td>
<td>21.00</td>
</tr>
<tr>
<td>Nuevomexicano/a</td>
<td>48.90</td>
<td>15.69</td>
</tr>
<tr>
<td>Spanish</td>
<td>50.34</td>
<td>18.18</td>
</tr>
</tbody>
</table>

A significant difference was found in the mean age at death in years among the seven Hispanic subgroups (p=0.0029). See Figure 1A for the distribution of ages at death among the subgroups. There are significant differences in the Spanish-Hispanic (p=0.019) and Spanish-Mexican American comparisons (p= 0.0236), with
Spanish dying seven years later than Hispanics and eight years later than Mexican Americans. When the seven subgroups were compared to NHW in NMDID, a significant difference was found (p<0.0001) in NHW-Hispanic (p<0.0001), NHW-Latino/a (p=0.0143), NHW-Mexican (p=0.0008), and NHW-Mexican American (p<0.0001) comparisons. Only Chicano/a, Nuevomexicano/a, and Spanish did not differ significantly from NHW.

Figure 1. A: Boxplots of age at death between the 7 Hispanic subgroupings in New Mexico. B: Boxplot of age at death between Hispanic subgroups when similar groups are combined.

Hunley et al., 12 describes similarities of history and migration among some of these subgroups. Following these descriptions and to further explore the importance of subgroup specificity, Mexican American and Mexican subgroups were combined, as were Nuevomexicano/a and Spanish. Differences in mean age at death are even more clear when these subgroups are considered together (p=0.0006). Significant differences are found between Spanish/Nuevomexicano/a and Mexican/Mexican American (p= 0.0028) and Spanish/Nuevomexicano/a and Hispanic (p= 0.0065). See Figure 1B for the distribution of age at death when similar subgroups are combined.
Manner of Death

There are fewer homicides among Spanish, and fewer suicides among Chicano/as than expected. However, there is no significant relationship between subgroup and manner of death, when all subgroups are considered independently (p=0.3465) or related subgroups are combined (p=0.2223). See Table 5 for the contingency table of manner of death in all groups.

Table 5. Manner of death groupings by Hispanic subgroupings in New Mexico. Frequency of each cell is above, with expected count below.

<table>
<thead>
<tr>
<th>Manner of Death</th>
<th>Hispanic subgroup</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Chicano/a</td>
</tr>
<tr>
<td>Accident</td>
<td>54</td>
</tr>
<tr>
<td></td>
<td>43.69</td>
</tr>
<tr>
<td>Homicide</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>10.225</td>
</tr>
<tr>
<td>Natural</td>
<td>23</td>
</tr>
<tr>
<td>Suicide</td>
<td>6</td>
</tr>
<tr>
<td>Undetermined</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>3.5634</td>
</tr>
<tr>
<td>Total</td>
<td>99</td>
</tr>
</tbody>
</table>

Manner of death code

There are 60 manner of death codes used in this sample, ranging from natural, various automobile accidents, drug and alcohol use, to falls (see Table 4 for list of specific codes and total counts in sample). A significant association was found between cause of death code and subgroup (p=0.0364). In contingency table (not shown), more Chicano/as died of drug use, more Spanish and fewer Mexicans died of prescription pill overdose, more Spanish died of exposure, and fewer Spanish died of gun shots than expected. When similar subgroups are combined, the significance increases (p=0.0123).

Table 4. Specific Manner of Death Codes in Sample

<table>
<thead>
<tr>
<th>Manner code</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASCVD/COPD/Seizure disorder</td>
<td>1</td>
</tr>
<tr>
<td>Accident-specify</td>
<td>3</td>
</tr>
<tr>
<td>Asphyxia/airway obstruction/suffocation</td>
<td>5</td>
</tr>
<tr>
<td>Beaten by assailant(s)</td>
<td>9</td>
</tr>
<tr>
<td>Bitten/mauled/stung/kicked by (bee, dog, snake, horse, (name agent))</td>
<td>1</td>
</tr>
<tr>
<td>Blunt trauma/multiple injuries/subdural hematoma</td>
<td>1</td>
</tr>
<tr>
<td>Choked on (bolus of food, toy, etc.)</td>
<td>2</td>
</tr>
<tr>
<td>Contacted electrical current via (outlet, telephone lines, ungrounded chain saw)</td>
<td>1</td>
</tr>
<tr>
<td>Crushed/suffocated by (car falling from jack, plastic bag over head)</td>
<td>6</td>
</tr>
<tr>
<td>Cyclist accident</td>
<td>3</td>
</tr>
<tr>
<td>Incident</td>
<td>Count</td>
</tr>
<tr>
<td>-------------------------------------------------------------------------</td>
<td>-------</td>
</tr>
<tr>
<td>Driver of auto in collision with (auto, pickup, truck, minivan, ATV, motorcycle, (other motor vehicle type))</td>
<td>10</td>
</tr>
<tr>
<td>Driver of auto that left roadway (and overturned and/or became pinned underneath or in auto)</td>
<td>3</td>
</tr>
<tr>
<td>Driver of motorcycle (explain circumstances briefly, e.g. left roadway and struck tree, overturned in roadway, etc.)</td>
<td>5</td>
</tr>
<tr>
<td>Driver of motorcycle in collision with (auto, pickup, truck, minivan, ATV, motorcycle, (other motor vehicle type))</td>
<td>6</td>
</tr>
<tr>
<td>Driver of pickup that left roadway (and overturned and/or became pinned underneath or in auto)</td>
<td>5</td>
</tr>
<tr>
<td>Driver of truck that left roadway (and overturned and/or became pinned underneath or in truck)</td>
<td>1</td>
</tr>
<tr>
<td>Drowned in (tub, arroyo, pool, (this includes all non-recreational water accidents))</td>
<td>5</td>
</tr>
<tr>
<td>Drowned while swimming (this includes recreational swimming and rescue attempts)</td>
<td>2</td>
</tr>
<tr>
<td>Fall from (chair, table, mesa, cliff)</td>
<td>8</td>
</tr>
<tr>
<td>Fall from height/same height</td>
<td>1</td>
</tr>
<tr>
<td>Fall from standing height</td>
<td>8</td>
</tr>
<tr>
<td>Gunshot wound</td>
<td>2</td>
</tr>
<tr>
<td>Hanged self</td>
<td>28</td>
</tr>
<tr>
<td>Homicide-specify</td>
<td>3</td>
</tr>
<tr>
<td>Ingested alcohol (ethanol)</td>
<td>9</td>
</tr>
<tr>
<td>Ingested and/or injected illicit drug(s) - (in combination with ethanol)</td>
<td>94</td>
</tr>
<tr>
<td>Ingested and/or injected prescription medications</td>
<td>54</td>
</tr>
<tr>
<td>Ingested or injected medication</td>
<td>5</td>
</tr>
<tr>
<td>Ingested, injected or inhaled non-prescription medication (illicit, volatiles)</td>
<td>4</td>
</tr>
<tr>
<td>Inhaled toxic substance (toxic substances inhaled accidentally)</td>
<td>3</td>
</tr>
<tr>
<td>Inhaled toxic substance - (toxic substances abused to achieve intoxication)</td>
<td>2</td>
</tr>
<tr>
<td>Jumped from</td>
<td>1</td>
</tr>
<tr>
<td>Natural</td>
<td>192</td>
</tr>
<tr>
<td>Neglect/Starvation</td>
<td>1</td>
</tr>
<tr>
<td>Passenger .in (airplane, balloon, hang glider, (other aircraft type) that crashed) - (Also parachutist)</td>
<td>2</td>
</tr>
<tr>
<td>Passenger in auto in collision with (auto, pickup, truck, minivan, ATV, motorcycle, (other motor vehicle type))</td>
<td>7</td>
</tr>
<tr>
<td>Passenger in auto in collision with (tree, embankment, rock, wall, (other fixed object))</td>
<td>1</td>
</tr>
<tr>
<td>Passenger in auto that left roadway (and overturned and/or became pinned underneath or in auto)</td>
<td>6</td>
</tr>
<tr>
<td>Passenger in pickup in. collision with (auto, pickup, truck, minivan, ATV, motorcycle, (other motor vehicle type))</td>
<td>1</td>
</tr>
<tr>
<td>Passenger on motorcycle in collision with (auto, pickup, truck, minivan, ATV, motorcycle, (other motor vehicle type))</td>
<td>1</td>
</tr>
<tr>
<td>Pedestrian homicide (ie, Struck with auto by assailant(s))</td>
<td>1</td>
</tr>
<tr>
<td>Pedestrian struck by (auto, pickup, truck, train, (other motor vehicle type))</td>
<td>17</td>
</tr>
<tr>
<td>Pedestrian struck by (bicycle, (other non-motor vehicle))</td>
<td>2</td>
</tr>
<tr>
<td>Pilot of (airplane, balloon, hang glider, (other aircraft type) that crashed)</td>
<td>1</td>
</tr>
<tr>
<td>Received blow/collided with</td>
<td>1</td>
</tr>
<tr>
<td>Remained outdoors exposed to (cold, heat) - ((while intoxicated))</td>
<td>6</td>
</tr>
<tr>
<td>Shot by assailant(s) with firearm</td>
<td>42</td>
</tr>
<tr>
<td>Shot self with firearm</td>
<td>34</td>
</tr>
<tr>
<td>Skeletal, mummified or decomposed remains</td>
<td>4</td>
</tr>
<tr>
<td>Slashed with</td>
<td>1</td>
</tr>
<tr>
<td>Stabbed by assailant(s)</td>
<td>7</td>
</tr>
<tr>
<td>Strangled by assailant(s)</td>
<td>3</td>
</tr>
<tr>
<td>Suffocated self with</td>
<td>1</td>
</tr>
</tbody>
</table>
Discussion

Hispanic is a panethnic term that is used to describe individuals with origins from the Caribbean, Spain, South and Central America, etc. As such, it includes individuals with a wide variety of geographical, economic and social backgrounds. Hispanics are often grouped together for biomedical research, but do not represent a homogenous ethnicity. In this study we used age at death, manner of death, and manner of death code to determine whether there are differences among culturally and historically relevant subgroups in New Mexican Hispanics. Previous studies have shown differences in health, mortality, fertility and birth rates using Hispanic subgroupings with vocabulary standards defined by the HHS or a select subset.

Results show a significant difference in age at death between the Spanish and Mexican American and Spanish and Hispanic subgroups, with the Spanish dying seven to eight years later than these comparison groups, respectively. These differences are even more notable when culturally and historically similar groups are combined. These results indicate the value of understanding of the culture and history from which ethnic terminology standards develops. For example, individuals may use the term Nuevomexicano/a to indicate their long history in the state and their Spanish decent. Given this background, it is not surprising that differences in age at death are made clearer when Spanish and Nuevomexicano/a groups are combined. This is because “Spanish” as a self-identifier is used by older individuals and “Nuevomexicano/a” by younger people with similar backgrounds. It appears that, while ethnic terminologies change over time, the challenges affecting age at death remain consistent.

The age at death of NHW drawn from the same medicolegal sample is significantly higher than that of the seven Hispanic subgroups, with Hispanics, Latino/as, Mexicans, and Mexican Americans all dying younger than NHWs. Spanish and Nuevomexicano/a, groups that are traditionally considered privileged in the state, do not die significantly younger than do NHW. These results do not lend support for the Hispanic Health Paradox, as Mexicans and Mexican Americans, who have been shown to be more likely born outside of New Mexico or descended from more recent immigrants, are dying at a younger average age than NHWs.

While there are no significant associations between manners of death and subgroups there is an association between specific manner of death codes and subgroups. More Chicano/as die of drug use, more Spanish and fewer Mexicans die of prescription pill overdose, more Spanish die of exposure, and fewer Spanish die of gun shots than expected if manner of death codes were unrelated to subgroup membership. Recognition of this heterogeneity can be used for targeted interventions, related to licit and illicit drug use, alcohol use, and gun safety.

These results make clear that OMB and HHS terminology standards are not specific nor culturally relevant enough for research into health and mortality research, at least not among Hispanics in New Mexico. The NAM standard, although not used widely, identifies and provides terminology for more specific regional variation. If the OMB or HHS standards had been used in this analysis, we would have missed heterogeneity important for understanding public health, especially between the combined Spanish and Nuevomexicano/a versus Mexican and Mexican American groups. These results indicate that researchers should strive to capture more regionally relevant ethnicity data on subjects. This will likely require large samples and the introduction of ethnotological methods into the development of ethnic terminologies and vocabulary standards.

Conclusion

There are significant differences in ages at death between Spanish and Mexican American subgroups of Hispanics in New Mexico. In addition, specific manner of death codes are associated with seven ethnic subgroups. Without

---

| Suicide-specify | 1 |
| Suicide as pedestrian | 1 |
| Undetermined after autopsy and/or toxicology | 4 |
| Undetermined-specify | 3 |
| Victim of (car bomb, letter bomb, (type of device)) explosion | 1 |
| Victim of (house, car, trailer, open range, (other site)) fire | 5 |
terminology to reflect the variation in ethnicity collected in this database, important mortality data is lost. The subgroup terms used in this study come from an understanding of the culture and history of place, and reflect different migration histories among the different subgroups. The results indicate that it is of utmost importance to define the subgroupings of Hispanic beyond that suggested by HHS and OMB, when studying health and mortality. These results support the contention made by several other authors that important data regarding health patterns can be lost if Hispanics are treated as a homogeneous group.

The results also argue against the Hispanic Paradox, as groups with more recent migration histories (Mexicans and Mexican Americans) die at younger ages than those with long histories in the United States (Spanish and Nuevomexicano/a). If subgroups are used when studying Hispanic health, it may elucidate different outcomes than has been captured with a panethnic term, clarifying the “paradox.” How can culturally relevant, specific group differences be captured across the United States? Some vocabulary standards, like HHS, include the most common the subgroups within major regions of the United States. The NAM report suggested even further specificity within Hispanic ethnicity, naming 36 different groups, all with the common thread of having a Spanish-speaking background. The current study included additional subgroups specific to New Mexico and not included in the NAM report. The fact that results were strengthened when some groups were combined indicates the need for continued reflexive analysis, as terminologies are not natural features of populations, but rather ephemeral categories relevant only at particular times, in particular geographies.

Although we recommend using the NAM as a core terminology standard for ethnicity, it is missing a vital subset that many Hispanics in New Mexico use to describe themselves: Hispanic. In addition, other regional terminologies may become apparent when ethnological research is conducted in different states and regions. Therefore, we recommend using the NAM ethnicity standard with the addition of the subgroup of Hispanic, perhaps with additional, region-specific terms.
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Abstract

Classifying fine-grained ischemic stroke phenotypes relies on identifying important clinical information. Radiology reports provide relevant information with context to determine such phenotype information. We focus on stroke phenotypes with location-specific information: brain region affected, laterality, stroke stage, and lacunarity. We use an existing fine-grained spatial information extraction system–Rad-SpatialNet–to identify clinically important information and apply simple domain rules on the extracted information to classify phenotypes. The performance of our proposed approach is promising (recall of 89.62% for classifying brain region and 74.11% for classifying brain region, side, and stroke stage together). Our work demonstrates that an information extraction system based on a fine-grained schema can be utilized to determine complex phenotypes with the inclusion of simple domain rules. These phenotypes have the potential to facilitate stroke research focusing on post-stroke outcome and treatment planning based on the stroke location.

Introduction

Ischemic stroke (IS) accounts for around 87% of all strokes in the United States¹. Clinical trials and epidemiological studies targeted toward investigating communication, cognitive, and emotional changes after stroke are interested in analyzing specific subsets of patient records pertaining to certain characteristics of IS for treatment and prognosis research. Radiological findings documented in head computed tomography (CT) and brain magnetic resonance imaging (MRI) reports provide important information to develop IS phenotypes. Understanding and identifying various clinically important information from the report text can facilitate in constructing fine-grained phenotypes. In this work, we propose to utilize spatial information in the reports to construct IS phenotypes. We develop and evaluate a natural language processing (NLP) pipeline for IS phenotyping by using spatial information extracted from the reports. More specifically, we use the spatially-related imaging features and their brain locations as well as the potential diagnoses information to classify the phenotypes.

Effects of stroke in a patient are dependent on the areas of the brain affected²,³. Based on the side and the particular location of the stroke, different body functions are impaired. For example, stroke in the right side of cerebral hemisphere results in left-sided weakness or paralysis, visual, and spatial problems, stroke in the cerebellum manifests in a different set of effects such as ataxia, dizziness, nausea, and vomiting, whereas stroke located in the brainstem results in problems associated with breathing, balance, and coma. Moreover, the effects can be further specified based on the particular lobe of the cerebral hemisphere that is affected. For example, sensation and spatial awareness are impacted with stroke in the parietal lobe whereas language and memory are impaired with stroke in the temporal lobe. A previous work⁴ has demonstrated that location of stroke infarct influences the functional outcome following an ischemic stroke as measured by modified Rankin Scale, a commonly used scale for rating stroke outcome in clinical trials. Further, a few studies⁵,⁶ have focused on the brain locations affected by stroke for improving treatment of post-stroke depression and predicting post-stroke language outcome. Therefore, categorizing imaging reports according to stroke location–or in other words, constructing phenotypes incorporating the stroke location–holds potential benefits for clinical research studies that focus on targeted treatment based on the specific brain region affected.

We construct the IS phenotypes by using the brain location information in the reports both directly and indirectly. Direct use refers to including the side and the specific brain region affected by stroke in the phenotypes. Indirect use of location includes deriving other crucial information such as stroke stage based on the particular brain region a certain imaging feature is detected. Besides these, we also use the IS-related potential diagnoses information directly in the phenotypes to extract the stroke stage in cases when it is included as part of the diagnosis phrase (e.g., subacute stage in the diagnosis phrase ‘subacute infarction’).
Consider the two examples shown in Figure 1 from head CT reports. The first sentence captures information corresponding to mass effect like *sulcal effacement* along with imaging feature such as *cortical hypodensity* that helps to indicate that an *infarction* is *acute*. The second sentence detects an area of *low attenuation* in the left side of *globus pallidus*, part of *basal ganglia*. The sentence also describes that this finding indicates that the infarct is *lacunar* and thus *chronic*. Therefore, for the first example, we see that spatial relations between imaging features and brain locations (as indicated by phrases like ‘effacement of sulci’ and ‘hypodensity in the right frontal lobe’) encode important radiological information that facilitates in determining the diagnosis (i.e., *infarction*) and its stage (i.e., *acute*). Also, note that although *acute* is not mentioned explicitly in this sentence, identifying the spatial relations help in inferring that the stroke is *acute*. Thus, spatial relations present in imaging reports can directly be utilized for constructing stroke phenotypes containing fine-grained location information along with additional derived information like stroke stage. We, therefore, use our previously proposed spatial representation schema–Rad-SpatialNet 7 to extract spatial information from reports which can subsequently be used for extracting important IS phenotypes.

Prior studies have attempted to extract IS-related information from radiology reports. Wheater et al. 8 developed brain imaging phenotypes, however, these phenotypes lacked specificity in the brain location information and were classified as only cortical or deep. Other works identified reports with acute IS 9,10 and silent brain infarcts 11. However, these studies focused on limited information like classifying reports based on presence/absence of IS, acuity, and middle cerebral artery (MCA) territory involvement. Alternatively, we aim to construct specific stroke phenotypes containing more granular information for each stroke affected brain area and this makes the task more complex compared to performing binary classification of the reports. We illustrate the granularity and complexity of our phenotypes in Figure 2. Note that the phenotypes consider information at the level of both side and region of the brain affected. Thus we see the stage is *acute* for right cerebellar hemisphere and *chronic* for the left side.
Therefore, using spatial information from the reports forms an intuitive way to extract such fine-grained information for constructing the phenotypes. In this paper, we define the fine-grained stroke phenotypes described above with input from radiology experts. For automatic labeling of the reports with the relevant phenotypes, we first identify the spatial relations using a transformer-based model (BERT\textsuperscript{12}) for each report. We then apply rules based on domain knowledge on the extracted spatial information to classify the phenotypes. Finally, we evaluate our system by comparing the automatically generated phenotypes with the gold phenotypes for a set of head CT and brain MRI reports. Thus the main contributions of our work include:

- Classify fine-grained ischemic stroke phenotypes by applying simple domain rules on top of spatial information extracted from neuroradiology reports.
- Phenotypes contain information targeted at the level of a specific side and region of the brain affected.

**Related Work**

Numerous works have focused on identifying certain subgroups of stroke patients using NLP techniques with the aim to facilitate timely patient triaging to select appropriate group of patients highly likely to encounter severe consequences. We highlight the relevant studies by categorizing them in the following three subsections:

**Identifying stroke/ischemic stroke** Sedghi et al.\textsuperscript{13} converted medical narratives to codified text based on expert-provided sign and symptom phrases and they applied ML algorithms on the codified sentences to predict the presence of stroke in a patient. Majersik et al.\textsuperscript{14} applied NLP-based approaches by adding context to n-grams that classified ischemic, hemorrhagic, and non-stroke cases with high precision by using different combination of clinical report types. A study by Kim et al.\textsuperscript{10} utilized document-feature matrix vectorization techniques to classify brain MRI reports for identifying acute ischemic stroke. Govindarajan et al.\textsuperscript{15} developed ML-based NLP approaches to identify whether the stroke is ischemic or hemorrhagic based on some pre-defined symptoms and patient factors.

**Classifying stroke subtypes** Two studies focused on automatically classifying stroke patients based on standard stroke subtype classification systems—the Trial of Org 10172 in Acute Stroke Treatment (TOAST) and the Oxfordshire Community Stroke Project (OCSP). Garg et al.\textsuperscript{16} developed ML-based approaches to classify patients according to the TOAST ischemic stroke subtyping using neurology progress notes and neuroradiology reports for better patient management and outcome prediction. Sung et al.\textsuperscript{17} constructed features based on the medical entities identified by MetaMap and then applied traditional ML techniques to classify stroke patients based on four clinical syndromes taken from OCSP classification system that considers the anatomical location of stroke.

**Identifying stroke features** A recent study by Ong et al.\textsuperscript{9} classified radiology reports based on three outcomes - presence of stroke, involvement of MCA location, and stroke acuity by using text featurization methods such as bag of words, term frequency-inverse document frequency, and GloVe. These are considered as three separate classification tasks and they employed traditional ML models and recurrent neural networks to predict the outcomes. On the other hand, we aim to construct more specific phenotypes (e.g., ‘acute right frontoparietal stroke’) which can be fairly easily developed from more general information extracted from the reports (e.g., extracting ‘hypoattenuation’ in right frontoparietal distribution as well as identifying ‘effacement of sulci’ in the same report).

Most of the important information, especially those describing or relating to abnormal findings, are mentioned as part of the spatial descriptions between brain imaging observations and their corresponding anatomical structures. Often times, determining granular phenotypes is dependent on these specific information documented in the reports. Fu et al.\textsuperscript{11} developed both rule-based and ML methods to identify incidental silent brain infarct and white matter disease patients from the EHRs. As reported in Fu et al.’s work, some of the false positive errors generated by the ML-based text classification system are usually contributed by certain disease locations (e.g., right occipital lobe) that often co-exist with expressions related to the disease/outcome of interest (e.g., silent brain infarct in their case). Thus, developing a set of constraints using domain knowledge on the spatial information in the reports has the potential to diminish such false positive cases. Moreover, developing constraints based on the spatial relationships between imaging observations and anatomical locations forms a natural way to predict a stroke-associated outcome of interest. This also enhances the interpretability of the automatic phenotype construction system as it closely replicates a clinician’s workflow to select eligible group of patients for treatment plans and clinical recommendations.
Wheater et al. developed a rule-based NLP system to automatically label neuroimaging reports with a pre-defined set of 24 phenotypes. Their system incorporates manually crafted domain lexicons as well as a chunking step for extracting the radiological entities and relations from the text. Simple rules are then developed based on the presence of certain entities and relations to construct the final labels for each report. Inspired by this, we also develop the phenotype construction step similar to Wheater et al. However, our initial step of information extraction is more spatial information-oriented where we extract some common radiographic information by using advanced transformer-based language model and thus avoid the tedious process of developing manual rules for entity and relation extraction.

Thus the focus of our work is to demonstrate how automatically extracted important spatial information from neuroimaging reports can potentially be used to develop granular ischemic stroke phenotypes. To our knowledge, this is a first attempt toward using radiographic information connected through spatial trigger expressions in radiology reports for stroke phenotyping.

**Materials and Methods**

We use the output of a spatial information extraction (IE) system (information represented following the Rad-SpatialNet schema) to classify the granular ischemic stroke phenotypes. A set of simple domain rules are applied on the output of the IE system for classifying the phenotypes. The following sections describe the dataset along with a brief overview of the Rad-SpatialNet schema used in this study. This is followed by descriptions of the phenotype annotation process and our proposed pipeline for ischemic stroke phenotyping. An overview of our approach is shown in Figure 3.

1 Dataset

We select a set of 150 MIMIC reports (containing a mix of brain MRIs and head CTs) to classify the ischemic stroke phenotypes. These 150 reports contain at least one of the ICD-9 ischemic stroke-related diagnosis codes from 433.01, 433.11, 433.21, 433.31, 433.81, 433.91, 434.01, 434.11, 434.91, and 436. We refer to this phenotyping dataset as RAD-IS-P. To train our spatial information extraction (IE) model, we use 400 MIMIC-III radiology reports (consisting of chest X-rays, brain MRIs, and babygrams) annotated following Rad-SpatialNet schema as part of our earlier work. Since we extract stroke phenotypes from both types of neuroradiology reports, i.e. MRIs and CTs, we annotated a few (15) head CT reports following the same schema to add to the training data for our spatial IE system. Thus, we use the combined set of 415 reports for training the IE model. We refer to this dataset as RAD-SPATIAL-IE.

2 Rad-SpatialNet schema

This spatial representation schema has been proposed in our previous work. We use this schema to extract spatial information from the RAD-IS-P data. According to this, a spatial frame is constructed for each spatial description mentioned in a radiology report sentence. The spatial trigger forms the lexical unit of a spatial frame and the other related important clinical contextual information constitutes the frame elements. So for the sentence—*Hypodensity is noted in the pons which likely represents a lacunar infarct*, a spatial frame is instantiated by the spatial trigger ‘in’ and the elements associated to this lexical unit are Figure (*hypodensity*), Ground (*pons*), Hedge (*likely represents*), and Diagnosis (*lacunar infarct*). The frame elements that are not present in this example sentence but are part of the Rad-SpatialNet schema include Relative Position, Distance, Position Status, Reason, and Associated Process. We apply domain rules on Figure, Ground, and Diagnosis elements extracted from the reports to classify stroke phenotypes.

3 Ischemic stroke phenotype annotation

Each MRI and CT report is annotated with important IS features as validated by a practicing radiologist. These features are identified based on both their clinical importance as well as taking into account the types of information covered in Rad-SpatialNet schema. The pre-defined features are described as follows:
Table 1: Annotated phenotypes per brain region.

<table>
<thead>
<tr>
<th>Brain region affected</th>
<th>Frequency</th>
<th>Brain region affected</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cerebral hemisphere</td>
<td>26</td>
<td>Basal ganglia</td>
<td>38</td>
</tr>
<tr>
<td>Cerebral hemisphere - Frontal lobe</td>
<td>61</td>
<td>Thalamus</td>
<td>9</td>
</tr>
<tr>
<td>Cerebral hemisphere - Occipital lobe</td>
<td>30</td>
<td>Cerebral peduncle</td>
<td>2</td>
</tr>
<tr>
<td>Cerebral hemisphere - Parietal lobe</td>
<td>46</td>
<td>Internal/External capsule</td>
<td>8</td>
</tr>
<tr>
<td>Cerebral hemisphere - Temporal lobe</td>
<td>29</td>
<td>Corona radiata</td>
<td>4</td>
</tr>
<tr>
<td>Cerebellum</td>
<td>35</td>
<td>Insula</td>
<td>15</td>
</tr>
<tr>
<td>Brainstem</td>
<td>9</td>
<td>Watershed</td>
<td>4</td>
</tr>
</tbody>
</table>

1. Brain side - the laterality of the brain that is affected
2. Brain region - refers to the specific brain area affected due to reduced blood and oxygen supply
3. Stroke stage - three main stages used to describe the CT manifestations of stroke: acute, subacute, and chronic (as described in Birenbaum et al.19). Additionally, some reports document the stage information as acute/subacute, so we also consider acute/subacute separately
4. Lacunarity - whether infarct is lacunar or not. Lacunar infarcts are usually small noncortical infarcts (diameter of 0.2 to 15 mm) and are caused by occlusion of a small perforating artery

Multiple combinations of these four features can be present in a report. In such cases, we label each report with a maximum of five combinations of brain side, region, stroke stage, and lacunarity. For the example in Figure 2, the resulting feature combinations used for annotating the report are – 1. right, cerebellum, acute, not lacunar, 2. left, cerebellum, chronic, not lacunar, and 3. right, brainstem (midbrain), acute, not lacunar. Another point to note is that if the stroke stage is directly available as part of the spatial information extracted from the report, we use that information to annotate the report, otherwise the stage annotation is determined based on certain additional conditions/domain constraints applied over the extracted spatial information. For example, in the sentence “There are several small acute infarctions in the right midbrain” in Figure 2, acute was directly available as part of the Figure frame element acute infarctions identified in context to the spatial trigger in. However, in the last sentence, the stage is annotated as chronic because of the presence of terms like encephalomalacia and gliosis. Using this annotation scheme, the RAD-IS-P dataset was annotated with the stroke phenotypes by a radiologist (SK). A brief statistics of the brain region-wise phenotype annotations are shown in Table 1.

4 Proposed Pipeline

We describe the sequential stages of our phenotype extraction system in the following sections.

4.1 Spatial information extraction

We use an existing BERT-based sequence labeling system for extracting the spatial information from the reports7. This includes identifying the spatial triggers in a sentence followed by identifying the associated frame elements for each extracted trigger. Both spatial trigger and frame element extraction are framed as sequence labeling task. The frame elements identified by the BERT system for each of the spatial triggers in a sample head CT report sentence are illustrated in Figure 4. Specifically, in this work, we re-train the BERT-based frame element extractor using the RAD-SPATIAL-IE data with updated annotation spans for a few frame elements as described below.

Updates to Rad-SpatialNet for Ground and Diagnosis frame elements

Note that for each anatomical location phrase labeled as Ground element in our previous work7, the associated laterality terms such as ‘left’, ‘right’, and ‘bilateral’ were annotated as elements in context to that anatomical radiological entity. Similarly, for some of the potential diagnoses labeled as Diagnosis element, the associated temporal descriptors such as ‘acute’, ‘evolving’, and ‘chronic’ were also annotated as elements in context to the diagnosis radiological entity. Thus, the laterality and the temporal descriptor terms were not part of the Ground and Diagnosis frame elements respectively (in turn not directly connected to the spatial triggers) and thus were not identified by the spatial frame element extraction system. However, considering the need to capture laterality and diagnosis temporality information for our phenotyping task, we updated the mention spans of the Ground and Diagnosis elements in the sentences to support this work. Consider the following examples:

1. Include the laterality of the anatomical location
   Rad-SpatialNet7 – There is hypodensity in the left basal ganglia.
   This paper – There is hypodensity in the left basal ganglia.
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There are areas of restricted diffusion in the vascular territory of the right MCA, also some scattered hyperintense foci noted on the right occipital lobe, right basal ganglia and distally on the right temporal lobe suggesting thromboembolic ischemic changes.

2. Include laterality and location descriptor whose span falls in between a laterality phrase and the anatomy phrase
   Rad-SpatialNet 7 – A small area of white matter hyperintensity in the right frontal subcortical region.
   This paper – A small area of white matter hyperintensity in the right frontal subcortical region.

3. Include the temporality of the potential diagnosis
   Rad-SpatialNet 7 – Hypoattenuation in the right frontoparietal distribution consistent with acute infarction.
   This paper – Hypoattenuation in the right frontoparietal distribution consistent with acute infarction.

In the first example we see that ‘left’ has been included in the Ground element, and in the second example both ‘right’ and ‘frontal’ are included in the Ground element span. In the third example, ‘acute’ is included in the Diagnosis element span. The spatial trigger (lexical unit for a spatial frame) is ‘in’ for all the examples.

4.2 Automatic IS phenotype extraction

For each report, we use rules on top of the output of the BERT-based element extractor to automatically classify the phenotypes. We combine the spatial frames identified by the element extractor at the report level. We also keep a track of all the spatial frames predicted by the BERT extractor for each sentence in a sequential order (the order in which the spatial triggers appear in a sentence). This helps to combine the frames when the Ground element associated to a trigger is same as the Figure element of the next trigger. For example, in “acute infarction in the lateral aspect of right cerebellum”, IS-related finding (infarction) is connected to the corresponding location (right cerebellum) through the common frame element aspect of the two spatial frames with triggers in and of appearing sequentially in the sentence.

For each spatial trigger identified in a sentence, the following steps are performed:

1. First, the spatial triggers and the frame elements relevant to ischemic stroke are filtered. For this, we check if any of the Figure/Diagnosis element spans detected in relation to a trigger is IS-related. If one of the pre-defined IS-related imaging finding keywords (as shown in the first two rows of Table 2) is present in any of the element spans, the following steps are performed.

2. For extracting the brain side, we check for the presence of any laterality-related term in the predicted Ground element span (e.g., left for left, and both, bilateral for bilateral). Additionally, if the Ground elements are thalami and capsules, we assign the side as bilateral. In other cases, unspecified is assigned. Moreover, in cases (e.g., infarction involving left frontal and parietal lobes) when the same laterality is linked to multiple regions, each region is assigned the laterality separately. Here, left is assigned to both frontal and parietal lobes although left does not appear in the Ground span parietal lobes.

3. For identifying the brain region, the presence of any of the keywords developed for each of the pre-defined brain areas are checked in the detected Ground element span (e.g., keywords for mapping the brain region as ‘Basal ganglia’ are basal ganglia, caudate, caudate nucleus, caudate head, caudate nucleus head, putamen, globus pallidus, and lentiform nucleus). These keywords are built with domain expert input. Additionally, for Ground element spans involving two lobes, we assign both the cerebral lobes (e.g., frontal and parietal lobes are assigned for Ground element span – frontoparietal).
Table 2: Keywords for identifying IS finding, IS stage, and lacunarity from the frame element spans to classify the phenotypes.

<table>
<thead>
<tr>
<th>Item</th>
<th>Keywords</th>
</tr>
</thead>
<tbody>
<tr>
<td>IS-related imaging finding (CT)</td>
<td>hypodensity, hypodensities, hyperdensity, hyperdensities, hypodense, hypoattenuation, low attenuation, low-attenuation, hypoattenuating, hypo-attenuating, low attenuating, decreased attenuation, lacune, infarct, lesion</td>
</tr>
<tr>
<td>IS-related imaging finding (MRI)</td>
<td>restricted diffusion, slow diffusion, susceptibility artifact, signal, infarct</td>
</tr>
<tr>
<td>IS stage - Subacute</td>
<td>sub-acute, subacute, sub acute, evolving</td>
</tr>
<tr>
<td>IS stage - Chronic</td>
<td>encephalomalacia, gliosis, known, old, previous, prior</td>
</tr>
<tr>
<td>Lacunarity</td>
<td>lacune, lacunar</td>
</tr>
</tbody>
</table>

Table 3: Domain constraints applied on BERT predicted spatial frame elements to determine ischemic stroke stage.

<table>
<thead>
<tr>
<th>Modality</th>
<th>Acute</th>
<th>Chronic</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT</td>
<td>(hypodensity/hypoattenuation in cortical/subcortical region) AND (hyperdense MCA OR hyperdensity in basilar artery OR loss of gray-white matter differentiation OR sulcal effacement)</td>
<td>(hypodensity/hypoattenuation in cortical/subcortical region AND (prominence of ventricles/sulci OR atrophy)) OR gliosis/encephalomalacia</td>
</tr>
<tr>
<td>MRI</td>
<td>(slow diffusion/restricted diffusion in cortical/subcortical region) OR (loss of flow void in MCA/basilar artery)</td>
<td>facilitated diffusion in cortical/subcortical region OR gliosis/encephalomalacia OR dilation of ventricles</td>
</tr>
</tbody>
</table>

4. For identifying the stroke stage for each pair of brain region and side, two sequential steps are involved. First, we check for the presence of any stage-related term directly in the predicted Figure/Diagnosis element span. Since the term acute is also contained in subacute, we prioritize the search for subacute over acute. If not found, domain constraints are applied over the predicted spatial frame elements (this step also takes into account the other spatial relationships predicted in the same report in connection to the same brain region). If the stage is not determined by these two steps, we assign the label – Can’t determine.

5. Similarly, for identifying the lacunarity for each pair of brain region and side, we check for the presence of lacunar-specific terms in the Figure/Diagnosis element span. We assign a binary lacunarity label – Yes if lacunar and No otherwise.

The keywords developed for IS-related imaging findings as well as for identifying the stroke stage and lacunarity from the frame element spans are shown in Table 2. These keywords as well as the domain constraints for inferring the stage are developed in collaboration with the radiologist who created the gold phenotypes. A few predominant constraints are demonstrated in Table 3.

Experimental Settings and Evaluation

We use the BERTLARGE model for fine-tuning the spatial information extraction task by initializing the model parameters obtained after pre-training BERT on MIMIC-III clinical notes for 300,000 steps. For extracting the spatial triggers from the RAD-IS-P data, we use the trained model from our previous work. However, for extracting the frame elements, we re-train the BERT-based element extractor on the RAD-Spatial-IE dataset using the updated gold spans of Ground and Diagnosis frame elements for capturing the laterality and temporality information, respectively. We perform 10-fold cross-validation for evaluating the performance of the element extractor model. For each of the 10 iterations, we split the reports in RAD-Spatial-IE such that reports in 8 folds are used for training and 1 fold each are used for validation and testing. The model is fine-tuned by setting the maximum sequence length at 128, learning rate at $2e-5$, and number of training epochs at 4. We use cased version of the models. Among the 10 versions of the trained model checkpoints (generated for 10 folds of the dataset), we select the version based on the highest F1 measure on the validation set to predict the spatial frame elements from the RAD-IS-P data used for phenotype classification. Additionally, to provide a sense of the performance of the spatial information extraction system on stroke-related reports (that are more representative of the ones used for phenotyping), we annotated a random set of 20 reports from the RAD-IS-P dataset according to the Rad-SpatialNet schema and evaluated the system’s performance on these 20 reports. For our phenotyping task, we report the precision, recall, and F1 measures of the phenotype extraction system based on various meaningful subsets or combinations of stroke features described in Section 3.
Table 4: 10 fold CV results on RAD-Spatial-IE for BERT-based spatial frame element extraction model using gold and predicted spatial triggers. P - Precision, R - Recall.

<table>
<thead>
<tr>
<th>Main Frame Elements</th>
<th>Gold spatial triggers</th>
<th>Predicted spatial triggers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P(%) R(%) F1</td>
<td>P(%) R(%) F1</td>
</tr>
<tr>
<td>FIGURE</td>
<td>81.39 84.26 82.77</td>
<td>67.53 71.08 69.14</td>
</tr>
<tr>
<td>GROUND</td>
<td>92.01 93.41 92.69</td>
<td>70.87 80.13 75.09</td>
</tr>
<tr>
<td>HEDGE</td>
<td>75.51 83.08 78.91</td>
<td>68.94 74.05 71.19</td>
</tr>
<tr>
<td>DIAGNOSIS</td>
<td>54.73 78.41 64.06</td>
<td>48.49 67.67 55.95</td>
</tr>
<tr>
<td>RELATIVE POSITION</td>
<td>87.47 81.01 83.54</td>
<td>60.13 66.35 62.17</td>
</tr>
<tr>
<td>DISTANCE</td>
<td>75.83 80.83 75.53</td>
<td>73.63 80.00 74.25</td>
</tr>
<tr>
<td>POSITION STATUS</td>
<td>68.59 66.20 66.97</td>
<td>61.42 64.45 61.55</td>
</tr>
<tr>
<td>OVERALL</td>
<td>82.60 85.31 83.92</td>
<td>66.95 73.17 69.81</td>
</tr>
</tbody>
</table>

Table 5: BERT-based spatial frame element extractor’s performance on 20 stroke reports (taken from RAD-IS-P). P - Precision, R - Recall.

<table>
<thead>
<tr>
<th>Spatial triggers used</th>
<th>Overall P (%)</th>
<th>Overall R (%)</th>
<th>Overall F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gold annotated triggers</td>
<td>72.80</td>
<td>80.87</td>
<td>76.62</td>
</tr>
<tr>
<td>Predicted triggers</td>
<td>65.71</td>
<td>73.48</td>
<td>69.38</td>
</tr>
</tbody>
</table>

Results

The average precision, recall, and F1 scores of extracting spatial triggers from the RAD-Spatial-IE data are 86.14%, 79.55%, and 82.66, respectively. For the 20 stroke reports (selected from the RAD-IS-P data), the precision, recall, and F1 values for spatial trigger extraction are 93.70%, 76.28%, and 84.10, respectively. These predicted triggers are used further by the element extractor model in the end-to-end evaluation (shown under the ‘Predicted spatial triggers’ column in Table 4). Table 4 also highlights the average 10-fold CV performance measures of the BERT-based element extractor using the gold spatial triggers. The frame elements Associated Process and Reason have very low performance scores as they occur very rarely in the whole dataset and also not used for phenotyping. We additionally illustrate the overall precision, recall, and F1 measures (considering all the spatial frame elements) of the frame element extractor on the 20 stroke report subset in Table 5.

The results of our phenotype extraction system are shown in Table 6. We calculate the performance metrics of the system based on different combinations of the features (i.e., brain region, side, stroke stage, and lacunarity) that are potentially useful for clinical research studies. The precision, recall, and F1 values are calculated by comparing the distinct combinations of the features per report identified by the system to those of the gold annotated ones. This gives an idea about how well the system performs in classifying various subsets of meaningful features. Since stroke stage and lacunarity are associated with a specific brain region and side pair, we report the performance of the system including the stage and lacunarity features along with brain region and side in the last four rows of the table. Note that for stroke stage, we show the results both by considering various stage types and also by grouping the three stage types–acute, subacute, and acute/subacute together.

Discussion

This work focuses on identifying complex ischemic stroke phenotypes mainly from the perspective of the stroke location (brain region and side). We utilize the output of a spatial information extraction (IE) system (developed in our previous work) and apply simple neuroradiology-specific rules to classify these phenotypes. Note that the phenotypes we tackle in this work consider information at the level of specific brain area that is affected by stroke. Thus, this involves identification of information related to a stroke affected region in the brain from the report text. Our Rad-SpatialNet schema allows for easy identification of such related information as this captures the spatial relations between imaging findings and brain locations as well as the associated potential diagnoses. This becomes even more useful when the same report contains infarcts of different stages in different brain locations. Figure 2 illustrates an example where three different brain regions are affected and the stroke stage varies according to the region and its laterality.
Table 6: Phenotype extraction results. BR - brain region, CS - corresponding side, SS - stroke stage, SS_CO - SS with coarse types (acute/chronic), LC - lacunarity.

<table>
<thead>
<tr>
<th>Phenotype variant</th>
<th>Example</th>
<th>Precision(%)</th>
<th>Recall(%)</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>BR</td>
<td>cerebellum</td>
<td>73.58</td>
<td>89.62</td>
<td>80.81</td>
</tr>
<tr>
<td>BR + CS</td>
<td>cerebellum, left</td>
<td>68.34</td>
<td>85.47</td>
<td>75.95</td>
</tr>
<tr>
<td>BR + SS_CO</td>
<td>cerebellum, chronic</td>
<td>55.53</td>
<td>82.0</td>
<td>66.22</td>
</tr>
<tr>
<td>BR + CS + SS_CO</td>
<td>cerebellum, left, chronic</td>
<td>49.67</td>
<td>74.11</td>
<td>59.48</td>
</tr>
<tr>
<td>BR + CS + SS</td>
<td>cerebral hemisphere - frontal lobe, bilateral, subacute</td>
<td>46.32</td>
<td>56.96</td>
<td>51.09</td>
</tr>
<tr>
<td>BR + CS + LC</td>
<td>basal ganglia, bilateral, yes</td>
<td>62.53</td>
<td>77.2</td>
<td>69.09</td>
</tr>
<tr>
<td>BR + CS + SS_CO + LC</td>
<td>basal ganglia, bilateral, chronic, yes</td>
<td>48.59</td>
<td>72.49</td>
<td>58.18</td>
</tr>
</tbody>
</table>

We observe that applying simple domain rules that are mainly based on keyword search and a small set of constraints over the output of the spatial IE system results in satisfactory performance in classifying complex stroke phenotypes. This highlights both the information coverage of the Rad-SpatialNet schema and the sufficiently promising performance of the spatial IE system. Another point to note is that the information covered through Rad-SpatialNet are generic enough to extend our phenotype classification approach to other types of diseases/conditions beyond neuroradiology domains.

We briefly discuss the errors of the phenotype extraction system here. Most of the errors related to missing the brain region (referring to the recall of 89.62% in Table 6) is because of the Ground elements that are not predicted by the spatial IE system. There are also a few very few cases where spatial triggers are not present explicitly (e.g., *left cerebellar infarct*). The existing Rad-SpatialNet schema does not capture such implicit relations and thus such regions are missed. Some of the errors related to stroke stage classification (when all the stage types are considered) is due to the ambiguity involved in distinguishing the acute and the subacute stages. Oftentimes, it becomes difficult to assess the stroke timing based on the report content (one of the major reasons for low recall for BR + CS + SS shown in Table 6). A small number of errors also occur when only acute and chronic stage information is considered because the output of the spatial IE system sometimes missed the specific stage-related term (e.g., *evolving, chronic*) in the predicted Diagnosis/Figure element span. Moreover, the report does not contain other spatial relations to satisfy the domain constraints for stage inference. Another reason of stage-related errors is when the stage information is mentioned in a following sentence in the report that does not contain any spatial relations (e.g., *‘These lesions suggest old infarction’*). Lacunar-related errors happen mainly because their inferences sometimes depend on the specific sizes mentioned in the sentence (e.g., *lesion of 7 mm in diameter*) that are currently not captured in the Rad-SpatialNet schema. Taking into account a few limitations as described here in the Rad-SpatialNet schema, we aim to emphasize that there are rare instances of such scenarios overall across reports and we intend to further incorporate these information in the Rad-SpatialNet in our future work. We also see that the precision values are low, and one of the main reasons is that many of the stroke locations are referenced multiple times in a report and are expressed differently or with varying levels of specificity. For example, *left frontal lobe* is mentioned in the report’s Findings section, whereas *left MCA* is mentioned in the Impressions section. This results in generating some false positive brain regions (e.g., *parietal* and *insula* here) as MCA (middle cerebral artery) maps to parts of *frontal* and *parietal lobes* as well as *insula* (the brain regions where MCA supplies blood to). The performance of our phenotype extraction system reflects the challenging nature of this complex phenotyping task and we aim to improve its performance and evaluate on an augmented dataset in a later work.

However, the phenotyping results suggest that the Rad-SpatialNet schema that we used in this work is robust enough considering the complexity of the phenotypes. We want to highlight that the current Rad-SpatialNet schema can be leveraged further to classify more granular aspects of the stroke location. Specifically, the RelativePosition frame element (e.g., *superior, inferior*) can be used to classify the subregions of a brain region like *cerebellum*. For instance, in the sentences of the same report—*‘New acute infarction involving the superior left cerebellar hemisphere’* and *“Encephalomalacia and gliosis are again seen in the inferior left cerebellar hemisphere’*—the stroke stage is *acute* in case of left cerebellum (superior) and *chronic* for left cerebellum (inferior). Thus, spatial information documented in the reports when extracted with detailed contextual information facilitates the classification of fine-grained phenotypes.
Conclusion
We used the output of an existing spatial information extraction system based on the Rad-SpatialNet schema to classify complex IS phenotypes. We demonstrated that a generalizable and fine-grained representation schema like Rad-SpatialNet could be utilized for determining detailed phenotypes that often requires information about various related radiological entities (such as findings, brain locations, and diagnoses). Our phenotypes are mainly based on specific brain regions affected by stroke. We have shown that satisfactorily good results can be achieved by applying simple domain rules on top of the IE system’s output to classify the phenotypes.
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Abstract
We assessed the scalability of pharmacological signal detection use case from a single-site CDW to a large aggregated clinical data warehouse (single-site database with 754,214 distinct patient IDs vs. multisite database with 49.8M). We aimed to explore whether a larger clinical dataset would provide clearer signals for secondary analyses such as detecting the known relationship between prednisone and weight. We found significant weight gain rate using the single-site data but not from using aggregated data (0.0104 kg/day, p<0.0001 vs. -0.050 kg/day, p<.0001). This rate was also found more consistently across 30 age and gender subgroups using the single-site data than in the aggregated data (26 vs. 18 significant weight gain findings). Contrary to our expectations, analyses of much larger aggregated clinical datasets did not yield stronger signals. Researchers must check the underlying model assumptions and account for greater heterogeneity when analyzing aggregated multisite data to ensure reliable findings.

Introduction
Implementation of electronic health records (EHRs) has enabled secondary analysis of clinical data for a variety of purposes1,2. Traditional time-consuming and costly research methods such as randomized controlled trials (RCTs)2-5 are being complemented with secondary analyses of clinical data generated via clinical practice as a core activity of burgeoning learning healthcare systems6,7. As one important use case, 32% of novel therapeutics approved by the FDA were associated with a post-marketing safety event8. Thus, post-marketing discovery and surveillance for drug side effects (pharmacoepidemiology) using retrospective analyses of large clinical data sets has gained interest.

Though the current abundance of machine-readable clinical data sets enables such analyses, clinical data are prone to quality issues9-13. These issues are sometimes considered part of the noise that may mask signals in EHR data. It is often argued that larger data sets will amplify the signals, allows a more reliable estimate for the noise and improves the statistical power for detecting associations14-18. In the healthcare setting, this can be achieved in two ways. Healthcare systems can wait until their databases have enough patients to study a specific phenomenon, in which case, a more traditional research approach such as single site experimental study such as an RCT is developed and implemented. An alternative strategy, is for multiple healthcare systems to aggregate their data in clinical data warehouses (CDWs)19,20 to increase statistical power21, making clinical signals more detectable by secondary analysis methods such as regression analysis, as long as the underlying assumptions of these models are met. Research efforts are currently geared toward building large CDWs,22-27 yet we found few studies in the literature reporting the impact of EHR data aggregation28-30 or providing solutions to its consequences30 and we found none illustrating its impact on traditional analytical methods such as regression analysis.

In this article, we attempt to “rediscover” the association between prednisone, a commonly prescribed corticosteroid, and weight gain31,32 with longitudinal linear regression methods using two databases: a single-site CDW33 and a much larger aggregated CDW. We chose this association because it is well-accepted by clinicians34 and is defined by relatively objective numerical data (i.e., drug administration and weight change over time). Further, weight measurement does not require complex equipment and is often recorded during routine clinical care for a wide variety of patients across care settings. Thus, investigating the relationship between prednisone and weight gain is, in a sense, the “best case” scenario for assessment of factors associated with drug-side effect. Our goal was to “rediscover” a known side effect without leveraging knowledge about the side effect. Thus, we approximated the process of monitoring for previously unknown side effects. The contribution of this work is to illustrate an existing challenge of scaling up analyses using large, aggregated CDWs.

Methods
Data Sources - We used longitudinal linear regression methods to analyze the known relationship between prednisone and weight gain using real EHR data extracted from a single-site CDW and an aggregated CDW database. The single-
site data set was extracted from an outpatient clinic’s EHR production database and contained 754,214 distinct patient IDs with data from April 2004 to January 2014. The aggregated data set, Cerner Health Facts (Cerner Corporation, Kansas City, MO) a HIPAA de-identified database, contained over 49.8 million distinct patient IDs with data from January 2000 to October 2014. We selected patients with at least one prednisone prescription, all their recorded weights and covariates such as age and gender. Descriptive statistics are shown in Table 1. No missing values were found for age, and gender variables in either data set. The weight variable was normally distributed. Because the distribution of drug exposure was not normal, we categorized exposure into a binary variable encoded as high (above mean) vs. low (below mean) exposure. We filtered out patients under 21 years of age and extreme outliers for weight (i.e., weight>400 kg). A second round of filtering was performed on the weight variable by excluding measurements that were more than three standard deviations away from the mean on both sides. This study has been approved by the Committee for the Protection of Human Subjects (the UTHSC-H IRB) under protocol HSC-SBMI-13-0549.35

Table 1 - Descriptive statistics for single and aggregated datasets. Note that the original aggregated database contains over sixty times more patients than the single-site database, whereas the extracted data has slightly over 18 times more patients.

<table>
<thead>
<tr>
<th></th>
<th>Single-Site</th>
<th>Aggregated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Distinct Patient IDs in Database</td>
<td>754,214</td>
<td>49,826,219</td>
</tr>
<tr>
<td>Number of Patients Included (% of Database)</td>
<td>9,767 (1.29%)</td>
<td>169,944 (0.34%)</td>
</tr>
<tr>
<td>Number of Weight Measurements</td>
<td>93,617</td>
<td>2,278,953</td>
</tr>
<tr>
<td>Missing Drug Exposure</td>
<td>15.40%</td>
<td>20.40%</td>
</tr>
<tr>
<td>Average Age (in years) for 1st Prescription</td>
<td>54±15</td>
<td>63±17</td>
</tr>
<tr>
<td>Median Age (in years) for 1st Prescription</td>
<td>55</td>
<td>64</td>
</tr>
<tr>
<td>Mean±SD Weight</td>
<td>84.2±22kg</td>
<td>82.5±24kg</td>
</tr>
<tr>
<td>Mean±SD Prednisone Exposure</td>
<td>312±697mg</td>
<td>781±1,740mg</td>
</tr>
</tbody>
</table>

Statistical Analysis - We used summary statistics such as mean, median and extreme values (e.g., values more than three standard deviations away from the mean) to screen the data for outliers, missing values and erroneous data. We assessed normality of continuous variables based on histograms. To detect weight gain over time, we built a longitudinal linear regression model using generalized estimating equations (GEE) method. Our longitudinal regression model predicted the main outcome (weight) based on drug exposure (high/low), the number of days from the first prescription (time), the patient's age at the time of first prescription, the patient's gender. An autoregressive correlation structure was used to account for potential correlation between multiple measurements from the same individuals. Statistical significance was set at α=0.05. A model was built on weight as the dependent variable with independent variables including, time and a binary exposure group (cumulative prednisone dose below or above the mean) along with known covariates: gender and age. The observational time span (or time windowing) was varied around the time of prescription between 90 days before prescription and 360 days after prescription to improve model fit. We used the Quasi-likelihood under Independence Model Criterion (QIC) 36 as a quantitative measure of goodness-of-fit. QIC is a generalization of Akaike’s information criterion which represents the goodness of fit of statistical models typically employed with GEE methods and informs model selection. We used SAS (version 9.4, SAS Institute Inc., Cary, NC) for statistical analysis.

Sensitivity Analysis - To assess the robustness of our results, we built regression models for multiple sub-populations contained in our data set using the same methods described above. For example, we built separate regression models for males only, females only, initial weight below or above average and for patients with ages below or above average at the time of prescription. These subgroup analyses aimed to identify which subgroups of the cohort contributed to the overall effect. If the effect varies by multiple subgroups, it indicates potential effect modifications that should be explored.
Results
We built longitudinal linear regression models to optimize model fit (i.e., reduce QIC) exploring time windows between 10 days prior and 120 days after prescription. The best fit was found for 7-90 days and 7-32 days for the single-site and aggregated data respectively (Table 2). This matches what is clinically expected: patients gain weight within the first three months of starting prednisone. These conditions returned the largest effect sizes for the relationship between prednisone and weight in both data sets: 0.0114 kg/day (p<0.0001) for the single-site data and -0.050 kg/day (p<0.001) but no association with exposure to prednisone (p=0.847) based on the aggregated data.

Overall, our longitudinal linear regression (i.e., all data after prescription) yielded no statistical significance for time (p=0.900), exposure (p=0.389) or the interaction between these two variables (p=0.237). The aggregated dataset showed significance for all variables, most probably due to the large size of the dataset. However, the model estimated that the weight gain was negative over time, though the amount of weight loss was not statistically significant. Model fit was measured using QIC, with lower values indicating better fit, but no specific reference ranges. Both models showed a very high QIC=70,020 (single site) and QIC=835,847 (aggregated) indicating very poor fit of the model to the data.

Setting an upper temporal boundary at 90 and 32 days from first prescription for each data set respectively brought all variables beyond the significance threshold (time: p<0.0001, exposure: p=0.0266, interaction between these two variables: p=0.0001), improving the fit (QIC=15,669) for the single site data set. The final coefficient estimate value for time was 0.0104 kg/day (~3.8 kg/year), which revealed a positive correlation between time and weight increase in patients prescribed prednisone. On the other hand, the aggregated data showed significance for all variables. The QIC value improved to QIC=393,087.

We found larger QIC values indicating a poorer fit for larger upper time limits (60 and 90 days). Setting a delayed lower time limit where the data considered for the regression started at 7 days after the first prescription improved fit (QIC=7335), preserving statistical significance for all variables except binary (high/low) exposure (p=0.0645) in the single-site dataset. Adding this lower time limit to the aggregated data set yielded significance for all variables except exposure (p=0.847) and the interaction between exposure and time (p=0.068). However, the estimate for the time variable was negative (-0.050 kg/day) indicating a slight decrease in weight over time. It is important to note that the minimum QIC found for the aggregated data set was much higher than the single-site data set (QIC=120,133 vs. 7335), suggesting that a larger, more complex data set may include much more variability and may be much harder to account for heterogeneity in variance by this model. In summary, we found weight gain with prednisone in the single-site data matching the expected outcome but slight weight loss with prednisone in the aggregated data.

Sensitivity Analysis - To assess the robustness of our findings, we performed sensitivity analysis by doing subgroup analyses (Figure 1). The single-site CDW showed a positive relationship between time and weight for all categories. Only age categories above 70 and patients with an initial weight below average showed no significance. These findings suggest homogeneity within the subgroups of this single-site data set with an upward trend detectable in multiple subgroups. On the other hand, the findings from the aggregated data were inconsistent. Regression analysis provided 11 negative estimated effects (only 5 statistically significant) and 4 positive estimated effects (none statistically significant). The largest effects were found for patients in their 20s (estimated effect=-0.514 kg/day, p=0.338), 50s (estimated effect=-0.426 kg/day, p=0.261), age below average (estimated effect=-0.292 kg/day, p=0.046) and male patients (estimated effect=-0.320 kg/day, p=0.006). These results suggest that this data set contains heterogeneous sub-populations that have very different weight changes over time.

We compared size of data set and sampling rate (i.e., measures per patient) for the two data sets (Table 3). Overall, the aggregated data had only a slightly lower sampling rate than the single-site data set (8.65 vs. 9.56 measurements/patient). In contrast, for each optimized time window presenting the best QIC fit (i.e., 7-90 days and 7-32 days for the single-site and aggregated datasets respectively and found that the aggregated data had roughly twice the sampling rate compared to the single site data. However, the aggregated data set contained multiple visit types such as outpatient, inpatient and emergency, whereas the single-site database contained outpatients only. Comparing outpatient data only, we found 2.96 vs. 9.65 measurements/patient for the single and aggregated data sets respectively and 1.26 vs. 1.84 measurements/patient respectively within the selected time window. In this case, the lower sampling rate may partly explain the lower p-values due to lower statistical power for the single-site data in both analyses (p=0.014 vs. p<0.0001). The lower measurement count per patient could be explained by the difference in time windows 7-90 days vs. 7-32 days. However, using the 7-90 day time window and outpatients only the CDW data set returned a smaller sample than the single-site data set (1.69 vs. 1.84 measurements/patient).

Analysis of these data showed weight gain (estimate=0.0114 kg/day), yet not significant (p=0.487).
Table 2 – Results from Longitudinal Linear Regression models with weight as the dependent variable under varying parameter assumptions based on the single-site dataset (n=93,617) and the aggregated dataset (n=2,278,953).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Overall Regression (After Prescription)</th>
<th>Upper Time Limit</th>
<th>Upper and Lower Time Limit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Single-site</td>
<td>Aggregated</td>
<td>Single-site</td>
</tr>
<tr>
<td>Intercept</td>
<td>Estimate 83.45</td>
<td>p-value &lt;.0001</td>
<td>Estimate 82.05</td>
</tr>
<tr>
<td>Time (Days from Prescription)</td>
<td>0</td>
<td>p-value 0.9004</td>
<td>-0.0032</td>
</tr>
<tr>
<td>Age (in years)</td>
<td>Estimate -0.087</td>
<td>p-value &lt;.0001</td>
<td>-0.0729</td>
</tr>
<tr>
<td>Gender (Ref.)</td>
<td>M</td>
<td>p-value 14.43</td>
<td>p-value 8.3245</td>
</tr>
<tr>
<td>Gender (Ref.)</td>
<td>F</td>
<td>p-value -14.43</td>
<td>p-value 8.3245</td>
</tr>
<tr>
<td>Exposure (Classified)</td>
<td>Hi</td>
<td>p-value -0.56</td>
<td>p-value 0.149</td>
</tr>
<tr>
<td>Exposure (Ref.)</td>
<td>Lo</td>
<td>p-value 0.389</td>
<td>p-value 0.149</td>
</tr>
<tr>
<td>Days*Exposure (Class)</td>
<td>Hi</td>
<td>p-value -0.0003</td>
<td>p-value 0.237</td>
</tr>
<tr>
<td>Days*Exposure (Ref.)</td>
<td>Lo</td>
<td>p-value 0.0008</td>
<td>p-value &lt;.0001</td>
</tr>
</tbody>
</table>

Figure 1 - Relationship between weight and follow up time for sub-populations within the single-site and aggregated data sets. The single-site data set presents similar results for most sub populations, whereas the aggregated data set returned much more variable results.
Table 3 – Regression analysis results summary for each data set and analytical method with patient counts and total number of measurements. Black arrows indicate statistically significant findings, whereas gray arrows represent p-values greater than 0.05.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Single-Site</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Full Data Set</td>
<td>Days 7-90</td>
<td>Full Data Set</td>
<td>Days 7-32</td>
<td>Outpatients</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Strongest</td>
<td>(Strongest</td>
<td>Only</td>
<td>Days 7-32</td>
<td>Days 7-90</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Signal)</td>
<td>Signal)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient Count</td>
<td>9,854</td>
<td>4,812</td>
<td>169,056</td>
<td>34,194</td>
<td>37,890</td>
<td>7,008</td>
</tr>
<tr>
<td>Total Number of Weight</td>
<td>94,233</td>
<td>8,872</td>
<td>1,355,508</td>
<td>127,550</td>
<td>112,098</td>
<td>8,874</td>
</tr>
<tr>
<td>Measurements</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average Number of Weight</td>
<td>9.56</td>
<td>1.84</td>
<td>8.02</td>
<td>3.73</td>
<td>2.96</td>
<td>1.27</td>
</tr>
<tr>
<td>Measurements Per Patient</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Statistical Estimate</td>
<td>0</td>
<td>0.0104</td>
<td>0.0032</td>
<td>-0.050</td>
<td>0.0005</td>
<td>-0.0280</td>
</tr>
<tr>
<td>(kg/day)</td>
<td>(p=0.900)</td>
<td>(p&lt;0.0001)</td>
<td>(p&lt;.0001)</td>
<td>(p&lt;0.0001)</td>
<td>(p=0.781)</td>
<td>(p=0.0014)</td>
</tr>
<tr>
<td>Finding</td>
<td>⇒</td>
<td>⇒</td>
<td>⇒</td>
<td>⇒</td>
<td>⇒</td>
<td>⇒</td>
</tr>
</tbody>
</table>

Finally, we built a model by controlling for the site where the weight measure was recorded on the aggregated dataset; this is often done for multisite aggregated data. Controlling for site did not change our conclusions regarding rate of change in weight over time, finding very similar estimates to that in the final model from Table 2 (e.g., -0.0503, p<.0001 vs. -0.050, p<.0001 for the time variable). The dataset contained 146 different sites out of which 35 returned statistically significant estimates for the effect of time on weight; This revealed significant differences across sites. We then evaluated potential interaction between exposure and site terms (i.e., exposure*site), finding 63 statistically significant interaction terms out of 273, revealing that prednisone exposure depended on the clinical site in 23% of all sites. We also found very similar estimates (e.g., -0.0498, p<.0001 vs. -0.050, p<.0001 for time) in this model that accounted for interactions, which led to the same weight loss conclusion. These additional results indicate a robust statistical difference across sites and a significant interaction between the site and exposure in this particular aggregated database. However, controlling only for the study site did not improve the model, change the relationship between weight and time or the conclusions regarding the effect of prednisone on weight in the larger aggregated dataset.

Discussion
We found that prednisone was associated with weight loss, weight gain or no effect depending on the analysis methods, data set and assumptions. The much larger aggregated data set seemed more heterogeneous, including multiple visit types (e.g., outpatient, inpatient, emergency department, etc.), highly variable sampling rate (i.e., number of weight measurements per patient), multiple sources of data that seemed to present statistically distinct results and an interaction between the exposure and the site. This counters the idea that a larger aggregated data set would present a stronger overall signal and yield more robust findings in all circumstances, as we did not consistently find the expected association between prednisone and weight gain using traditional statistical regression methods. Subgroups analyses also yielded more inconsistent results in the aggregated dataset compared to the single-site dataset. In summary, the aggregated dataset appeared more heterogeneous and presented more analytical challenges during analyses.

Many studies have explored issues related to EHR data quality and bias. However, the heterogeneous nature of CDWs has only been mentioned as a potential hazard and few publications have shown or quantitated the impact of heterogeneous aggregated clinical data sets on analysis. Data quality is often defined as “fitness for purpose”. However, “fitness for purpose” is difficult to define in the absence of a clear understanding of the data sources constituting a clinical dataset. Without this knowledge, it is difficult to anticipate threats to “fitness for purpose”, because the processes that produced the analytical data are unknown and potentially unknowable due to data merging and deidentification. In other words, it is much more difficult to assess whether an aggregated
dataset is “fit-for-a-particular-purpose” than for a single-site dataset (e.g., a local CDW) where data production processes are known by the analytical team. Simply put, it is more challenging to assess whether aggregated data are “fit-for-a-particular-purpose” than for a single-site/local CDW where data production processes are known. This case report illustrates this limitation and our findings suggest that CDW heterogeneity and data quality may affect analytical outcomes that may not be mitigated by using a larger database.

Our results suggest that these data quality and potential biases can change analysis outcome and are not necessarily mitigated by using a larger database. This may be due to the fact that clinical data reflect workflow, convention and multiple other factors in addition to “biology”\(^\text{38-57}\). The number of such confounders grows with the aggregation of data from multiple care contexts including institutions, settings (e.g., outpatient vs. inpatient, primary care vs. subspecialty, medical vs. surgical, etc.) and other contexts. We found that visit types (inpatient vs. outpatient vs. emergency department) was one of the strongest confounders, which is more intimately related to clinical workflow than the biology of the studied population. This is consistent with existing work.\(^\text{56,57}\) We also found differences across sites and interactions that must be taken into account for reliable analysis.\(^\text{58}\) This hints at the potential existence of analytical challenges particular to aggregated CDW (i.e., heterogeneous clinical workflow-derived data collected into a single database) that go beyond pitfalls expected in analyses making use of data produced for research purposes (e.g., multi-site data). These challenges must be further defined, and their effects evaluated in future research.

Though more data generally means more statistical power and narrower confidence intervals,\(^\text{32,33}\) it is important to consider potential heterogeneities\(^\text{14}\) in large multisite aggregated clinical data sets. Because patients from diverse institutions (i.e., diverse clinical workflows), receiving diverse modes of treatment are included, the data may not be comparable\(^\text{14,27,35-37}\). This has been often cited in the statistical literature\(^\text{64,65}\) but could be easily overlooked in applied clinical informatics data reuse. The complexity of data production processes and aggregated databases are a constant threat to appropriate data use\(^\text{66}\). It may be possible to tease out this complexity by employing reasonable assumptions that rely on clinical and healthcare workflow knowledge.\(^\text{33}\) For example, Hripcsak et al.\(^\text{67}\) were able to reproduce previous Pneumonia Outcomes Research Team (PORT) studies using EHR data, but only after eliminating the vast majority (up to 90%) of the patients. In addition, their analysis (like ours) also benefited from knowing the expected results.

Understanding the workflow that produced the data being analyzed is often challenging; particularly for multisite data aggregated across institutions and care settings. Incomplete understanding of how a data set was produced is, generally a hazard to analysis and interpretation of analytical results from large clinical data sets.\(^\text{66}\) Clinical workflow may be difficult to define for a particular clinic or patient type even at a single institution. For example, are patients weighed routinely on every visit or only when there is reason to suspect a change or a specific clinical question? Are prescriptions from all providers, some of whom may be from other institutions, reliably entered into the source EHR? Our findings suggest that this threat grows with clinical data aggregation. They also suggest caution when reusing large aggregated CDWs for secondary analyses and the use of automated “big data” approaches to find previously unrecognized side effects. Also, just like in RCT data analysis, there are other statistical threats such as Simpson’s paradox\(^\text{36,60}\) and sub-group heterogeneity\(^\text{35,70}\) that must be considered under even if the research team has perfect knowledge of how the data were produced.

A strength of our study is that we used two relatively large, robust data sets. The single-institution data included over 750 thousand patients and the multi-site database included over 49.8 million patients; among the largest clinical data sets that exist in the US.

Our study has limitations that will be addressed in future work. First, the analytical methods selected were not comprehensive. However, we ran similar regression on both datasets for the sake of comparability and explored additional regressions on the aggregated dataset that uncovered its complexities. To better understand the reasons for our findings, we chose traditional statistical models rather than neural network-based machine learning approaches (e.g., deep learning methods) that produce “opaque” models.\(^\text{71}\) Though these methods could potentially enable accurate analyses despite poor data quality and heterogeneity,\(^\text{72}\) understanding their role in analysis scalability was beyond the scope of this initial work. Most analysis decisions were driven by the need to replicate of a previous analysis\(^\text{33}\) where the effect was found for the single-site dataset. This was done to allow for comparable analytical results. For example, we used a longitudinal regression models that are based on GEE methods with a categorization of the prednisone exposure variable per the initial analysis setup. Other advanced methods and their adaptation to
these aggregated datasets will be explored in future work. Second, we chose a particular drug-side effect association. Thus, our results may not apply to other associations, particularly side effects that do not evolve over time. For example, it may be easier to discover events such as myocardial infarctions than trends over time. Third, we did not investigate all possible sub-populations and potential covariates (e.g., race and ethnicity), concurrent clinical events such as other clinical conditions, drugs taken or surgical procedures. Many additional variables could potentially improve accuracy, some of which may be difficult to accurately assess (e.g., compliance with medications). An alternative approach would be a case-control retrospective study design with propensity scoring to control for potential confounding effects. Although these issues are clearly important, our primary goal was to assess the impact of size of data set on the detection of drug side effect associations in large aggregated clinical data sets rather than to build an optimal model for this particular case or to discover new biology.

Conclusion
Analysis of larger clinical databases does not necessarily generate clearer overall signals, in particular if the large data set is aggregated from multiple heterogeneous data sources. Analyses that successfully detected a known association in a single-site dataset were unable to detect this same association in a much larger aggregated data set despite of leveraging significant knowledge about the side effect (e.g., expected timing relative to exposure). Analyses of large, aggregated, anonymized data sets require attention to additional details addressing their heterogeneity beyond basic analysis design point typically considered for smaller, single-site clinical datasets.
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Abstract

Growing demand for biomedical informaticists and expertise in areas related to this discipline has accentuated the need to integrate biomedical informatics training into high school curricula. The K-12 Bioinformatics professional development project educates high school teachers about data analysis, biomedical informatics and mobile learning, and partners with them to expose high school students to health and environment-related issues using biomedical informatics knowledge and current technologies. We designed low-cost pollution sensors and created interactive web applications that teachers from six Philadelphia public high schools used during the 2019-2020 school year to successfully implement a problem-based mobile learning unit that included collecting and interpreting air pollution data, as well as relating this data to asthma. Through this project, we sought to improve data and health literacy among the students and teachers, while inspiring student engagement by demonstrating how biomedical informatics can help address problems relevant to communities where students live.

Introduction

Biomedical informatics—an interdisciplinary field that studies and pursues the effective uses of biomedical data, information, and knowledge for scientific inquiry, problem solving, and decision making, motivated by efforts to improve human health— is a specialty that arose in response to the need for computing in biology and medicine. As data-intensive computing has become essential to research and practice in various health domains, the demand for professionals trained in data science and biomedical informatics has steadily risen. Further, as data-driven health decisions are increasingly necessary in daily life, health literacy (i.e., the capacity to obtain, communicate, process, and understand basic health information and services to make appropriate health decisions) and data literacy (i.e., the ability to read, work with, analyze, and argue with data) are critical life skills for all citizens. Long-standing training programs in biomedical informatics exist at the post-graduate and undergraduate levels, and elements of data science and biomedical informatics are increasingly becoming embedded in the curricula to train health professionals and undergraduates. A training gap exists, however, at the level of high school, whereby many high school graduates are under-prepared for, and unaware of, careers in biomedical informatics. Of further concern, levels of data and health literacy may be low in communities relying on out-of-date high school science curricula. In response to these issues, several summer programs have been designed by universities to expose high school students to bioinformatics and biomedical informatics research, and the American Medical Informatics Association (AMIA) began the High School Scholars Program to provide a dissemination venue for these students to report their research findings and network more broadly with trainees and professionals across the U.S. Although these programs have been very successful, they reach a limited number of students and can be biased toward those who are already prepared and high achieving. To prepare a wide range of students for biomedical informatics careers and equip them with fundamental skills in health and data literacy, teaching in the high school setting is necessary.

Early exposure to science, technology, engineering, and mathematics (STEM) careers and academic preparedness in K-12 are critical factors for success in STEM at the undergraduate level and beyond. Programs seeking to broaden participation in STEM have thus attempted to enhance teaching of, and provide exposure to, STEM-related areas to students of all ages. For example, introduction of bioinformatics curricula has shown significant gains in cognitive traits among high school students, as well as an increased interest in STEM careers. Structured summer and afterschool research programs can also be highly effective STEM-strengthening interventions for high school students and may help increase the participation and diversity within the biomedical workforce. The viability of incorporating training of STEM, and biomedical informatics specifically, into high school curricula is challenged by the lack of curricular resources and teacher knowledge. Therefore, professional development activities initiated through collaborations between educators and scientists are necessary to effectively improve student proficiency in these areas. Moreover, due to the complexity and continuous evolution of biomedical informatics approaches, there
is a general agreement that new curricula should be inquiry-based, tied to STEM content already taught, and support real-world problem solving\(^{10,23}\). Any new material must also impart basic biomedical informatics skills through simple, nonburdensome integration into the existing high school curricula. To imitate real-world scientific practice, mobile learning and technologies (e.g., portable sensors and mobile apps) offer an inexpensive way to collect large-scale data and embed activities into the student’s context that enable authentic experimentation and participation\(^{24,25}\).

Over half of Philadelphia, PA consists of Environmental Justice areas—census tracts where 20 percent or more of individuals live in poverty and/or 30 percent or more of the population is minority\(^{26}\). Residents of these areas have historically suffered a disproportionate burden of pollutant exposures from sources that include oil refineries, trash incinerator plants, and vehicular exhaust from major roadways, putting them at increased risk for various diseases, including asthma. Exposure to environmental pollutants such as fine particulate matter (PM\(_{2.5}\)) has been associated with increased risk of asthma exacerbations\(^{27,28}\), and Philadelphia is among the most polluted cities in the U.S\(^{29}\). Over 20 percent of children in Philadelphia have asthma\(^{30,31}\), with hospitalizations occurring at a rate of 59.1 per 10,000\(^{32}\). Asthma prevalence and hospitalizations disproportionately affect Black and Hispanic residents and those who are socioeconomically disadvantaged\(^{32,33}\). Because many Philadelphia children have asthma or know of people in their communities who do, asthma serves as a relatable case study for students to understand how the environment (air pollution), genetics, and lifestyle factors (smoking) contribute to disease. Further, biomedical informatics approaches can readily be applied to studies of asthma and its various risk factors which facilitates teaching of biomedical informatics in different high school classes (environmental science, biology).

We initiated a professional development project entitled “K-12 Bioinformatics” in 2019 to educate Philadelphia area high school teachers about data analysis and mobile learning, and partner with them to expose high school students to health and environment-related issues using biomedical informatics knowledge and current technologies. Through this project, we sought to impart skills that will aid students to investigate real-world health problems and inspire them to take action in their local communities, while also generating interest in future biomedical informatics and STEM careers. Here, we describe some of the materials we created to facilitate teaching of biomedical informatics to high school teachers, and report how teachers used these materials during the academic year.

**Methods**

**Summer Institute for Teacher Professional Development.** During the summer of 2019, three environmental science and three biology teachers from the School District of Philadelphia attended a three-week professional development course to bring current science research into the secondary classroom through a problem-based learning curriculum in biomedical informatics. Three teachers identified as African American and three identified as White. The schools they taught in ranged in race and ethnic diversity, each qualified for U.S. federal Title I Funds (i.e., low income families made up at least 40 percent of the enrollment), and the percent of students per school deemed proficient or advanced in the Keystone Exam ranged from 2 to 100 percent. In partnership with researchers from the University of Pennsylvania Graduate School of Education and Perelman School of Medicine, teachers learned to build and integrate mobile technologies into classroom activities and designed a problem-based learning unit for classroom implementation during the 2019-2020 school year. The course work consisted of in-person lectures that introduced concepts such as bioinformatics and air pollution, hands-on trainings with a “teacher-as-student” pedagogy such as investigating and interpreting air quality data using tools, modifying problem-based learning units for their existing curricula, and pilot testing their units with high school students invited to participate in the summer program.

**Low-Cost Pollution Sensor Assembly.** We designed and assembled low-cost PM\(_{2.5}\) and carbon monoxide (CO) portable sensors using commercially available Android components. The prototype design was improved by the Penn Electronic Design shop who ordered custom printed circuit boards to facilitate assembly of 100 sensors. Each pollution sensor kit included a sensor, Android smartphone and 9V batteries (Figure 1A). The sensors paired via Bluetooth with an Android smartphone to record pollution measures with an app created with App Inventor, a block-based programming language for building Android apps (Figure 1B). Sensor measurements, phone location, time, de-identified student IDs, and other general information captured by the app was saved to a Google Sheet (Figure 1C). Details regarding the sensor components and assembly, as well as the related code to capture measures are available at [https://github.com/HimesGroup/k12bioinformatics](https://github.com/HimesGroup/k12bioinformatics).
Differential development, we used data from the Environmental Protection Agency (EPA) regulatory monitors to obtain daily average PM$_{2.5}$ measures for September 2017. Monthly averages of PM$_{2.5}$ and CO for each city were computed from the R package **pargasite**.

**Gene Expression Microarray Data.** We searched for a gene expression microarray study related to the effects of cigarette smoking in the Gene Expression Omnibus (GEO) and selected one that measured differences in gene expression in macrophages from 13 cigarette smokers versus 11 non-smokers (GEO accession number GSE8823). The RAVED pipeline was used to analyze this dataset (https://github.com/HimesGroup/raved)\(^{37}\), which included obtaining quality control metrics using outlier scoring methods from the **arrayQualityMetrics** R package\(^{38}\), transforming the raw data using the robust multi-array average (RMA)\(^{39}\) method, and performing differential expression analysis with the **limma** R package\(^{40}\). The Benjamini-Hochberg approach was used to correct for multiple comparisons, and an adjusted p-value <0.05 was considered significant.

**Web Application Development.** Prior to the summer institute for high school teacher professional development, we designed prototypes of three web-based tools that would provide an interactive user-interface to teach biomedical informatics concepts applied to topics that are highly relevant to students in the Philadelphia area, namely asthma and environmental exposures (e.g., air pollution and smoking). During the summer institute, as teachers designed problem-based mobile learning modules for use during the school year, the apps were updated based on teacher feedback to meet their needs. The apps, available at [http://www.k12bioinformatics.org/](http://www.k12bioinformatics.org/), assisted with teaching of biomedical informatics concepts: 1) an exploratory data analysis tool for basic data visualization, 2) an app to visualize air pollution measures from low-cost sensors and regulatory monitors, and 3) an app demonstrating steps of gene expression microarray analysis. The apps were created with the R **Shiny** package\(^{41}\) and deployed on a DigitalOcean droplet containing RStudio Connect and RStudio Server Pro. Various R packages, including **leaflet**\(^{42}\) and **giraph**\(^{43}\) were used to create the apps that displayed interactive plots and maps. Full code for the apps is available at [https://github.com/HimesGroup/k12bioinformatics](https://github.com/HimesGroup/k12bioinformatics).

**Results**

**Exploratory Data Analysis.**

**Description of App.** The goal of this app was to help convey concepts related to descriptive statistical analysis. Users can upload either their own tabular data file in comma-separated-value (csv) format or use an example file available in the app. Tabular data is parsed by the app to identify columns that contain categorical and continuous variables, and subsequently, visualize univariate (e.g., bar plot for categorical variable, histogram for continuous variable) and bivariate (e.g., split bar plots, split box plots) distributions of user-selected variables. Students can learn to interpret
these visualizations using their own spreadsheets without the need to code. This app was intended for use with, for example, the phenotype file associated with the gene expression microarray study.

Use During the School Year. Students initially tested the app by uploading the example data file to understand types of variables and learn how to interpret bar plots, histograms and box plots. Subsequently, they utilized their own data to generate summary statistics and visualizations. For example, in one lesson, teachers provided students with large air quality datasets from two regulatory monitor sites (i.e., Torresdale Station and Car-Barn Montgomery I -76), and students uploaded the dataset and made plots (e.g., bar plot of mean values and box plot of all values) to compare differences between the two sites and examine air quality measures over time. Teachers guided students to identify what was familiar and what was confusing. Additionally, teachers asked students to respond to questions such as “What can we learn from a box plot that we can’t learn from a bar plot and vice versa?” to ensure students learned proper usage of each visualization. For final student project reports, teachers instructed students to use the air quality data they collected along with Philadelphia asthma rate data to generate plots with this app.

Air Pollution Analysis and Visualization.

Description of App. The goal of this app was to help describe characteristics and visualize the geospatial distribution of low-cost air pollution sensor measures recorded by the students at all participating schools. Additionally, this app provides regulatory monitor pollution data that students can use as gold-standard pollution measures to contrast with those of low-cost sensors. The “EPA Measures Map” tab shows average PM$_{2.5}$ estimates in September 2017 for each of the eight cities, with the highest value for Portland, OR (10.5 µg/m$^3$) and lowest for Standing Rock, NM (5.6 µg/m$^3$) (Figure 2A). Interactive scatter plots of monthly average PM$_{2.5}$ and CO levels for a user-selected location and time period that provide information regarding pollution trends in the eight cities across a 10-year period are provided in the next tab. Seasonal variation in PM$_{2.5}$ and CO monthly average estimates can be observed, with differing trends based on location. For example, monthly PM$_{2.5}$ estimates in Philadelphia across the years 2007 to 2017 were consistently higher in the period from May to August while such trends were generally absent in Portland for the same time period (Figure 2B). The “Crowdsourced Map” and “Crowdsourced Summary Plots” tabs enable users to access, process, and analyze crowdsourced sensor data. Specifically, students can compute daily averages of sensor measures and compare them with the available regulatory monitor data and visualize in an interactive map of Philadelphia the estimates recorded for a user-selected pollutant, date range, school and sensor (Figure 2C). The overall characteristics of the selected data can be studied through univariate (box plot and histogram) plots for each pollutant as well as bivariate (scatter) plots comparing PM$_{2.5}$ and CO distributions.

Figure 2. Features of air pollution visualization app. (A) Bar plot of average EPA AirData PM$_{2.5}$ estimates for September 2017 in eight U.S. cities. (B) Monthly PM$_{2.5}$ estimates for Philadelphia, PA and Portland, OR from 2007-2017. (C) Interactive map of crowdsourced PM$_{2.5}$ and CO sensor data acquired by students and teachers of six Philadelphia high schools.
Use During the School Year. During the school year, 153 students and teachers from six School District of Philadelphia high schools participated in the air pollution problem-based learning units. On average, 15 sensors were distributed to each of the six schools and managed using technology tracker sheets. In classrooms, one sensor package was assigned to a group of 2-4 students with distributed roles (e.g., sensor carrier, phone carrier, map navigator, observer and cartographer). Students were introduced to concepts related to air pollution, types of pollutants, EPA regulatory monitors in the U.S., and how the low-cost sensors worked. For the data collection activities, teachers first set classroom expectations (e.g., carry yourself as though you are a scientist) and then students gathered outdoor measures for 30-40 minutes. The research team provided on-site support when teachers introduced the sensors to the students and 1-2 backup sensor packages were available in case of technical difficulties. During the school year, 2001 measures of PM$_{2.5}$ and CO were successfully recorded. Using the app, students visualized data for their own schools and compared the pollutant levels across dates and geolocations to identify the most polluted areas among the surveyed neighborhoods in Philadelphia, recognizing that low-cost sensors are limited compared to research grade or regulatory monitors. Additionally, students downloaded the AirData PM$_{2.5}$ pollution estimates for the eight U.S. cities provided in the app and calculated the daily average estimate in each city for the month of September 2017. They compared these estimates with the pargisite-acquired estimates displayed in the app and explored seasonal trends across the years 2007-2017 via interactive scatter plots.

Gene Expression Microarray Analysis. 

Description of App. The goal of this app was to allow students to explore the workflow of a gene expression microarray analysis without having to write code to do so. The “Sample Characteristics” tab explores the phenotype data information (smoking status, age, ethnicity and sex of the sample donors) associated with the study through univariate and bivariate plots of user-selected variables. The “Quality Control” analysis tab includes normalization of gene expression raw data using the RMA method, outlier identification through both log$_2$-transformed/normalized intensity distribution box plots (Figure 3A) and intensity curves of all samples in the dataset, and dimensionality reduction with principal component analysis (PCA) plots to visualize clustering patterns and batch effects for user-selected variables (Figure 3B). Under the “Differential Expression Results” tab, the top 50 significant differentially expressed gene probes (adjusted p-value < 0.05) are displayed in tabular form along with a volcano plot, a box plot comparing normalized read counts of smokers versus non-smokers for a user-selected gene (Figure 3C), and a heatmap of a user-selected number of top ranking probes (Figure 3D).

Figure 3. Features of gene expression microarray analysis app. (A) Log$_2$-transformed/normalized intensity distribution box plots of each sample. (B) Principal Component Analysis (PCA) plot colored according to a user-selected variable. (C) Box plots comparing normalized read count distributions of a user-selected gene CYP1A1 in smokers versus non-smokers. (D) Heatmap based on a user-selected top number of probes/genes.

Use During the School Year. This app was not used by teachers during the school year, as they thought too many concepts would have to be introduced that were beyond the scope of their current curriculum. However, one teacher had students use the “Sample Characteristics” tab as a homework assignment in which students were asked to make an inference by writing a claim-evidence-reasoning essay on smoker/non-smoker data. The teacher asked students to
identify what they noticed and think of possible research questions based on this data set. Teacher prompts to support students making a claim and inference included, “Can you hypothesize answers to those questions?” and “What evidence do you have to support these inferences?”

Discussion
Despite its increasing scientific and practical importance, biomedical informatics remains a complex field and activities imparting related theoretical knowledge coupled with informatics skills and scientific thinking are atypical in current school tasks. Due to its relatively recent emergence and the continuous evolution of its scope, optimally integrating biomedical informatics in the high school scientific curricula is not straightforward. A previous study that evaluated existing U.S. secondary school science standards for bioinformatics found low and vague representation of bioinformatics across various topics, the lowest of which was “Human Genome Project/genomics and computer use” (implemented in only 4 of 49 U.S. states and the District of Columbia)\(^4\). There are major challenges to incorporating bioinformatics, and biomedical informatics more broadly, into high school lessons: 1) no guidance is provided on how to teach bioinformatics topics among existing frameworks\(^4\), 2) teachers often lack any prior experience in bioinformatics research or its instruction\(^5\), 3) schools lack sufficient computational infrastructure (e.g., computers, internet access, qualified IT personnel)\(^6\), and 4) the majority of students do not have basic programming skills. To help overcome these challenges, biomedical informatics should be introduced as a practical education elective compatible with the time frame, cognitive level and available resources of the target population, while requiring minimal technical support and providing long-term training to the teachers\(^7\). Several external educational outreach programs offering bioinformatics training and research opportunities to high school students exist across the U.S.\(^8,9\), but most engage directly with the students on an individual basis, and very few provide professional development and training strategies for the teachers\(^10\). Furthermore, public-facing education programs that engage with a mobile-learning curriculum designed around community issues of low-income minority neighborhoods to boost youth participation in local science campaigns and policymaking are still few in number\(^11\).

The K-12 Bioinformatics program is the first of its kind in the Philadelphia area to provide advanced scientific seminars and professional training to educators, while equipping them with open-source, freely available web-based interactive tools that aid in imparting biomedical informatics training to high school students via effective visualizations and concise analysis workflows. We chose web-based resources that are akin to the facilities available at the participating public schools with majority low-income enrollments. Additionally, the resources such as databases and analysis tools that help build upon the data literacy of the teachers were procurable and nonintimidating for usage. Our initiative included problem-based mobile learning activities focused on locally contingent health hazards that aimed to empower students to address real-world problems through technological and data-driven investigations and propel evidence-based arguments with community stakeholders.

While planning our initial summer training session, we experienced minor setbacks, especially in designing the classroom activity using the air pollution sensors. Assembling the sensors in-house was more cumbersome than expected: initial sensor prototypes took 75 minutes to build, including soldering wires, gluing buttons using epoxy, and testing devices. We had considered including sensor assembly with the school activity but opted to work with a local electronics design shop to speed up production and improve the fabrication process. A major issue was experienced by the biology teachers who deemed the gene expression app, designed specifically to incorporate bioinformatics, as too complicated and elaborate for usage. Moreover, due to an existing heavy academic course load, the biology teachers found that the integration of bioinformatics-related modules was too cumbersome and time-consuming. In contrast, the environmental science teachers found it easier to incorporate additional materials related to air pollution measures into their existing curricula. As the summer institute progressed, the biology teachers decided to use the air pollution visualization app for their classroom activity sessions too. Lastly, during the school year, we faced an unanticipated challenge: the school district’s firewall blocked the server where the shiny apps were hosted because it was integrated into the primary k12bioinformatics.org website without a named domain (i.e., with an IP address only). Communicating with the appropriate high school’s IT team and the school district to identify and resolve this issue delayed the implementation of the new unit with the first teacher’s class.

Our first summer training session in 2019 was successful, and teachers provided helpful feedback that was used to improve the program. To minimize teacher cognitive load and ensure long-term effectiveness, we introduced redesigned activities into our professional development program for the second cohort of teachers that included a fully annotated teacher guide armed with student-facing instructional presentations elucidating relevant scientific information translated for high school populations and familiar readymade curricular resources. We also extended the
summer program duration to a longer period with fewer daily hours. Due to COVID-19-related public health measures, the 2020 summer institute was held virtually. Publicly available video lectures introducing concepts such as bioinformatics, public health informatics, air pollution, and genetics were recorded in advance for asynchronous delivery, and the program was delivered via the edX platform. The new group of eight teachers from seven School District of Philadelphia high schools along with five teachers from the first session will implement newly developed units into their schools over the 2020-2021 school year, which includes collecting indoor air quality estimates at home and performing data analysis. Additionally, teachers are designing novel teaching strategies to implement mobile learning units that are appropriate to the circumstances faced at their schools.

In ongoing work, we are improving the interface of our apps to add more background content for coherence and help ease individual differences in contextualizing and processing biomedical informatics-specific knowledge and skills. We are also re-evaluating multiple aspects of the existing apps to build more on the foundations of data analysis as a concept, rather than fast-track through advanced topics. Increasing the compatibility of the material by matching the information base with the cognitive level of the participating teachers and students will help enhance the usability of the tools, making them more impactful in fulfilling the overall goals of the initiative. To ensure that our materials can be disseminated more widely and given that sensors may be unavailable or their use cost prohibitive in some settings, we are creating modules that do not rely on sensors. As computer programming becomes a requirement in more high schools across the country, expanding teaching modules to include more coding will enable the design of higher-level training materials in biomedical informatics.

Conclusion

We launched the K-12 Bioinformatics professional development project to educate high school teachers about biomedical informatics and partner with them to expose high school students to health and environment-related issues using biomedical informatics knowledge and current technologies. We successfully implemented a problem-based mobile learning unit focused on measuring neighborhood air pollution with low-cost sensors and relating these measures to asthma, thereby providing a hands-on biomedical informatics research experience that can potentially set in motion increased youth engagement in health and environmental hazards at a community level and generate interest in pursuing higher education in biomedical informatics.
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Abstract

We demonstrate that secure multi-party computation (MPC) using garbled circuits is viable technology for solving clinical use cases that require cross-institution data exchange and collaboration. We describe two MPC protocols, based on Yao’s garbled circuits and tested using large and realistically synthesized datasets. Linking records using private set intersection (PSI), we compute two metrics often used in patient risk stratification: high utilizer identification (PSI-HU) and comorbidity index calculation (PSI-CI). Cuckoo hashing enables our protocols to achieve extremely fast run times, with answers to clinically meaningful questions produced in minutes instead of hours. Also, our protocols are provably secure against any computationally bounded adversary in a semi-honest setting, the de-facto mode for cross-institution data analytics. Finally, these protocols eliminate the need for an implicitly trusted third-party “honest broker” to mediate the information linkage and exchange.

Introduction

Patient risk stratification is an important task in population health management. The idea is to assign patients in a population to segments based on how much care they are expected to require. With these strata in mind, a health system can allocate resources appropriately to reduce overall cost while improving overall quality of care. Indeed, a recent study found that 5% of the Medicare patients incur nearly half of the program’s entire budget. Risk stratification promises not only to reduce this disproportionately high cost, but also to provide more effective and customized care for the patients who need it most.

Given its potential benefits, it is not surprising that risk stratification (or simply identifying high-risk patients) is an active area of research1. Two features from clinical records are often leveraged for this classification task144: comorbidity (the presence of multiple chronic diseases) and past high utilization of healthcare resources (especially expensive emergency department (ED) visits and inpatient hospital stays). Applying these features is complicated when a patient is being seen by multiple healthcare providers who have independent patient data repositories, which lead to siloed perceptions of comorbid conditions and resource utilization.

Such data fragmentation could potentially create significant challenges in quantitative assessment. For example, Brannon et al.1 complain that an individual healthcare institution is unlikely to identify high utilizers accurately because the ED visits for such patients may be registered at multiple providers and obtaining all ED visits may be impossible due to the difficulty in information exchange among different healthcare providers and matters of patient privacy. Such concerns have been confirmed via a city-wide project carried out in Houston3, where evidence have shown that high utilizers are indeed visiting multiple healthcare institutions to seek emergency care.

Similarly, complete and accurate data collection is essential to carry out analyses about comorbidity. Several studies789 indicate a given hospital’s electronic health record (EHR) is unlikely to include all pre-admission comorbidities, since some comorbidities reside within other hospitals’ EHR systems. Mitigating such a situation requires cross-institution linkage to capture a complete picture of comorbidities. One study10 conducted in Italy has attempted to validate a novel comorbidity score using a multisource approach, leveraging cross-hospital linkages enabled by a national beneficiary identifier. More often, however, cross-institution linkage may be challenging for a variety of reasons. For example, Quan et al.11 report underestimation of comorbidity due to the unavailability of reliable unique identifiers. Lichtensztein12 comments on additional burdens in multi-site comorbidity studies, including legal, resource, and procedural barriers to cross-institution record linkage.

At present, the most common method is performing privacy preserving record linkage (PPRL) via a trusted honest broker11. Such a method has been used to assemble a city-wide data set from six different institutions to identify high
utilizers in Chicago, where linkages are established via matching hash tokens. However, such centralized data aggregation has drawbacks. It requires the participation of a trusted third party and the transmittal of data by all participating institutions to a central data store. This is inherently time consuming and demands considerable resources, along with a complicated multi-institution policy arrangement. Moreover, its centralized approach has security implications.

To address these shortcomings, we propose using secure multi-party computation (MPC) approach. Long viewed as a purely theoretical topic and impractical to apply in practice, MPC has recently emerged as a viable alternative thanks to advances in cryptography. Here we apply Yao’s protocol, based on garbled circuits and oblivious transfer, which we accelerate using state-of-the-art Cuckoo hashing technique to optimize performance. Due to the complicated computation such as comorbidity index involving both logical and arithmetic operations, circuit-based MPC is much more efficient than fully homomorphic encryption schemes. Here, we demonstrate our approach can reach extraordinary speed when studying patient risk stratification in a cross-institution setting. Some prior works focused on cross-institution cohort characterization using circuit-based MPC only addressed the fundamental task of secure patient matching – which is a generic application of private set intersection (PSI), devoid of any context for clinical implications and applications.

Other investigators pursuing techniques for privacy-preserving data analytics for healthcare have experimented with deploying MPC in a few healthcare applications. Shi et al demonstrated the viability of performing logistic regression using garbled circuits for EHR data. Several cases also achieve privacy-preserving genomics comparison for similar patient query or disease diagnoses. In addition, cryptographers and privacy experts come together at the annual iDASH Workshop to showcase the latest findings in privacy-preserving analytics – including MPC. These approaches are domain specific, and they only run efficiently in their initial context. On the other hand, they do not readily generalize to additional use cases. Researchers are also identifying tools and techniques to support SQL queries over MPC applied to clinical data research network. These systems support a broader class of workloads, although their generality may leave room for significant reduction in query runtime. Our investigation here attempts to achieve both generalizability and high performance at the same time by implementing two building blocks each can be optimized with great efficiency and flexibility to address common use cases in clinical data research. The first building block is a component that performs secure patient matching, and the second is an analytics component that securely computes functions specific to the analytics task at hand, for example calculating comorbidity index.

Background

In this section, we review high utilizers and comorbidity index – two metrics that are essential in patient risk stratification, and we also introduce the key technical components used in our method.

High utilizers refer to a group of patients who disproportionately consume healthcare resources. In general, providers categorize high utilizers in high-risk strata both because of their own health conditions but also the high expenses they typically incur. Although there has no formally agreed-upon definition, we adopt a commonly used criterion that high utilizers have ever visited an ED four or more times within a year. Because not including ED visits from other healthcare organizations could potentially render true high utilizers undetected, jointly screening high utilizers across institutions will produce more accurate risk stratification.

Comorbidity refers to the presence of multiple chronic diseases within a single patient. Assessing comorbidity has significant implications for mortality, healthcare utilization, and patient outcomes. The most prevalent comorbidity measurement is the Charlson comorbidity index. In this measurement, several chronic conditions are assigned scores ranging from 1 to 6 according to disease severity. The scores are then aggregated into a single value to measure overall comorbidity. The most common approach leverages algorithms based on ICD (International Classification of Disease) codes from the hospital administrative databases. The corresponding scores for each disease are aggregated into a final index value, which is used to represent the patient’s overall health status. During patient risk stratification, patients with higher comorbidity index score are put into higher risk strata. Because missing comorbid conditions inevitably lower the overall score, computing comorbidity index across institutions promises more accurate risk stratification.

Secure multi-party computation (MPC) is a cryptographic technique that allows multiple parties to compute a function jointly without revealing anything beyond the output. First introduced by Andrew Yao within the context of Millionaires’ Problem, MPC was later generalized by Goldreich, Micali and Wigderson to the multi-party setting. To use an MPC protocol, we need to first represent the function to compute as a Boolean circuit or arithmetic circuit. Until recently, MPC was not considered practical due to the heavy computation and the large amount of
communication required to evaluate even modest functions (simple circuits). In the past decade, the exploitation of hardware acceleration and a series of algorithmic optimizations including free-XOR, half-gates, and OT-extension have improved the efficiency of the garble circuits by several orders of magnitude\cite{28,29,34}. Various specific applications of MPC have been considered practical to use in the real world. In the area of privacy-preserving machine learning\cite{31}, MPC has been used between multiple parties who want to train a model based on their combined dataset without exposing any party’s data. Also, MPC can achieve the distribution of highly secret information, such as the private key for digital signature\cite{35}.

Private set intersection (PSI) is an important application of secure multi-party computation. It allows two parties to compute the intersection of their sets without revealing any elements that are not in the intersection or indeed without exposing any information beyond the intersection. PSI has found a number of practical applications. For example, an instant message (IM) service provider can use PSI to explore a clients’ personal network without being able to learn any of the clients’ cell phone contacts. Banks can take advantage of PSI to detect malicious mortgage fraud without sharing their clients’ data. In healthcare, the most common PSI application is to identify the common patients from different healthcare provider’s databases. There exist different PSI protocols that are realized by various techniques, including naïve hash-based PSI, public-key-based PSI, circuit-based PSI and OT-based PSI. Current state-of-the-art PSI protocols are based on Oblivious PRF (OPRF)\cite{32} and Cuckoo hashing\cite{33}.

Cuckoo hashing\cite{33} is a hash scheme that avoids hash collision of input values in a hash table. The initialization phase requires the preparation of $n$ hash functions $h_1, h_2, \ldots, h_n$ and $m$ empty bins $B[1, \ldots, n]$. To insert an input $x$ into the hash table, first hash $x$ using all hash functions. Then check if any bin of $B[h_1(x)], \ldots, B[h_m(x)]$ is empty. If so, insert the item $x$ into that bin, otherwise evict one of the occupying items $x'$ in any bin listed above and insert $x$ instead. Then re-enter $x$ the same way as $x$. Recursively try to insert and evict items based on the hash values until finally all items are accessible through one of the hash tables or an infinite loop is detected.

**Method**

Our protocol is a combination of Yao’s garbled circuits and state-of-the-art PSI protocols. Although the problem to solve in our setting is similar to PSI, there are significant differences. In PSI, we only need to find the common elements. For our task, we need first to find the common elements (i.e., patients visit both healthcare institutions) as in PSI, but we then must compute a function defined for the specific clinical use case we are trying to address (i.e., Unifying data from different institutions for their common patients to identify those who have high Charlson index scores or have visited an ED for at least 4 times within a year). Our protocol consists of following steps:

<table>
<thead>
<tr>
<th>Input</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S^A, S^B$: two private patient datasets held by institutions $A$ and $B$.</td>
</tr>
<tr>
<td>$S^A = (pat_1^A, x_1), \ldots, (pat_p^A, x_p),</td>
</tr>
<tr>
<td>$S^B = (pat_1^B, y_1), \ldots, (pat_q^B, y_q),</td>
</tr>
<tr>
<td>$F(x_i, y_j)$: use case specific function for $pat_i^A = pat_j^B$</td>
</tr>
<tr>
<td>$h_1, h_2, h_3$: 3 hash functions (public)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F(x_i, y_j)_{pat_i^A=pat_j^B}$ for all $pat_i^A$ from $S^A$, all $pat_j^B$ from $S^B$</td>
</tr>
</tbody>
</table>

**Preparing $T$ and $T'$ for PSI:**

- Institution $A$ uses Cuckoo hashing to generate table $T$ of size $m$, $m=1.5p$
- Institution $B$ uses bin-and-ball hashing to generate table $T'$ of $m$ bins
- Institution $B$ pads all the bins using $\sigma$, the maximum bin size

**Executing circuit-based PSI and use case specific protocols:**

- $A$ takes item $T_i$ in $T$, where $h(pat_i^A) = T_k$ and $h \in \{h_1, h_2, h_3\}$
- $B$ takes bin $T'_k$ in $T'$
- PSI protocol checks if $T_i \subseteq T'_k$
- If true then identify from $T'_k$ s.t. $h(pat^B) = T_k$
- Obtain use case payloads $x_i, y_j$ for $pat_i^A$ and $pat_j^B$
- Execute CI or HU protocols to evaluate $F(x_i, y_j)_{pat_i^A=pat_j^B}$

**Algorithm 1.** Cross-institution patient risk stratification MPC protocol.
Algorithm 1 above outlines the protocol to perform the task of patient risk stratification in a cross-institution setting. The inputs include two private datasets from two institutions A and B. The dataset has two parts, the first part is patient data which is used by PSI to link patients; the second part is a payload from the institution’s EHR tailored to serve as input to the specific use case’s function. (In the two use cases discussed here, these two functions’ outputs could be used to perform enhanced risk stratification across two institutions). Two protocol components, High Utilizer (HU) and Charlson Index (CI), introduced below, are used to identify high utilizers or to compute the Charlson comorbidity index. The inputs also include three public hash functions $h_1$, $h_2$, $h_3$ that both institutions have agreed upon in advance.

Prior to executing PSI protocol to link common patients, A and B prepare their inputs using three public hash functions. Assuming A initiates the MPC request, and B responds to the request, A uses Cuckoo hashing to obtain table $T$, and B uses ordinary bin-and-ball hashing to obtain table $T'$. Assuming A’s patient data set has $p$ patients, the size of $T$ and $T'$ are both set to $m$ ($m = 1.5p$). Such choices of $1.5p$ and three hash functions are made to ensure the Cuckoo hashing schema only has a failure rate of about $1/2^{20}$ to enter an infinite loop. Using $h_1$, $h_2$, $h_3$, Institution A hashes all its patient records to a Cuckoo hash table $T$ of size $m$. Here, Cuckoo hashing guarantees each location will have at most one item, and since $m = 1.5p$, one third of $T$ will be empty. Institution B, using the same set of hash functions, hashes all its patient records and obtain a set of bins $T_1, ..., T_m$. The PSI protocol checks if the patient in $T$ matches any patients at the same location in $T'$, which is carried out inside garbled circuits by performing bit-wise comparison between the items in $T$ and $T'$.

Figure 1 illustrates PSI process using a concrete example. Assuming the $i^{th}$ patient from institution A and first patient from institution B (patient 1 highlighted in red) are indeed the same person, i.e., this patient visits providers at both institutions. A uses the Cuckoo hashing to obtain a table $T$, and B uses bin-and-ball hashing to obtain table $T'$ of the same size. Notice in this example, the $i^{th}$ patient’s position in the Cuckoo hash table is obtained using the second hash function $h_2$. This indicates the $i^{th}$ patient from institution A was evicted once from the position generated by $h_1$, whereas the $j^{th}$ patient from A has not been evicted since first being hashed by $h_1$. The same patient’s record also exists at institution B (as patient 1), and, because all three hashes are used, one of the items from the bin at the same bin location (also generated by $h_2$) is guaranteed to match the corresponding entry in A’s Cuckoo hash table, as indicated by the red arrow.

![Figure 1. Cuckoo hashing-based PSI protocol.](image)

One caveat here is B’s bin sizes may leak private information to A. For instance, an empty bin for B may reveal to A its own patient in the same table location never visit any providers from institution B. To mitigate this risk, all the bins are padded to have the maximum size of B’s bins. In the above figure, this is illustrated using “#” to pad each bin to have maximum size of four, assuming the largest bins has four patients mapped in it. This ensures our protocol reveals nothing about either institution’s patient records other than which patients match.

The use-case protocol components CI and HU are customized to evaluate specific functions. In CI, additional use-case payload is included to record the comorbid conditions for each patient. The CI circuit component is designed to calculate the dot product of a weight vector of 17 disease categories and each patient’s disease vector jointly obtained
from two institutions. The 17 weights of values of 1, 2, 3 or 6 are defined in the Charlson comorbidity index. Using garbled circuits, the disease data payloads for the same patient from two different institutions will be unified together using Boolean union operator. Similarly, using the HU circuit components, the ED visit payloads for the same patient are added together. To keep the size of the payload small, we ignore multiple ED visits to the same provider in the same month. Given this, we scan each (sliding window) 12-month period’s combined ED episode to see if the total number of ED visits is ever greater than or equal to four times. If it is, the patient is identified as a high utilizer.

Figure 2. Illustration of Charlson comorbidity index protocol PSI-CI.

Figures 2 and 3 illustrate our two protocols PSI-CI and PSI-HU, respectively. Note each protocol has a PSI component as well as a data analytics component. The PSI component applies on patient data payload and the analytics component (e.g. CI and HU) applies on the use case specific payload. Figure 2 and 3 illustrate the point in time when the protocol performs computation on the \( i \)th patient from A and \( j \)th patient from B. In addition, each protocol has a regular mode as well as a cardinality-only mode, where only the total number of patients who meet the defined criteria will be the output, instead of a record for each identified patient. By convention, we append a suffix “CA” when this mode is invoked (e.g., PSI-CI-CA and PSI-HU-CA). Using different thresholds, for example a Charlson index score of 9 for high mortality risk and 2 for low mortality risk, the PSI-CI-CA protocol can calculate the size of each risk strata. Similarly, using 6 for super-utilizer, 4 for high-utilizer and 1 for average utilizer, the PSI-HU-CA can characterize the patient risk strata in terms of resource spending. The regular versions of PSI-CI and PSI-HU are used to when the requesting institution needs to identify the individual patients.

Figure 3. Illustration of high utilizer identification protocol PSI-HU.
In Figures 2 and 3, the protocols only return results to the requesting party A. Under properly arranged data sharing agreements, the outputs can also be shared with the responding party B. In addition, the protocols can be tuned to also output the actual values of Charlson index itself, or the exact total number of ED visits during the 12-month high utilization period. Such patient level results offer finer details in the risk stratification analysis. Furthermore, PSI-CI and PSI-HU could be combined together to derive strata to reflect both disease severity and healthcare resource spending.

Our protocols reveal no additional information about either institution’s patient records beyond the mutually agreed-upon outputs. The protocols are secure in the semi-honest setting with static corruption. In a semi-honest setting, we assume the parties involved are curious but not malicious. The parties may try to infer additional information, but they will not intentionally break the protocol or intentionally mislead the computation to produce incorrect results. Semi-honest mode is the de-facto threat model in cross-institution clinical data analytics since full trust cannot be granted to parties outside the covered entities. However, reputational and legal costs should discourage overtly malicious behavior by the parties.

The security of our protocols is promised by the underlying two-party computation protocol, which is the classical Yao’s garbled circuits. The protocols return accurate results under these assumptions. To implement the protocol, we use the EMP-toolkit, which provides a suite of tools for executing two-party and multi-party computation protocols efficiently. This toolkit includes state-of-the-art protocol and implementation optimizations. We use AES-based hash function to compute the Cuckoo hash table for improved efficiency.

We implement our computation in EMP functions, where all operations are overloaded to execute cryptography operations instead of computation in clear. To avoid any side-channel leakage, all computation has to be oblivious, that is, the behavior of the computation cannot depend on the payload data. Usually, this will reduce the efficiency of the computation since we need to incur the worst-case running time regardless of the computation. To alleviate this slowdown, we perform the optimization as follows: for each bin from \( T \) and \( T' \), we first perform PSI to see whether there are matching patients, if yes then compute the use case function only once using the matched patients’ payloads, otherwise merely compute the same function using the first patient’s payloads from each bin. This optimization significantly reduces the number of comparisons while keeping the correctness and security.

**Data Preparation.** In order to simulate a real-world multi-institution setting, we use Synthea to create a large-scale, realistically synthesized dataset. The Synthea platform deploys publicly available health statistics and clinical practice guidelines to simulate large scale electronic healthcare data, including modeled interactions between patients, providers, payers, etc. over the lifespan of synthetic patients. Synthea applies public census and health data to generate patient population with realistic demographics and leverages expert-curated disease packages to model disease progression throughout the patient’s lifetime. The synthetic data produced by Synthea has no privacy or security restrictions.

We use Synthea to generate a Chicago city-wide database consisting of approximately 2.7 million patients and ~141 million encounters. Records of 1.3 million ED visits over three years are processed to test the performance of our protocols. To simulate patients arriving at EDs in different institutions for different visits, we took the longitudes and latitudes for the ED departments from seven large academic hospitals in Chicago. After measuring the distance from those ED departments to the synthesized patients’ addresses at ED visits, an ED is chosen randomly from the two closest EDs. The encounter records are then split into seven data sets, each representing the institution’s own ED encounter data sets during the 3 year period. Datasets for two institutions that are geologically very close are chosen to test the performance of our protocols. These two datasets contain 120,666 and 109,072 patients respectively. Using these two datasets, we generate patient payloads for both PSI-CI and PSI-HU in order to allow direct performance comparison between them as shown in the next section.

To prepare the patient (PSI) payload, each patient is represented by a 64-bit integer. Although the synthetic data contains an SSN field that is an excellent choice for cross-institution patient matching and it only takes 32-bit to represent, we consider the factor that participating institutions of MPC may want to avoid using SSN directly due to its sensitive nature, even though only AES encrypted bits of SSN leaves the institutional boundary during the protocol execution. Moreover, SSN values are not reliably available in practice. The 64-bit integer is obtained using the first 64 bits of the SHA256 hashes generated from patients’ name, SSN, birthday. The combination of such demographics data fields ensures the hash tokens can uniquely identify patients while allowing patient payload to be reasonably lightweight. The chance of a single collision occurs in our data is thus approximately \( \frac{120,000}{2^{32}} = 0.003\% \), where \( 1/2^{32} \) is derived from the birthday paradox.
To construct the use case payload for the PSI-HU protocol, we encode patients’ presence at ED each month. This results in a Boolean vector of length 36 for the last three years for each patient. (This renders additional visits to the same institution within the same month invisible. Using additional bits would allow for a more accurate accounting, at the expense of greater memory needs.) For the PSI-CI protocol, we use a Boolean vector of length 17 to encode the presence of each disease. Here we used the 17 comorbid conditions in the modified index18 instead of the 19 conditions in the original index15. At the time of this writing, Synthea only contains 10 conditions with the highest morbidity in the US, and many conditions required in Charlson index calculations – such as chronic pulmonary disease, rheumatologic disease, peptic ulcer disease – are not currently included as Synthea disease modules. Therefore, instead of using the disease output from the Synthea, we impute the distribution of 17 conditions from published disease percentage statistics11. Further details can be seen at our demo website (see footnote of this page).

Results

Table 1 below shows the main performance results for our protocols. Four main categories – running time, circuit size, network traffic and memory – are evaluated for PSI-CI and PSI-HU. Here we test both the full and cardinality-only versions for each protocol. Using large-scale realistic datasets, the protocols complete in around 3 minutes and 7 minutes, respectively. The memory usages are 2.9 GB for PSI-CI and 3.5 GB for PSI-HU, acceptable on even basic consumer systems. PSI-HU requires slightly more memory since its payload is larger (36 bits versus 17 bits for the use case payload). Network communication depends only on the size of the circuit, which primarily depends on the complexity of the use case specific function. Hence, the high utilizer protocol PSI-HU also requires more network resources than the PSI-CI protocol because the HU circuit function is more complicated. Additional overhead in running time, circuit size, and communication cost are present in the cardinality-only protocols because of the additional counter components required in the circuits.

Table 1. Performance testing results for our secure computation protocols, max padding size is 11.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Running Time (Seconds)</th>
<th>Circuit Size (Number of AND Gates)</th>
<th>Network Traffic (GB)</th>
<th>Memory (GB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSI-CI</td>
<td>193</td>
<td>163,608,000</td>
<td>5.7</td>
<td>2.9</td>
</tr>
<tr>
<td>PSI-CI-CA</td>
<td>203</td>
<td>173,751,634</td>
<td>6.0</td>
<td>2.9</td>
</tr>
<tr>
<td>PSI-HU</td>
<td>422</td>
<td>378,098,088</td>
<td>12.7</td>
<td>3.5</td>
</tr>
<tr>
<td>PSI-HU-CA</td>
<td>432</td>
<td>388,241,722</td>
<td>13.0</td>
<td>3.5</td>
</tr>
</tbody>
</table>

In order to prevent information leak, all the bins in institution B’s bin-and-ball table are padded to the maximum size, as described above. The maximum bin size is determined by B’s patient data payload and hashing functions. Larger patient datasets require larger padding sizes. Using our hashing functions and data sets where institution A has 120,666 patients and B has 109,072 patients, the maximum padding size is 11. For the above experiments, we use simulated average network delay and bandwidth of 96 ms (roundtrip) and 50 MB/s in a WAN setting. We adopt these simulation parameters from another study that uses such settings to evaluate a PSI system. Our experiments were performed on a system with an Intel17-8750H 2.2 GHz CPU and 16 GB memory. The software for the presented protocols, including the synthetic dataset and programs to reproduce our results, can be found on GitHub†.

Discussion

In this paper, we demonstrate the practicability and flexibility of state-of-the-art MPC approaches for real-world clinical use cases. Our approach meets requirements for real-world deployment, as it is performant using affordable computing resources. Our most complex protocol completes in only a little over seven minutes, running over a large dataset. Compared to two early stage circuit-based clinical informatics applications for the simpler tasks of PSI17 and joint cohort discovery18, our results achieved improvements of an order of magnitude. Table 2 captures the performance of our most complex protocol and the published results from these two earlier garbled circuits systems. Our performance advantage is obtained in spite of using patient data sets that are more than 10 times larger, having higher precision patient payloads, adding analytics workload, and being simulated in WAN setting.

† https://github.com/dongxiao/MPC-RiskStratification
Table 2. Comparison between our highly optimized protocol and two previous circuit-based MPC systems.

<table>
<thead>
<tr>
<th>Use Case</th>
<th>Patient Payload</th>
<th>Data Size</th>
<th>Network</th>
<th>Security</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSI-HU-CA</td>
<td>64-bit add, scan</td>
<td>121K, 109K</td>
<td>WAN</td>
<td>128 bits (AES)</td>
</tr>
<tr>
<td>Dong et al.¹⁴</td>
<td>36-bit</td>
<td>10K, 10K</td>
<td>LAN</td>
<td>128 bits (AES)</td>
</tr>
<tr>
<td>Chen et al.¹⁷</td>
<td>36-bit</td>
<td>10K, 10K</td>
<td>LAN</td>
<td>80 bits</td>
</tr>
</tbody>
</table>

Our performance improvement is largely due to our use of Cuckoo hashing. With Cuckoo hashing, the number of required patient comparisons is drastically reduced. In the previous work, naïve patient-by-patient comparisons between the two data sets implies a complexity of $O(N^2)$, where $N$ is the number of patients at an institution. In our work, the complexity is $O(1.5\sigma N)$, where $\sigma$ is the maximum padding size. The maximum padding size $\sigma$ grows roughly logarithmically as the dataset grows. Using Cuckoo hashing, we cut the running time by a factor of $2N/3\sigma$. In our experiments, the patient comparison takes place 1,799,688 times, whereas in the naïve method of pairwise comparison that needs to take place $10^9/2\times120666$ times, therefore using our Cuckoo hashing scheme the patient comparison workload is reduced by a factor of 7355 compared to naïve methods used in those two previous works. Obviously, our performance here is aided somewhat by simplifying the patient linkage (PPRL) step to PSI. To be practical, this would require the existence of unique identifiers for patients used by both institutions. As discussed above, universal identifiers are rarely available. However, deterministic linkage implementations like the one suggested by Kho and associates¹³ are amenable to optimization by Cuckoo hashing, as they require perfect matching of at least one of several concatenations of hashed PHI elements. In their initial implementation, they suggest four such concatenations, which would require four pairs of hash tables under our approach and raise the complexity to $O(4\times1.5\sigma N)$, which is still $O(N)$. But we must concede that methods for linking patients will be constrained under our optimization.

On the other hand, because all computable functions can be expressed as a Boolean circuit, our approach can be adapted flexibly to other clinical use cases beyond patient risk stratification. As shown in the results section, it only takes a few gigabytes memory per site to run a secure protocol on a relatively large dataset. This suggests our approach is ready to handle protocols using payloads about one order of magnitude larger, while still running on very affordable hardware. It is also worth noting the disease cohorts often seen in pre-clinical trial studies are much smaller – typically on the order of hundreds or thousands of patients. This indicates our approach is ready to provide circuit-based MPC solutions to many real-world multi-site clinical studies.

The security of our protocol is based on the underlying premise of Yao’s garbled circuits, which is provably secure in a semi-honest setting. From a correctness perspective, it returns correct results all the time. The only caveat is that, as established by Demmler et al.¹⁲, building a Cuckoo hash table with three hash functions along with the factor of 1.5 has a failure rate of about 1/2⁴⁰. A failure occurs when a patient cannot fit into the Cuckoo hash table. In this extremely unlikely event (approximately 1 in a trillion), the protocol could easily re-generate the Cuckoo hash table with a new set of hash functions. Such an event has no apparent security or privacy implications.

For future work, we plan to develop new protocols to incorporate heterogeneous data domains to handle complex scenarios that not only involve traditional clinical data, but also data from genomics, mobile health, and social determinants of health. Since our protocols are memory efficient, this leaves a lot of room for expanding payloads to represent more complex clinical data elements, such as medications and lab tests. EMP-toolkit boasts support for MPC involving multiple parties, so we plan to study its application to more complex multi-site clinical scenarios.

As the clinical data model becomes more sophisticated, it will inevitably require more memory friendly payload designs. So such space optimization promises to be another avenue for research.

Finally, we plan to compare our protocol to existing trusted third-party approaches. Abel and associates¹¹ report matching patients among seven institutions takes significant computational time. We would like to perform controlled experiments to compare our circuit-based approach directly with such standard PPRL systems. We note our protocol is provably secure in a semi-honest setting, whereas the centralized third-party approach has demonstrated security vulnerabilities in the same setting⁴.

**Conclusion**

Having demonstrated their performance with measures important for patient risk stratification, we assert the protocols developed based on garbled circuits are ready for real world deployment in clinical informatics. In the context of discussing the adoption of blockchain, Kuo and Ohno-Machado¹⁹ argue there are two ways for cutting-edge secure computing technology to make a real-world impact. First, sustained trust with policy and regulatory bodies must be
built. Second, early adopters must be encouraged, so they may serve to allay the fears of institutions to adopt who feel hesitant. Breakthroughs in cryptography have made circuit-based MPC a completely viable technology for healthcare. Well-defined clinical use cases and provably secure processing of patient data should help build trust with governing bodies in healthcare and may help streamline review processes. The time to champion the adoption of circuit-based MPC protocols in real-world multi-site clinical analytics is upon us.
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Introduction

Advancements in digital technology innovations have resulted in an increasing ability for Telehealth and mobile health (mHealth) technologies to provide efficient and effective healthcare\(^1\). This has resulted in a growing interest in the use of these technologies to develop solutions that can improve the management of chronic conditions\(^2,3\). A high chronic disease burden within the US, an increasingly aging population, high costs of chronic disease care, challenges with timely and effective access to care, the need to obtain a holistic picture of a patient’s health outside of the health care setting, and a fragmented health care system have led to an increase in interest toward the use of these technologies\(^1,3,4\). Furthermore, given the disproportionate burden of chronic conditions among older adults and the projected increase in the number of Americans age 65 and older to 98 million by year 2060, there is an increased need for innovative approaches to improving the management of chronic diseases within the US\(^5-7\).

Based on this, Telehealth and mHealth solutions that can facilitate increased self-care and self-management through the use of remote patient monitoring (RPM) technologies among the older adult US population are being developed. This is also projected to be able to potentially address the disproportionate burden of care giving on family members and a projected decrease in care giver population given the increasingly aging population\(^6,8\). Although chronic conditions are prevalent among older adults, they tend to begin in early adulthood, and this makes it important to begin to address these issues in early adulthood. These challenges have reiterated the need to proactively provide avenues for self-management and remote monitoring of these chronic conditions that affect adults and older adult US populations through the use of innovative digital health technologies\(^1,7\).

Telehealth and mHealth interventions have been observed to enable patients’ self-monitoring, self-management and provider enabled remote monitoring\(^9\). Prior to the COVID-19 pandemic a good number of Telehealth and mHealth interventions were focused on chronic conditions that involved the cardiovascular, respiratory, neurological and endocrine systems such as hypertension, Chronic Obstructive Pulmonary Disease (COPD), Alzheimer/dementia, and diabetes. Currently, due to the ongoing COVID-19 pandemic there has been an increased interest in the use of Telehealth and mHealth interventions for the management of acute conditions in a bid to maintain access to health care services while reducing the potential for the spread of the virus caused by SARS-CoV-2. Also, policy makers at the global and national level such as the WHO and the US Center for Medicaid Services (CMS) have reiterated the importance of Telehealth and mHealth services to reduce the spread of the virus and maintain access to care irrespective of a patient’s location\(^10,11\). Based on this, there has been a lessening of restrictions on Telehealth and mHealth services in the US and other parts of the globe with HCOs rising up speedily to meet the upsurge in demand for virtual visits, remote symptom tracking and evaluation and RPM. Based on these, Telehealth and mHealth interventions show promise for maintaining access to care during the pandemic as well as after the pandemic, hence, these seemingly temporary changes raise some pertinent questions, to clinicians, patients, hospital administrators and other stakeholders, one of which is how organizations can sustain this trend post COVID-19 pandemic by developing and implementing sustainable Telehealth and mHealth interventions that are best suited for their health organizations, staff populations, and their level of Telehealth or mHealth organizational readiness. It is important for HCOs to be aware of organizational factors that are key to enabling sustained adoption and implementation of Telehealth and mHealth interventions so as to be able to design or adopt Telehealth or mHealth interventions that their HCO is ready for and has the capacity to maintain and sustain its use over an appreciable period of time.

Studies have shown that Organizational Readiness for Change (ORC) is key to organizations’ ability to successfully adopt, implement and sustain innovative technology solutions such as Telehealth and mHealth interventions\(^12-14\). ORC has been defined as a multi-level and multi-faceted construct that involves organizational members’ shared resolve and commitment to implement a specific change or a set of changes and their shared belief in their collective capability to do so\(^15\). ORC also refers to the degree to which members of an organization are prepared psychologically and behaviorally to implement organizational change\(^14\). ORC varies based on how much organizational members value the change and how they perceive determinants of implementation capability such as availability of resources, task demands, and situational factors\(^14\). A high level of ORC is more likely to result in organizational members
initiating change, exerting greater effort, exhibiting greater persistence, and displaying more cooperative behavior, which results in a more effective and successful implementation 13,15,16.

One of the key Implementation Science (IS) frameworks that has been used to evaluate ORC is the Consolidated Framework for Implementation Research (CFIR). The CFIR was developed by unifying several IS theories, and provides a pragmatic and unifying framework for assessing organizational readiness factors that have been observed to be key to the successful adoption or implementation of new interventions 17,18. The CFIR offers a comprehensive, unifying taxonomy of constructs related to the intervention (e.g. Telehealth or mHealth intervention), the organization’s inner and outer settings, the characteristics of involved individuals (such as members of staff or implementers), and the implementation process 17. These CFIR domains interact in rich and complex ways to influence implementation effectiveness and are useful for planning or evaluating implementation processes.

Despite the importance of evaluating ORC prior to and during the implementation of Telehealth and mHealth interventions, prior studies have been largely focused on patients’ or end users’ acceptance of Telehealth or mHealth technology, the effectiveness or efficiency of the Telehealth or mHealth technologies in aiding remote or virtual diagnoses and treatment, and the ability of the technologies to enable RPM, and aid patients’ self-management 19,20. Few studies have evaluated organizational factors in the implementation of Telehealth or mHealth interventions within US HCOs that can influence readiness for change in the implementation of these technologies.

Given the increasing burden of chronic diseases, particularly among the adult and older adult US population and the increasing need for enhanced and enabled self-management of chronic conditions in this population, this systematic review of literature was conducted to understand organizational factors that can enable ORC in the implementation of Telehealth and mHealth interventions for chronic disease management among US adults and older adults. Study findings were organized and analyzed using the CFIR this is with a view to enabling implementers to have an understanding of organizational factors that can increase ORC and thereby increase the potential for successful implementation and sustained adoption. Findings from this review can benefit HCOs as they decide on Telehealth and mHealth interventions to adopt or implement. It can also assist HCOs to know what organizational factors to look out for when evaluating their readiness for change by presenting them with an up to date and comprehensive review of key organizational factors that impact the adoption and implementation of Telehealth and mHealth interventions as reported in the academic literature. This can inform and guide HCOs in the development of strategies for promoting the adoption of these tools and enable them to realize their potential benefits.

**Methods**

This study conducted a systematic review of study articles focused on evaluating organizational factors that are important in evaluating ORC in the implementation of Telehealth and mHealth interventions for chronic disease management using the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guideline. This review focused on Telehealth or mHealth interventions designed for US adults and older adults for the management of their chronic conditions by HCOs such as hospitals or physician practices. The CFIR was used in this study to organize and analyze identified organizational factors. The CFIR given its robust set of constructs offered an avenue to clearly elicit organizational factors that influenced readiness for change in the implementation of Telehealth and mHealth interventions within HCOs. The CFIR’s domain and constructs was used to evaluate identified internal and external organizational facilitators and barriers to implementation within the selected articles in order to elicit how these factors affected ORC 17.

Eligible studies for this review included peer-reviewed articles that 1) were written in English language; 2) were focused on the implementation or deployment of community facing Telehealth or mHealth interventions by healthcare related organizations; and, 3) involved the description of organizational facilitators and barriers to implementation and change in the implementation of home or community facing Telehealth or mHealth interventions for chronic disease management. Study population included adults ages 18 years and older with one or more chronic conditions who lived in their homes or in communities. This study excluded articles that were 1) non-original studies or generic reports that were not focused on home or community facing Telehealth or mHealth interventions; 2) articles or reviews that were focused on patients’ or providers’ perspective of the effectiveness or efficiency of the Telehealth or mHealth intervention; and 3) studies that were conducted outside of the US.
Electronic databases and search engines such as PubMed, CINAHL, SCOPUS and Web of Science were searched for potentially eligible articles. Furthermore, experts in the use of electronic databases for conducting systematic review related searches were contacted and asked to assist in database searches as well as suggest additional relevant articles that had not been included. Duplicate articles were excluded at each stage of the search process. An initial search was conducted in November 2019, with follow up searches carried out in February 2020. Search strategy included keywords and terms such as “Telehealth, telemedicine, mHealth, eHealth, chronic disease, condition, or illness,” which were searched in any combination. These search terms were identified during a preliminary search of the literature focused on discovering the various terms used in articles related to utilizing IS frameworks for evaluating organizational readiness for change in the implementation of Telehealth or mHealth interventions for chronic disease management. Specific implementation science related keywords were however not included in the search in order to broaden the scope of the search. Also, the search was not limited to any particular time frame in order to enable an exhaustive search. Filters were used in all searches to exclude non-English articles, or articles that were not peer-reviewed.

All titles and abstracts were reviewed by the author using the systematic review software – Covidence, and irrelevant publications were excluded. Then both the author and a study colleague using Covidence conducted a full text review of the selected articles. Study articles were included in the study when the author and the study colleague were in agreement. When they were not in agreement, both the author and the study colleague conducted a second review and subsequently made a decision. If there was doubt, the author conducted another review and subsequently made a decision. Data extraction was conducted with the use of a data extraction form that was developed by the author for the purpose of this review. The data extraction form included parameters that were related to study details such as study design, setting, population, intervention, implementation findings, and organizational factors that affected the implementation and adoption of Telehealth and mHealth interventions. Identified organizational barriers and facilitators of the implementation of Telehealth and mHealth interventions were then organized and analyzed using CFIR’s five domains and constructs in order to elicit how these factors affected ORC in the implementation of Telehealth and mHealth interventions for chronic disease management among US adults and older adults. The data extraction was guided by the aims of the review, which is focused on understanding 1) organizational factors that influenced the implementation of Telehealth and mHealth interventions for chronic disease management among US adults and older adults, and, 2) how the elicited organizational factors influenced ORC using the CFIR’s five domains and constructs. The identified organizational factors were sorted according to the CFIR’s domains and assessed based on CFIR’s constructs that corresponded with or matched each elicited factor.

Results

The search generated 10,162 references, and 3753 duplicates were excluded. 6212 irrelevant studies were excluded based on title abstract screening due to the inconsistencies in terminologies used in the literature on Telehealth and mHealth implementation. Also, few numbers of US original studies were identified that were focused on organizational factors that affected implementation or ORC in the implementation of Telehealth or mHealth interventions. 197 full studies were selected for full text evaluation. Following evaluation by the first author, and a study colleague, 13 studies met all the inclusion criteria and were included in the study. (See Figure 1 beneath for details on the selection process).

![Figure 1. – Systematic review flow diagram. (Prisma Chart showing the selection process)](image-url)
All included studies were published between 2004 and 2019. Nine of the studies used qualitative research methods 21–29, three studies used mixed methods approaches 30–32, and one study used quantitative surveys 33. Four of the included studies were pre-implementation or feasibility assessment studies 24,28,30,32, three studies evaluated pilot interventions 21,25,33, four studies were intervention or program evaluation studies and spanned from early to late phases of implementation 25,26,27,29, one study was an end of intervention evaluation 31, while one study was a prospective study 22.

Seven of the studies involved Telemedicine, Telemonitoring, or videoconferencing interventions 23–25,27,29,31,32. Three studies involved Telehealth interventions 22,26,33. Two studies involved mHealth interventions 21,30, and one intervention was a Telehealth kiosk 28. Five studies occurred in clinics, primary care settings or ambulatory practices that were affiliated with larger academic centers 21,23,24,30,33, while three studies involved Veterans Health Affairs (VHA) networks of medical centers and clinics 27,29,32. Three studies involved home care programs 25,26,31. One study involved a senior living facility; and one study involved grant funding agencies and two recipient clinical sites 22,28.

Five of the studies used IS frameworks or organizational theories and frameworks to organize their study, or to guide the analysis and interpretation of implementation study findings and discuss study or implementation outcomes. One study used the diffusion of innovations framework to guide a pilot evaluation which was aimed at implementing telehealth services in a clinic within a large academic center 31. A second study used the CFIR to evaluate barriers and facilitators to the implementation and spread of a video-conferencing intervention and to distinguish between high and low performing sites 29. A third study used the conceptual framework on interorganizational relations and resource dependency to organize data collection for an end of program evaluation of a home care Telemedicine program 31. A fourth study used the Weiner Organizational Theory of Implementation Effectiveness to conduct a pre-implementation study and needs assessment of a Telemedicine program that involved a network of integrated VHA sites 32. Lastly, a fifth study used the Realist evaluation approach and user-task-context usability framework to understand the factors associated with a failed pilot in a Federally Qualified Health Center 33.

Six studies reported the use of implementation strategies prior to or during the implementation of interventions. Some of the reported organizational implementation strategies reported included conducting a needs assessment, establishing a needs-based practice protocol, and staff training 33. Others include, a feasibility assessment of potential recipients and managers; an evaluation of staff acceptance of telemedicine in the early implementation phase; the use of the health belief model to frame participants’ perceptions of the intervention and identify barriers and facilitators, and the use of onsite champions, awareness outreach, staff education, and hands-on training 22,24,27,28. Technical implementation strategies included simple app design, feasibility testing, and the use of an accompanying practice model to enable ease of integration into existing workflows 30.

All of the studies included, identified, organizational barriers, facilitators or challenges that affect the implementation of Telehealth or mHealth intervention. Nine studies identified barriers and facilitators in the implementation of mHealth or Telehealth interventions. One study identified facilitators mainly and used them in the eventual intervention implementation post pilot phase 33. Another study identified barriers and opportunities, while two studies were focused on identifying implementation challenges mainly 24,25,27.

This study defined ORC as the degree to which organizational structures, environmental settings and members seemed ready to support and facilitate the Telehealth or mHealth intervention. Based on this, the study identified organizational factors that are relevant in the evaluation of ORC in the implementation of Telehealth and mHealth interventions for chronic disease management among US adults and older adults using the CFIR framework. Emerging CFIR constructs in this review were defined based on the facilitators and barriers identified across the studies and then organized and evaluated using the CFIR framework 18.

The next section begins with a table showing how the elicited barriers and facilitators were organized and their influence on ORC that was elicited based on the CFIR (Table I). This will be followed by an enumeration of the elicited facilitators and barriers of ORC in each CFIR domain. The discussion section will then describe the importance of these factors in assessing ORC. Finally, based on the elicited facilitators and barriers of Telehealth or mHealth interventions in this review, specific recommendations to implementers on assessing ORC are discussed.
**Table I. Using the CFIRs domains and constructs to elicit ORC.**

<table>
<thead>
<tr>
<th>CFIR Domains</th>
<th>Definition based on this review</th>
<th>Identified CFIR Constructs</th>
<th>Effects on ORC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intervention Characteristics</td>
<td>Specific factors related to the Telehealth or mHealth intervention that affect its design, implementation and how it is received by end-users.</td>
<td>Design quality and packaging, complexity, cost.</td>
<td>Assesses the fit of the intervention with organizational infrastructure, and recipient populations.</td>
</tr>
<tr>
<td>Outer setting</td>
<td>Features of the external environment or context of an organization that can influence successful implementation.</td>
<td>External policy and incentives, Patients’ needs and resources, and cosmopolitanism.</td>
<td>Assesses external support for the intervention.</td>
</tr>
<tr>
<td>Inner setting</td>
<td>The organizational context in which the intervention exists.</td>
<td>Structural characteristics, networks and communications, culture, implementation climate and implementation readiness.</td>
<td>Assesses organizational structure’s readiness for the intervention.</td>
</tr>
<tr>
<td>Process</td>
<td>Course of actions that need to be carried out to achieve the set organizational or individual goals for the intervention.</td>
<td>Planning, engaging, executing, and reflecting and evaluating.</td>
<td>Assesses readiness for smooth intervention implementation and operation.</td>
</tr>
<tr>
<td>Characteristics of Individuals</td>
<td>Specific features of individuals that are involved in the implementation and use of the intervention refers to individual related factors of the intervention’s implementation.</td>
<td>Knowledge and beliefs about the intervention, self-efficacy, individual stage of change, individual identification with the implementing organization, and other personal attributes.</td>
<td>Assesses workforce readiness for the intervention and the expected level of ease of change.</td>
</tr>
</tbody>
</table>

**i. Intervention characteristics**

The intervention is the specific mHealth or Telehealth solution that is designed to address a health issue or to achieve a desired health related or health care outcome. Intervention characteristics are the specific peculiarities of the Telehealth or mHealth intervention that is related to the intervention’s design and can affect how and where it can be implemented. Based on the studies included in this review, the identified CFIR related intervention characteristics constructs are design quality and packaging, complexity, and cost.

Design quality and packaging related facilitating factors identified in the review include simplicity of design, ease of use and easy to use clinical guidelines. Barriers included device usability challenges for providers and patients, lack of usability testing, poor fit between the intervention and end users, and a cumbersome installation process. Complexity inhibiting factors in this review include easier to use technology platforms, and an informed patient-clinician interaction. Complexity related barriers include, time consuming processes, difficulties with accessing the intervention, the need to hire new staff, the need to acquire new equipment, and the need to change existing work schedules or job duties to accommodate the intervention. Cost related facilitating factors for this domain include cost minimizing implementation strategies such as the possibility of the use of existing resources, minimal implementation and labor costs, and cost-effective service agreements for technology use. Identified barriers include budgetary limitations, high cost of implementation, high cost of maintaining technology equipment, and inadequate data for cost benefit analysis.

**ii. Outer setting**

The outer setting relates to features of the external environment or context of an organization that can influence successful implementation. Three outer setting CFIR constructs identified in this review include external policy and incentives; patient needs and resources; and cosmopolitanism.

External policy and incentives related facilitating factor identified in this review includes cooperative regional licensure agreements. Barriers identified include lack of, inconsistent or limited reimbursements for the intervention, and fiscal constraints from Medicare policy. Other barriers include limited external funding, and a lack of strong organizational structures for administrative oversight by Federal agencies providing funds for innovative technology interventions. Patients’ needs and resources related facilitators in the review includes population-specific knowledge and skills by implementing staff such as nurses that directly interface with patients that are using...
Identified CFIR constructs in this domain include factors that affect the intervention. Barriers include issues such as organizational policies and procedures that are not in alignment with the intervention; existing incompatible payment structures (e.g., a lack of internal reimbursement for the intervention), limited staff capacity, a lack of fit between the intervention, organizational protocols and approaches, and available staff time to use or implement the intervention [21,32]. Networks and communications facilitating factors identified across the selected studies include reducing information overload due to the intervention and creating data management plans and platforms that improve communication between intervention providers, physician practices or HCOs, and patients [23]. Identified barriers include a lack of awareness of the need to coordinate communication and integration between the intervention provider and physician practice [21]. Cultural facilitators include an existing culture of research and innovation within the implementing organization, and an alignment between the project or intervention and the mission, and scope of practice of the implementing site [22,32]. Cultural barriers include intervention policies and procedures that are not in alignment with already established policies and procedures of implementing site, and a lack of culture of involving implementing staff in contributing to implementation strategies which can result in lack of staff ownership [31].

The implementation climate is also an inner setting construct that refers to the organization’s capacity for a change, the shared receptivity of participants to an intervention, and the extent to which an intervention’s use is supported, expected, or rewarded within an organization [18]. Implementation climate related facilitating factors identified in this review include staff ownership of intervention, optimal staff training, and the availability of highly skilled staff [31]. Others include the availability of site champion(s) for the intervention, compatibility of the intervention with the organization’s mission and structure, and the presence of other programs that are supportive of the intervention [22,32]. Staff or people related implementation climate barriers include lack of training for implementing staff, low computer literacy of staff, and a lack of clinician and user input or involvement in decision making about the technology [26,31]. Technical challenges include a lack of related technical and software support, licensure issues and the need for technology related infrastructural changes for the intervention to be implemented [22,32].

Readiness for implementation refers to the level of preparedness of an organization to implement an intervention. Facilitators identified in this domain include the availability of necessary resources for the implementation (such as office space, IT staff, equipment, and a trained and ready workforce), the ability to integrate the intervention easily into existing workflows, a basic understanding of the intervention by key stakeholders, the presence of other organizational programs that support the implementation, and a lack of interoperability challenges with technology [32]. Barriers include inadequate technology infrastructure such as poor connectivity which restricts the use of the intervention, a lack of integration of the intervention into existing workflows or a lack of clearly defined approaches for clinicians to integrate the intervention into existing workflows [21,31,32].

**iii. Inner setting**

The inner setting refers to “the organizational context in which the intervention exists” [36]. Based on this review, the inner setting elicited the highest number of CFIR constructs and implementation facilitators and barriers. Five inner setting constructs were identified, and these include structural characteristics, networks and communications, culture, implementation climate and implementation readiness.

Structural characteristics refers to the age, size, maturity level, and social architecture of the organization [35]. Identified structural facilitators in this review include the existence of other programs that are supportive of the intervention [32]. Identified barriers include other programs that are not in alignment with the intervention; existing incompatible payment structures (e.g., a lack of internal reimbursement for the intervention), limited staff capacity, a lack of fit between the intervention, organizational protocols and approaches, and available staff time to use or implement the intervention [21,32]. Networks and communications facilitating factors identified across the selected studies include reducing information overload due to the intervention and creating data management plans and platforms that improve communication between intervention providers, physician practices or HCOs, and patients [23]. Identified barriers include a lack of awareness of the need to coordinate communication and integration between the intervention provider and physician practice [21]. Cultural facilitators include an existing culture of research and innovation within the implementing organization, and an alignment between the project or intervention and the mission, and scope of practice of the implementing site [22,32]. Cultural barriers include intervention policies and procedures that are not in alignment with already established policies and procedures of implementing site, and a lack of culture of involving implementing staff in contributing to implementation strategies which can result in lack of staff ownership [31].

**iv. Process**

This involves a course of action that needs to be carried out to achieve set organizational goals for the intervention [34]. Identified CFIR constructs in this domain include planning, engaging, executing, reflecting and evaluating.
Planning related facilitators identified include identifying the right patient population for the intervention, defining the role of implementing staff, and developing population specific guidelines and protocols. Engagement refers to the involvement of key stakeholders in the design and implementation process. Engagement related facilitators include early stakeholder engagement, considering and including clinician perspectives in implementing the intervention, obtaining intervention buy-in at all leadership levels, developing an informed patient-clinician interaction for the intervention, and leadership and upper management buy-in on technology maintenance costs. Executing refers to factors associated with the real time implementation of the intervention. Execution related facilitators identified in the review include the ease of integration into existing workflows, and data management infrastructure that reduce the burden of information overload. Identified barriers include technological and technical barriers to use, the need to train staff on how to use the intervention, low referral by physicians due to increased workload or dissatisfaction with the implementing platform, a lack of consideration for physicians’ off hours, and workflow integration challenges. Reflecting and evaluating refer to actions related to taking stock of implementation processes, successes, and failures to enable improvements. Facilitators identified in the review include engaging in reflection and evaluation that can inform adjustments such as conducting surveys.

v. Characteristics of Individuals
This refers to the characteristics of the individuals that are involved in the implementation and use of the intervention, or the personal or individual related factors of the intervention’s implementation that can have an impact on how well the intervention is delivered or received by end-users. Identified CFIR constructs in this domain based on this review include knowledge and beliefs about the intervention, self-efficacy, individual stage of change, and individual identification with the implementing organization.

Knowledge and beliefs about the intervention facilitator identified in this review include the individuals’ positive attitude and value toward the intervention, while the barrier for this construct identified in this review is negative attitudes and impressions about the intervention, and low value toward the intervention particularly by implementing site staff or patient end-user populations. Self-efficacy facilitator identified in the review include a good understanding of the intervention by staff of implementing sites, while identified barriers include lack of understanding of the intervention by staff, extra need for staff or referring provider training on technology use, or appropriate referrals. Individual stage of change related facilitator identified include health providers’ acceptance of the intervention and the process, while barriers include staff’s resistance to the technology intervention. Individual identification with the organization facilitator identified includes staff ownership of the intervention.

Discussion
A good number of implementation failures have been attributed to the failure of organizational leaders to establish the level of ORC prior to the onset of implementation. Change amenable organizations are not immune to implementation failures, this is because some organizations that are generally change amenable may not be ready for a particular change at a particular point in time. Hence, change management leaders and researchers emphasize the need to establish organizational readiness for a specific change and have recommended the use of frameworks such as the CFIR to assess and prepare for it. Studies have also observed that a high level of organizational readiness results in organizational members investing more effort in the change process, showing lesser resistance, and displaying a higher level of persistence in overcoming setbacks or impediments.

An evaluation of the external and internal facilitators and barriers of ORC for Telehealth and mHealth interventions as done in this study, proffers an avenue for HCOs seeking to implement new Telehealth or mHealth interventions for these populations to understand factors that are important in assessing ORC and achieving a successful implementation. Using the CFIR framework in this review to evaluate these factors ensured a systematic identification and evaluation of key barriers and facilitators to implementation across the studies included in the review. It also helped to critically assess and interpret the facilitators and barriers identified. An evaluation of the CFIR domain and construct, with the practical examples based on the implementation studies that were identified in the review can be useful for HCOs that seek to implement Telehealth or mHealth for these populations within the US. The availability of such actionable information before or during implementation can assist with assessing the level of organizational readiness of an implementing organization as well as having access to the necessary information that planners and implementers can use to guide each step of the implementing process and increase the likelihood of a successful implementation. Based on this, specific recommendations on facilitators and barriers to ORC in the implementation of Telehealth and mHealth interventions for US adults and older adults based on the CFIR framework are discussed.
Intervention characteristics such as design quality, cost, and complexity have an influence on successful implementation, and hence are key in assessing ORC. Sufficient consideration of the end-user, the socio-technical infrastructure, and budgets or other funding commitments of the implementing site in designing and allocating costs for the intervention will help implementing organizations to assess their level of ORC as regards a particular intervention. A lack of consideration of these factors prior to the onset of designing the intervention will lead to the design of an intervention that is incongruent with the implementing site’s infrastructure, end-user population, and budget. Hence, this is a key measure of ORC, and can increase the chances of a more successful intervention.

An understanding of how outer setting constructs such as external policies and incentives (e.g. regional licensure agreements), and external payment or reimbursement policies affect Telehealth or mHealth implementation is key in evaluating ORC. This can assist organizations to understand how well their external environments support the intervention. It can also enable them plan ahead to address and mitigate barriers to successful implementation due to the lack of readiness of some of these factors prior to implementation. Furthermore, an evaluation of the specific needs and peculiarities of the recipient or patient population, such as the specific needs of the adults or older adult population that are the recipients of the intervention can inform increased receptivity toward the intervention and this facilitates successful implementation. Failure to assess the needs of the recipient population or the peculiarities of this population prior to implementation implies a low level of ORC and can lead to implementation challenges. Furthermore, a lack of adequate technology or telecommunications infrastructure due to rural location of the implementation site can also result in poor implementation, and also implies a low level of ORC. Assessing ORC based on these outer setting factors is critical to successful implementation.

Given that the inner settings represent the environment within which the intervention is implemented, inner setting factors are important measures of ORC and are particularly important for implementation success. Within the inner setting domain, the level of alignment of internal payment structures and arrangements, the level of staff or workforce readiness for the intervention, the level of skilled readiness to engage recipient populations such as older adult populations, the level of alignment of the intervention with existing workflows and cultural factors that facilitate successful implementation such as staff involvement in planning or designing the intervention are critical in assessing ORC. A good consideration of these factors in the planning phase shows an appreciable level of ORC for the Telehealth or mHealth intervention and can facilitate successful adoption and implementation.

An evaluation of process related factors is crucial to implementation success and in evaluating ORC in the implementation of Telehealth and mHealth interventions for adults and older adult populations that might need some specific accommodations to be able to successfully use the intervention. Developing population specific guidelines and protocols that take into consideration the needs of these populations, as well as engages them early on in the design process are important components of achieving ORC. A proper assessment of workforce needs, and challenges related to the intervention is also important in assessing ORC.

Characteristics of implementing individuals is key to implementation and in assessing ORC. Attention to this domain by implementers has the potential to result in positive attitudes and intervention buy-in. A good level of acceptance, ownership, confidence and self-efficacy by implementing staff toward the intervention is indicative of an appreciable level of ORC. Hence, assessing the characteristics of involved individuals based on the highlighted factors is key in assessing ORC and achieving a successful implementation.

Given the broad scope of elicited facilitators and barriers of ORC in this review, study limitations include challenges with aligning implementation strategies and terminologies across studies due to differences in the terminologies used across the included studies. Also, the broad and flexible nature of the CFIR which enables its use in different scenarios and settings resulted in some overlap between identified domains and constructs, and clear boundaries a times could not be well defined between the domains and constructs. Furthermore, although the inner setting elicited the largest sets of facilitators and barriers across the included studies, it was challenging to quantifiably assess its level of importance, relative to other domains in assessing ORC. Future studies that are focused on examining the prevalence and importance of specific implementation facilitators and barriers of ORC in the implementation of Telehealth and mHealth interventions across the literature can be helpful.
Conclusion

An understanding of the organizational barriers and facilitators that are important in the implementation of Telehealth and mHealth interventions for chronic disease management among US adults and older adults is key in assessing ORC for these interventions in this population. Contextual factors such as the internal and external facilitators of implementation are key in assessing ORC and can be organized, evaluated, and analyzed using the CFIR Framework. An appropriate level of consideration of the identified factors in this review can guide implementers on understanding and gauging the readiness level of their organization prior to implementation, which has the potential to result in a more successful implementation experience with sustained adoption.
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Abstract

Sepsis is a major cause of mortality in the intensive care units (ICUs). Early intervention of sepsis can improve clinical outcomes for sepsis patients¹,²,³. Machine learning models have been developed for clinical recognition of sepsis⁴,⁵,⁶. A common assumption of supervised machine learning models is that the covariates in the testing data follow the same distributions as those in the training data. When this assumption is violated (e.g., there is covariate shift), models that performed well for training data could perform badly for testing data. Covariate shift happens when the relationships between covariates and the outcome stay the same, but the marginal distributions of the covariates differ among training and testing data. Covariate shift could make clinical risk prediction model nongeneralizable. In this study, we applied covariate shift corrections onto common machine learning models and have observed that these corrections can help the models be more generalizable under the occurrence of covariate shift when detecting the onset of sepsis.

Introduction

Sepsis is a life-threatening complication of infection, which can cause a cascade of changes that damage multiple organs and sometimes even lead to death¹. About 6 million people die from complications of sepsis each year⁷. Early intervention with fluid resuscitation and antibiotics greatly improves the chance of survival for sepsis patients. However, the detection of sepsis is challenging because sepsis is a very heterogeneous syndrome⁴. Rule-based scoring systems have been widely used in hospitals for identifying sepsis⁸,⁹,¹⁰. In recent years, with the prevalence of electronic health records (EHRs), many attempts have been made to build machine learning models for sepsis detection, and some of them outperform rule-based models. Lyra et al.¹¹ used 40 features for early prediction of sepsis using random forests. Mitra et al.⁴ and Mao et al.⁵ studied several machine learning models using only six vital signs, including heart rate, respiratory rate, SpO2, temperature, systolic blood pressure, and diastolic blood pressure, and found machine learning models outperform rule-based scoring systems in sepsis detection task for ICU patients.

Generalizability refers to the ability of machine learning models to make correct predictions on data collected from a different source that is not included in the training data¹². A generalizable model should perform well for both training data and testing data; however, when there is data shift, it is difficult to ensure generalizability for machine learning models. Data shift is defined as when the population characteristics on which the model was developed is different from the population characteristics on which the model is applied¹³,¹⁴. There are three types of data shift: covariate shift, prior probability shift, and concept shift. Covariate shift is associated with the change of distributions of the predictors; prior probability shift is related to the change of the outcomes; concept shift refers to the change of the underlying relationship between the predictors and the outcomes. Studies have shown that data shift can hurt the generalizability of machine learning models. For example, Hwang et al.¹⁵ trained a model to detect abnormal chest radiographs and the model’s specificity at a fixed threshold varied from 0.566 to 1.000 when validated using external data from different sites. Nestor et al. observed an AUROC drop of 0.29 for mortality prediction when models were trained on historical data and tested on future data. In this study, we focused on mitigating the model performance deterioration caused by covariate shift.

In common machine learning models, there is presumption that the joint distribution of covariates/predictors and the outcome variable is the same in training and testing sets. However, this assumption is violated when there is covariate shift, which refers to the situations where the underlying relationship between covariates and outcomes stays the same but training and testing sets follow different covariates distributions¹⁵. In clinical care scenarios, covariate shift is likely to occur due to temporal or geographical differences in populations. Some research has been done to demonstrate the need of covariate shift correction on clinical risk prediction tasks such as mortality and readmission¹⁶,¹⁷. When the covariate information of the testing data is also available, a general framework called importance sampling (IS)
weights has been proposed to remedy the impact of covariate shift. In particular, we would assign different weights to training samples based on their similarity to the test samples\textsuperscript{18}. Higher weights are assigned to those samples which are common in the test set, and lower weights are assigned to those which rarely occur in the test set. The optimal sample weight for a subject in the training set with its covariates vector equals to $x$ can be written as a density ratio as:

$$r(x) = \frac{p_{test}(x)}{p_{train}(x)}$$  \hspace{1cm} (1)

where $p_{test}(x)$ and $p_{train}(x)$ are the densities of covariates $x$ associated with the testing and training set. To see why density ratio is useful, we show that when the covariate shift takes place, the expected (squared) prediction error of a model on its testing set can be written as:

$$E_{test}(y - f(x))^2 = \int \int (y - f(x))^2 p_{test}(x)p_{test}(y|x)dx$$

$$= \int \int (y - f(x))^2 r(x)p_{train}(x)p_{test}(y|x)dx$$

$$= \int \int (y - f(x))^2 r(x)p_{train}(x)p_{train}(y|x)dx$$

$$= E_{train}[r(x)(y - f(x))^2]$$  \hspace{1cm} (2)

Note that second equality holds since the conditional probability $p_{train}(y|x)$ and $p_{test}(y|x)$ are assumed to be equal under covariate shift. The quantity $E_{train}[r(x)(y - f(x))^2]$ can be empirically estimated given the training data and the density ratios. The above equation indicates that to minimize the prediction error given a testing set, we should use density ratios as sample weights during the training stage.

The IS framework is very general such that any methods that would produce non-negative weights estimation are applicable for correcting covariate shift. However, very few studies quantify how different combinations of weight estimating methods and risk prediction models could impact model performance. To fill this gap, we compared three commonly used machine learning models combined with different density ratio estimations methods for mitigating covariate shift problems in sepsis detection. We used routinely measured covariates in the EHR, including heart rate, respiratory rate, SpO2, temperature, systolic and diastolic blood pressures to build machine learning models to detect sepsis’s onset using the training data. We reported the model performance on the testing data under covariate shift. In particular, the final models output a probability that sepsis is taking place at the current hour. During the training process, we applied two categories of approaches for density ratio estimation: direct approaches and indirect approaches. For direct approaches, we used two methods called Kernel Mean Matching (KMM)\textsuperscript{19} and Relative unconstrained Least-Squares Importance Fitting (RuLSIF)\textsuperscript{20} to estimate the density ratios for training samples. For indirect approaches, we built probabilistic classifiers to separate training and test samples\textsuperscript{21} and then derived the density ratios from the classifiers’ output using formulas described later. We built sepsis prediction models using three commonly used machine learning models: logistic regression, random forests, and neural networks. Then, we applied the density ratios during the training process and examined the effect of the density ratios on these machine learning models.

**Methods**

In this study, we used a public available EHR data called eICU Collaborative Research Database (eICU), which is a relational database that contains 200,859 admissions and 139,367 patients between 2014 and 2015 from 335 units at 208 hospitals in the US\textsuperscript{6}. The eICU dataset stores clinical data such as diagnosis, vital signs, lab tests, and drug admissions. The dataset is de-identified to comply with the Health Insurance Portability and Accountability Act (HIPAA). In this study, we only made use of six vital signs, which are frequently available in EHRs. We applied the inclusion criteria to keep patients who are at least 18 years or older, have at least one measurement for each of the six selected vital signs, and have at least 3 hours of data before the onset. With these criteria applied, there are 1431 patients with sepsis encounters in the cohort in the study. To make sure the case numbers and controls are balanced, we randomly picked 1600 patients without sepsis encounters instead of using all patients without sepsis encounters. To maintain independence among samples, we randomly picked one sepsis onset for each sepsis patient.
and one random time point for each non-sepsis patient. We used the latest sepsis-3 criteria\textsuperscript{3} to define the onset of sepsis. According to the latest sepsis-3 criteria, sepsis is defined as life-threatening organ dysfunction when organs are injured by a dysregulated response to infection. Organ dysfunction is defined as an increase of the Sequential Organ Failure Assessment (SOFA) Score\textsuperscript{10} by 2 or greater after an infection. The onset of sepsis is defined in our analysis by the first use of antibiotics or microbial sampling. Measured values of patients were divided into 1-hour segments. If a patient had multiple values in one type of measurement within an hour, we used their mean to represent the value of this hour for the measurement. When one measurement was missing at a given hour, it was filled with the patient’s last measured value to the missing hour. When the patient did not have any measurement prior to the missing hour, it was filled with the next available measurement.

Although the eICU dataset contains data from multiple medical centers, there is no information about the patients’ accurate admission times and locations due to the HIPAA regulations. Therefore, we could not develop an approach to obtain the covariate shift based on temporal or geographical differences. Instead, we developed approaches to mimic covariate shift scenarios. In particular, we trained classifiers to detect sepsis when randomly splitting the dataset with 5-fold cross-validation and extracted the mean of covariates importance from the classifiers. Using random forests classifiers, we found that systolic blood pressure and diastolic blood pressure have the highest predictive power among all covariates (see Table 1). We split the dataset into two parts based on cluster membership output from spectral clustering using systolic blood pressure and diastolic blood pressure. Distributions of normalized systolic and diastolic blood pressures of training and test data are displayed in Figure 1. As a result, there is a covariate shift between training and testing in terms of systolic blood pressure and diastolic blood pressure. We chose these two variables instead of other variables because if a variable is not critical for predicting the outcome, distribution changes in this variable will not impact risk prediction.

### Table 1: Covariates importance by random forests

<table>
<thead>
<tr>
<th>Covariate</th>
<th>Importance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Systolic blood pressure</td>
<td>0.217</td>
</tr>
<tr>
<td>Diastolic blood pressure</td>
<td>0.232</td>
</tr>
<tr>
<td>Heart rate</td>
<td>0.176</td>
</tr>
<tr>
<td>Respiratory rate</td>
<td>0.140</td>
</tr>
<tr>
<td>SpO2</td>
<td>0.087</td>
</tr>
<tr>
<td>Temperature</td>
<td>0.147</td>
</tr>
</tbody>
</table>

We applied two categories of approaches to compute the density ratio of training samples: direct estimation and indirect estimation. Kernel Mean Matching (KMM) and Least-Squares Importance Fitting (RuLSIF) are used as direct approaches to estimate density ratios. KMM is proposed by Huang et al.\textsuperscript{19} and the main idea of KMM is to match the moment of $r(x)p_{train}(x)$ and $p_{test}(x)$ using kernel functions. The optimization problem of KMM can be solved by quadratic programming. RuLSIF is proposed by Yamada et al.\textsuperscript{20} and its main idea is to estimate the relative density ratio by minimizing the squared loss. The optimal solution of RuLSIF can be obtained analytically.

Besides the direct estimation approaches mentioned above, we also built probabilistic classifiers to calculate the density ratio based on the classifiers’ prediction. The classifiers were trained to predict the probability of a sample coming from the test set given its covariates $x$, which is denoted as $p(\text{sample is from test set}|x)$. The density ratio can be computed as:

$$r(x) = \frac{p(\text{sample is from test set}|x)}{1 - p(\text{sample is from test set}|x)}$$

Then the ratio was normalized in order to avoid extremely large values. In this study, we chose two commonly used machine learning models, logistic regression with L1 and L2 penalty and random forests, to generate the density ratio indirectly.

Both parametric and non-parametric models were built to detect the onset of sepsis with/without density ratio correction using the training data. We chose random forests\textsuperscript{22} as a representative of non-parametric models and chose the neural networks and logistic regression with L1 and L2 penalty\textsuperscript{23} as representatives of parametric models. For
parameters tuning, we performed 5-fold cross-validation to find optimal hyper-parameters with the highest AUROCs. Building these models is essentially a weighted classification with each sample weighted by density ratio estimation. We evaluated the model performance on predicting the onset of sepsis using the testing data. We reported the Area Under the ROC curve (AUROC) as the discrimination metric (a larger value is favored) and the Brier score as the calibration metric (a smaller value is favored), which are two necessary measures to assess the performance of a clinical risk prediction model. As shown in the literature, discrimination accuracy is critical for evaluating risk prediction model performance, but it does not assess the accuracy of individual risk predictions. Hence, we reported both metrics to provide a more comprehensive assessment.

### Table 2: Models’ AUROCs under different covariate shift correction methods

<table>
<thead>
<tr>
<th></th>
<th>Logistic Regression</th>
<th>Random Forests</th>
<th>Neural Networks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training 5-CV</td>
<td>0.801</td>
<td>0.824</td>
<td>0.816</td>
</tr>
<tr>
<td>Upper bound</td>
<td>0.790</td>
<td>0.820</td>
<td>0.802</td>
</tr>
<tr>
<td>Without correction</td>
<td>0.673 [0.669, 0.675]</td>
<td>0.773 [0.757, 0.791]</td>
<td>0.694 [0.667, 0.723]</td>
</tr>
<tr>
<td>With KMM ratio</td>
<td>0.684</td>
<td>0.791</td>
<td>0.706</td>
</tr>
<tr>
<td></td>
<td>0.707 [0.700, 0.710]</td>
<td>0.778</td>
<td>0.715</td>
</tr>
<tr>
<td>With RuLSIF ratio</td>
<td>0.676</td>
<td>0.773</td>
<td>0.715</td>
</tr>
<tr>
<td></td>
<td>0.671 [0.671, 0.681]</td>
<td>0.749 [0.794]</td>
<td>0.681 [0.750]</td>
</tr>
<tr>
<td>With RF ratio</td>
<td>0.680</td>
<td>0.782</td>
<td>0.711</td>
</tr>
<tr>
<td></td>
<td>0.675 [0.675, 0.684]</td>
<td>0.757 [0.799]</td>
<td>0.683 [0.745]</td>
</tr>
</tbody>
</table>

### Results

Table 2 and Table 3 show the numerical performance of models when predicting the occurrence of sepsis. The first rows are the models’ performance on the training data with 5-fold cross validation. We also put the covariates and labels from the testing data together with the training data. The second rows display the models’ performance using 5-fold cross validation with all these samples. Therefore, the second rows in the two tables can be considered as the upper bounds of correction methods on a dataset with covariate shift because the covariate shift disappears with such
a dataset. The third rows show the models’ performance on the testing set without any sample weights applied when models were trained on the training set. The last four rows show the models’ performance on the testing set with different correction methods when models were trained on the training set. The logistic regression improved when density ratios were applied as evidenced by a higher AUROC with RuLSIF (0.707) when compared to an AUROC of 0.673 without any corrections. The improvement upon random forests was limited with respect to the indirect density ratio estimation approaches. In addition, AUROC improvement was also observed in the neural networks with the density ratio corrections, but the Brier scores were not improved with the incorporation of KMM and RuLSIF ratios, which indicates that the improvement in AUROC is not necessarily tied together with the improvement in the Brier scores.

Table 3: Models’ Brier scores under different covariate shift correction methods

<table>
<thead>
<tr>
<th></th>
<th>Logistic Regression</th>
<th>Random Forests</th>
<th>Neural Networks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training 5-CV</td>
<td>0.181</td>
<td>0.173</td>
<td>0.174</td>
</tr>
<tr>
<td>Upper bound</td>
<td>0.186</td>
<td>0.174</td>
<td>0.180</td>
</tr>
<tr>
<td>Without correction</td>
<td>0.250</td>
<td>0.185</td>
<td>0.210</td>
</tr>
<tr>
<td>With KMM ratio</td>
<td>[0.248, 0.253]</td>
<td>[0.181, 0.189]</td>
<td>[0.196, 0.236]</td>
</tr>
<tr>
<td>With RuLSIF ratio</td>
<td>[0.204, 0.220]</td>
<td>[0.173, 0.191]</td>
<td>[0.208, 0.259]</td>
</tr>
<tr>
<td>With RF ratio</td>
<td>[0.220, 0.231]</td>
<td>[0.177, 0.191]</td>
<td>[0.209, 0.257]</td>
</tr>
<tr>
<td>With LR ratio</td>
<td>[0.230, 0.238]</td>
<td>[0.180, 0.191]</td>
<td>[0.185, 0.233]</td>
</tr>
</tbody>
</table>

Figure 2 shows the derived training samples density ratios. Sample points with darker colors are assigned with more substantial weights, whereas sample points with lighter colors are assigned with smaller weights. Since the testing data are mainly located near the edges of the plot, the results from Figure 2 indicate that samples which are similar to the test set are assigned heavier weights by both direct and indirect covariate shift corrections.

To track the change of shifted covariates’ impact on the models, we obtained the Shapley values of systolic blood pressures and diastolic blood pressures. The Shapley values are computed through game theories and can explain the covariates’ contribution to a model’s predictions. A covariate with a large Shapley value indicates that it significantly influences the model given other covariates. Figure 3 shows the Shapley values of systolic blood pressures and diastolic blood pressures before and after the corrections, as well as on the models which were learned using the testing set (denoted as ”Testing” group). For the logistic regression models, the Shapley values are close to the model with covariates correction. Our work is potentially impactful on clinical practice, especially when we want to transit a risk prediction model trained using one healthcare system to another healthcare system where the population may have inherently different characteristics. Our results indicate that applying covariate shift corrections are likely to make the model more generalizable. Although our paper focused on detecting sepsis onset, the strategy of correcting the covariate shift is applicable to detecting and predicting other clinical risks without much modification.

Discussion

In this work, we applied covariate shift corrections to sepsis detection task for ICU patients. We found that when covariate shift takes place, assigning different weights to training samples based on their similarity to testing samples can improve the performance of machine learning models. Compared with some previous studies, we adopted much fewer measurements as covariates/features and achieved an AUROC close to 0.80 with covariates correction. Our work is potentially impactful on clinical practice, especially when we want to transit a risk prediction model trained using one healthcare system to another healthcare system where the population may have inherently different characteristics. Our results indicate that applying covariate shift corrections are likely to make the model more generalizable. Although our paper focused on detecting sepsis onset, the strategy of correcting the covariate shift is applicable to detecting and predicting other clinical risks without much modification.

Compared with the random forests model (a complex nonlinear model), we found that logistic regression is more sensitive to the density ratio corrections and achieved a bigger improvement in discrimination and calibration. We believe that the random forests model is more complex and less likely to suffer from the model misspecification.
Random forests could achieve decent performance even before the correction (AUROC larger than 0.75 and Brier scores smaller than 0.20 for random forests before corrections compared with AUROC smaller than 0.70 and Brier scores larger than 0.25 for logistic regression). In contrast, the logistic regression is accurate only when the linear functions of vital signs can well approximate the logit of being sepsis cases. Hence, the density ratio can alleviate the model misspecification problem by encouraging the model to perform well on the testing data instead of training data. Similar to the random forests, Brier scores of the neural network models did not improve much after density ratio correction. One possible explanation is that the neural networks with nonlinear activation layers are flexible nonlinear models, making them suffer less from misspecification than logistic regression. These results indicate that parametric/simple models are more likely to benefit from the covariate shift corrections than complex models.

The Brier scores of the neural networks show that density ratio correction does not necessarily improve both discrimination and calibration of the machine learning models. One explanation is that the hyper-parameters are optimized through cross-validation using AUROC (a discrimination metric); hence the corrections may have less impact on calibration metrics such as the Brier score. On the other hand, the variable importance of covariates (in particular, the shifted covariates) could also change after applying density ratio correction. Such a change of variable importance is accompanied by the improvement of the models’ performance. For example, the AUROC of the logistic regression model increased from 0.673 to 0.707 with the RuLSIF ratio applied, and the corresponding Shapley values of the shifted covariates are relatively close to the values of the model trained on the testing set. In contrast, the performance of the random forests and neural networks model have minimal improvement after correction as the Shapley values of the density ratio corrected models are very different from the model trained on the testing data.

**Table 4:** Model performance (AUROC) with prior shift

<table>
<thead>
<tr>
<th>Model Type</th>
<th>First Test set with 45.9% positive</th>
<th>Second Test set with 55.6% positive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forests</td>
<td>0.836</td>
<td>0.836</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>0.809</td>
<td>0.806</td>
</tr>
<tr>
<td>Neural Networks</td>
<td>0.814</td>
<td>0.820</td>
</tr>
</tbody>
</table>
Figure 3: Change of feature importance (Shapley values) and coefficients before and after the corrections. The Shapley values are computed through game theories and can explain the covariates’ contribution to a model’s predictions. A covariate with a large Shapley value indicates that it significantly influences the model given other covariates.

In this paper, we focused on the effect of the covariate shift. However, other types of data shift can also happen in practice. Based on Equation (2), we have shown that in theory, the density ratio correction is useful for covariate shift, while density ratio correction may not be necessary/useful for prior shift and concept shift. In particular, the prior shift can lead to case/control imbalance, which could have a mild impact on model generalizability. Resampling based approaches that are useful for handling imbalanced classification could potentially remedy the problem caused by prior shift. On the other hand, density ratio correction is not helpful for concept shift at all. We have conducted simulations to support these two conclusions as follows. To create a prior shift, we used 1958 of the original training samples, where 46.9% are positive, to train classifiers then tested the classifiers on two testing set: one is the 451 samples from the original training samples where 45.9% are sepsis cases, the other is the remaining 450 samples from the original training samples where 55.6% are sepsis cases. The AUROC performance displayed in Table 4 demonstrates that the prior shift does not substantially affect model performance for our setting. To create a concept shift, we used 1958 samples as the training set and two sets with precisely the same sample covariates as testing. Then, we replaced the outcome labels of the second testing set with labels generated from a model that is independent of the sample covariates. Such a setting guarantees that both testing sets have no covariate shift and only the second testing set has a concept shift. We tested the covariate shift correction, and the results in Table 5 show that the density ratio cannot mitigate the performance drop caused by the concept shift. How to remedy the problem caused by concept shift is an open question and interesting future direction.
Table 5: Model performance (AUROC) with concept shift

<table>
<thead>
<tr>
<th></th>
<th>Logistic Regression</th>
<th>Random Forests</th>
<th>Neural Networks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training 5-CV</td>
<td>0.801</td>
<td>0.824</td>
<td>0.808</td>
</tr>
<tr>
<td>Upper bound</td>
<td>0.720</td>
<td>0.787</td>
<td>0.745</td>
</tr>
<tr>
<td>Without correction</td>
<td>0.394</td>
<td>0.381</td>
<td>0.393</td>
</tr>
<tr>
<td>With KMM ratio</td>
<td>0.364</td>
<td>0.383</td>
<td>0.376</td>
</tr>
<tr>
<td>With RuLSIF ratio</td>
<td>0.373</td>
<td>0.391</td>
<td>0.334</td>
</tr>
<tr>
<td>With RF ratio</td>
<td>0.379</td>
<td>0.438</td>
<td>0.334</td>
</tr>
<tr>
<td>With LR ratio</td>
<td>0.385</td>
<td>0.383</td>
<td>0.386</td>
</tr>
</tbody>
</table>

Over the past two decades, most sepsis-related studies have used the Sepsis-2 criteria as the gold standard for sample labeling cases of sepsis\(^4,5,11\). The Sepsis-2 criteria uses vital signs such as heart rates and body temperature to define the onset of sepsis\(^29\). This definition may lead to data leakage if we use the same measurements in both outcome labeling and feature construction. Therefore, we used the latest Sepsis-3 criteria as the gold standard in this project. Besides, previous studies\(^4,5,11\) only used AUC to measure model performance. On the one hand, AUC has desirable properties such as scale-invariance and being concordance based; on the other hand, AUC is a discrimination metric that cannot reflect calibration. For this reason, we also reported Brier score (a calibration metric) together with the AUROC to better characterize the models’ performance improvement.

Conclusion

We built parametric and non-parametric models to detect the onset of sepsis for ICU patients. Direct and indirect approaches are applied to compute density ratios for covariate shift correction. We found that both parametric and non-parametric models benefit from the density ratios but the simpler parametric models such as the logistic regression are more sensitive to the covariate shift corrections.
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Abstract

Understanding and identifying the risk factors associated with suicide in youth experiencing mental health concerns is paramount to early intervention. 45% of patients are admitted annually for suicidality at BC Children’s Hospital. Natural Language Processing (NLP) approaches have been applied with moderate success to psychiatric clinical notes to predict suicidality. Our objective was to explore whether machine-learning-based sentiment analysis could be informative in such a prediction task. We developed a psychiatry-relevant lexicon and identified specific categories of words, such as thought content and thought process that had significantly different polarity between suicidal and non-suicidal cases. In addition, we demonstrated that the individual words with their associated polarity can be used as features in classification models and carry informative content to differentiate between suicidal and non-suicidal cases. In conclusion, our study reveals that there is much value in applying NLP to psychiatric clinical notes and suicidal prediction.

Introduction

Although suicide accounts for fewer than 10% of deaths in youth globally, it is still the second leading cause of death in youth¹. Suicidal thoughts and ideations are even more prevalent among youth, ranging from 20 to 30%.²³ Suicidal ideations and behaviours are strongly associated with co-occurring mental disorders and high-risk behaviours⁴.⁵ Despite a growing body of research on intervention and improved social awareness, mental health concerns in youth are still prevalent and under-treated. Recent research has shown a 60% increase in pediatric emergency visits for mental health disorders and a 329% increase in visits for intentional self-harm between 2007 and 2016⁶. Research by Doan et al.⁷ has shown that over 35% of youth surveyed with universal psychosocial screening in the emergency room warranted further psychiatric follow-up. There is clearly a gap that can be addressed before they are admitted for self-harm or suicide attempts.

The Child and Adolescent Psychiatric Emergency (CAPE) unit at BC Children's Hospital, Vancouver, Canada, specializes in providing emergency intervention and stabilization for youth in psychiatric crisis. Approximately 45% of patients are admitted annually to CAPE for suicidality, amounting to over 100 admissions annually of children deemed to be at substantial and acute risk for suicide. The rate of readmission to CAPE is approximately 30% which has remained consistent over several years. Clinical notes are written at admission and discharge by psychiatrists and typically include, although without following a formal template, the patients' background, mental health, family history, current circumstances, and more, providing a wealth of information that can be analysed to help understand key factors associated with suicidality. Such understanding may be applied more broadly to help flag patients potentially at risk and offer care before reaching a critical stage.

Sentiment analysis is a branch of Natural Language Processing (NLP) used most often to identify and quantify the sentiment, feelings or opinions associated with a topic. This branch of NLP is most often applied to the analysis of online content (Twitter, reviews, forums, etc.) in an attempt to understand users’ opinions of a brand or topic. There have only been limited applications of NLP to psychiatric clinical notes in part because they tend to be long and cover a variety of topics (family history, social context, clinical observations…) making it hard to tease out the relevant information from the rest. Conversely, this is exactly why such approaches are particularly important to apply to mental health where most clinical documentation is done through long narratives and does not fit well into structured fields that are typical in case report forms⁸. Research has shown that NLP and Machine Learning (ML) techniques can be successfully applied to identify suicide related crises in clinical notes⁹–¹². However, sentiment analysis has rarely
been applied to clinical notes since one might not expect clinicians to express sentiment in their documentation. A study by McCoy et al.\(^\text{13}\) applied sentiment analysis to over 17,000 discharge notes looking at the correlation between a sentiment score for each note and readmission and mortality risk. The study used the Pattern Module\(^\text{14}\) which comes with a predefined lexicon that has an assigned polarity for each word but is not tailored to the clinical field. Similarly, a study by Waudby et al.\(^\text{15}\) performed a survival analysis by applying the Pattern Module to free-text nursing notes, and a study by Weissman et al.\(^\text{16}\) looked at the construct validity of six different sentiment analysis methods on patient encounter notes, five of which were lexicon based and only one (CoreNLP by Stanford) was ML-based. These studies mostly focused on overall sentiment and how it correlates with patient outcomes such as mortality or readmission. They were also limited by the use of lexicon-based sentiment analysis techniques, which lack lexicons tailored to the clinical field. As noted by Holderness et al.\(^\text{17}\), most off-the-shelf sentiment analysis tools are not tailored to clinical notes, do not incorporate any medical ontologies, and thus cannot identify clinical sentiment well.

There is an increasing number of ML-based sentiment analysis tools that remove the need to use generic lexicons in specialized domains. One such tool is a recently developed sentiment analysis software, ABSApp\(^\text{18}\) (part of NLP Architect by Intel® AI Lab), which is a system for weakly-supervised aspect-based sentiment extraction. Aspects are the words that are the object of sentiment words within a sentence. Sentiment words convey whether the given aspect has a positive or negative polarity. ABSApp can extract aspects and sentiment words from an unlabeled dataset sentence by sentence, producing an aspect-level sentiment report across the dataset. To reduce redundancy, the report combines aspects by their aliases so that plural or other forms of the same word are not listed multiple times.

This study aims to investigate the utility of sentiment analysis using ABSApp to analyze psychiatric clinical notes specifically as it relates to suicidal risk. Our objective was to evaluate whether the use of a tailored lexicon combined with a quantification of the aspects at the topic level can enable classification of the notes related to suicide from other psychiatric crises.

**Methods**

With research ethics board approval (H18-01402; June 2018), we obtained 1,559 long-form clinical notes written by psychiatrists during encounters with patients at the Child and Adolescent Psychiatric Emergency (CAPE) unit of BC Children’s Hospital, Vancouver, Canada, between January 1\(^\text{st}\), 2015 and May 5\(^\text{th}\), 2018. Of the 1,559 notes, 515 were labelled as related to suicide (thoughts, ideation, or attempt; “Suicidal dataset”) according to ICD 10 codes, 151 were labelled as other psychiatric crises (“Non-suicidal dataset”), and the remaining 893 were not labelled and are excluded from the analysis, only used in the initial step to create the lexicon. The 666 files we included in our analysis represent 289 unique patients.

To create our tailored lexicon, we applied ABSApp’s lexicon extraction feature to our entire dataset. It extracts the aspects based on a prebuilt lexicon of sentiment words with an assigned polarity (positive or negative, neutral is not included)\(^\text{18}\). In brief, new aspect and sentiment terms are extracted through a bootstrap process initiated with a seed lexicon of generic sentiment terms. In order to initialize the bootstrap process, we used the opinion lexicon that comes with ABSApp which contains around 6,800 sentiment terms along with their polarity. This ML-based lexicon extraction algorithm\(^\text{19}\) enables the expansion of sentiment and aspect coverage to find sentiment words not already in the lexicon, thereby expanding sentiment and aspect coverage, which has been a limitation of previous studies using solely lexicon-based analysis. By running our full dataset of 1,559 files through ABSapp, we obtained a report of 700 aspects, along with their aliases, such as plural forms, as well as up to 20 examples of the context in which the aspects and sentiment pairs were found. With reference to a protocol\(^\text{20}\) developed for the same software, we systematically reviewed all aspects to remove redundancies, analysed their nuance and categorized them to ensure relevance to the given field. This also included a detailed inspection of the context of the aspects within the example sentences. We only retained aspects where at least 50% (10/20) of the examples were deemed relevant to patient characteristics or care process. If fewer than 50% of examples were relevant, the aspect was deleted. Categorizations were reviewed by the supervisor, and disagreements or uncertainty were resolved by discussion until there was consensus. Aspects were also consolidated into aliases during this process. This refinement process resulted in a final lexicon of 330 aspects, which our patient partners then reviewed and provided feedback on.

We then ran ABSApp’s sentiment extraction feature on the 666 labelled files using the edited lexicon to extract aspects, their contexts and their associated polarity in each instance. From this, we extracted all unique aspects that had been found, and counted the number of positive and negative sentiments for each unique aspect to get frequencies by polarity for both the Suicidal and Non-suicidal datasets.
We calculated the negativity proportion for each aspect found in both the Suicidal and Non-suicidal datasets by dividing the negative polarity count by the sum of the positive and negative polarity counts for each aspect in each dataset. For the aspect-level analysis, we performed Fisher’s exact test on the positive and negative counts produced by each dataset for each aspect, and then corrected for multiple testing with Bonferroni. We also performed Fisher’s exact test and Bonferroni correction on the aspect frequencies at the category level.

To understand if any individual aspects or categories were strongly associated with suicidality, we ran two classification models on the document-level data. We chose Logistic Regression and Random Forest Classification for their interpretability. We created a matrix using the 330 aspects as features and calculated a net polarity for each feature by summing the positive (+1) and negative (-1) polarity associated with each aspect found in each of the 515 and 151 files in the Suicidal and Non-suicidal datasets, respectively. We organized our files by patient encounters first so that admission and discharge notes for the same patient would not be split across training and testing data when dividing the datasets in folds. We then used random forests and logistic regression for the classification task and performed cross validation with 3-folds. We also ran the classifier on the whole dataset of 666 files and used the ‘feature importance’ function of the Random Forest Classifier to estimate which features are most important based on permutations. We ran these two models with default parameters and did not perform any hyperparameter tuning as this experiment was meant to understand baseline performance. Finally, we shuffled the labels of the training data and reran the classification models with the 3-folds to confirm that the performance of our results was not a product of the disproportionate amount of Suicidal data we have to Non-suicidal data. Performance was measured by calculating the mean accuracy and mean Receiver-Operating Characteristic (ROC) curve and Area Under the Curve (AUC) across the cross-validation folds. All analyses were run using Python and scikit learn libraries.

Results

In order to develop a lexicon tailored to our dataset, we ran ABSApp to extract all aspects associated with sentiments from our unlabeled dataset of 1,559 psychiatric clinical notes. The output saturated at just over 700 aspects, which made manual refinement possible. We categorized the aspects using seven major risk factor domains that can be found in patient records associated with readmission of psychiatric patients: appearance, mood, interpersonal relationships, substance use, occupation, thought content, and thought process. Since many of the aspects were related to either medications or disorders, we added these two categories as well. 360 aspects that did not fit into one of the nine categories and were considered unrelated to patient characteristics or care process were removed. Table 1 describes the number of unique aspects retained and their distribution by category, with the examples highlighting the three most frequent aspects in each category. The full lexicon is available upon request.

Table 1. Number of aspects and the top three examples in each category in our tailored lexicon.

<table>
<thead>
<tr>
<th>Aspect category</th>
<th>Count</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Appearance</td>
<td>19</td>
<td>Eye contact, gestures, tics</td>
</tr>
<tr>
<td>Disorders</td>
<td>82</td>
<td>Disorders, history, illnesses</td>
</tr>
<tr>
<td>Interpersonal relationships</td>
<td>58</td>
<td>Mother, parents, dad</td>
</tr>
<tr>
<td>Medications</td>
<td>30</td>
<td>SSRI, fluoxetine, effects</td>
</tr>
<tr>
<td>Mood</td>
<td>38</td>
<td>Felt, moods, behaviours</td>
</tr>
<tr>
<td>Occupation</td>
<td>16</td>
<td>Schools, grades, students</td>
</tr>
<tr>
<td>Substance use</td>
<td>13</td>
<td>Substances, drugs, medications</td>
</tr>
<tr>
<td>Thought content</td>
<td>43</td>
<td>Suicidal ideations, thoughts, intent</td>
</tr>
<tr>
<td>Thought process</td>
<td>31</td>
<td>Accessibility, speech, insight</td>
</tr>
</tbody>
</table>

To start investigating potential differences between our Suicidal vs. Non-suicidal datasets, we calculated the overall proportions of positive and negative sentiment contained across all clinical notes in each dataset. In the Suicidal dataset,
we identified a total of 5,954 instances of positive sentiment and 22,926 instances of negative sentiment associated with one of the aspects, as compared to 1,452 and 5,752 respectively in the Non-suicidal dataset. Despite a large difference in the quantity of sentiment instances found in the two datasets, the ratio of positive to negative instances of sentiment are almost the same in each dataset – 20% positive and 80% negative.

We next separated the aspects based on their category and counted the positive and negative sentiments contained in each category. Table 2 shows the break-down of negativity proportions in both datasets across all categories. It shows that negativity is variable with the biggest difference in the Thought Process category (13.91% difference), followed by Thought Content (9.46% difference). Three categories were significantly different based on a Fisher’s exact test and Bonferroni correction: Thought Content (corrected p-value < 0.001), Thought Process (corrected p-value < 0.05) and Mood (corrected p-value < 0.05).

Table 2. Break-down of positive and negative sentiment counts in the Suicidal and Non-suicidal datasets.

<table>
<thead>
<tr>
<th>Aspect category</th>
<th>Suicidal dataset positive:negative count</th>
<th>Suicidal dataset negativity proportion</th>
<th>Non-suicidal dataset positive:negative count</th>
<th>Non-suicidal dataset negativity proportion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Appearance</td>
<td>349: 309</td>
<td>46.96%</td>
<td>54: 67</td>
<td>55.37%</td>
</tr>
<tr>
<td>Disorders</td>
<td>938: 11,207</td>
<td>92.28%</td>
<td>294: 3,215</td>
<td>91.62%</td>
</tr>
<tr>
<td>Interpersonal relationships</td>
<td>1,451: 1,995</td>
<td>57.89%</td>
<td>371: 546</td>
<td>59.54%</td>
</tr>
<tr>
<td>Medications</td>
<td>312: 237</td>
<td>43.17%</td>
<td>66: 66</td>
<td>50.00%</td>
</tr>
<tr>
<td>Mood</td>
<td>930: 2,665</td>
<td>74.13%</td>
<td>219: 823</td>
<td>78.98%</td>
</tr>
<tr>
<td>Occupation</td>
<td>228: 418</td>
<td>64.71%</td>
<td>45: 76</td>
<td>62.81%</td>
</tr>
<tr>
<td>Substance use</td>
<td>811: 1,297</td>
<td>61.53%</td>
<td>198: 323</td>
<td>62.00%</td>
</tr>
<tr>
<td>Thought content *</td>
<td>665: 4,539</td>
<td>87.22%</td>
<td>147: 514</td>
<td>77.76%</td>
</tr>
<tr>
<td>Thought process *</td>
<td>277: 324</td>
<td>53.91%</td>
<td>56: 118</td>
<td>67.82%</td>
</tr>
<tr>
<td>Total</td>
<td>5,954: 22,926</td>
<td>79.38%</td>
<td>1,452: 5,752</td>
<td>79.84%</td>
</tr>
</tbody>
</table>

There were a total 265 aspects found in both datasets out of the 330 in the lexicon. To investigate the differences between the Suicidal and Non-suicidal datasets at the aspect level, we performed a Fisher’s exact test on each aspect, and then performed the Bonferroni correction to correct for multiple testing. After correction, the aspect “intent” remained statistically significant with a corrected p-value < 0.01 (Suicidal: 297:158; Non-suicidal: 21:39 for positive:negative counts respectively). The next closest aspect was “risk factors” with a corrected p-value of 0.08.

As a preliminary step toward assessing the value of this output in classification tasks, we investigated whether aspect polarity counts for each document could be used as informative features in logistic regression and random forest classifiers when applied to our datasets. We split the data proportionately into three folds and ran 3-fold cross-validation with the models. Then, we generated three new folds by shuffling which files were added to each fold and repeated the analysis. Finally, we took the mean of all six outputs for each model. The results are listed in table 3. The 3-fold cross-validation resulted in an accuracy of 80.70% for logistic regression and 83.69% for random forest. The top three features from the random forest classifier were “suicidal ideation”, “autism”, and “behaviors”. Interestingly, “intent” also comes high in the list of top features, ranked 6th out of 330 aspects.
### Table 3.
Mean classification accuracy (%) from 3-fold cross validation using the aspects and their polarity as features in a logistic regression model and random forest classifier.

<table>
<thead>
<tr>
<th>Aspect Features</th>
<th>Logistic Regression</th>
<th>Random Forest</th>
</tr>
</thead>
<tbody>
<tr>
<td>All aspects</td>
<td>80.70%</td>
<td>83.69%</td>
</tr>
<tr>
<td>All aspects (50:50 dataset)</td>
<td>69.89%</td>
<td>80.35%</td>
</tr>
<tr>
<td>All aspects (training labels shuffled)</td>
<td>68.00%</td>
<td>75.09%</td>
</tr>
<tr>
<td>All aspects (50:50 dataset and training labels shuffled)</td>
<td>43.50%</td>
<td>53.27%</td>
</tr>
<tr>
<td>Appearance aspects only</td>
<td>77.06%</td>
<td>74.50%</td>
</tr>
<tr>
<td>Disorders aspects only</td>
<td>81.00%</td>
<td>82.32%</td>
</tr>
<tr>
<td>Interpersonal aspects only</td>
<td>76.02%</td>
<td>75.09%</td>
</tr>
<tr>
<td>Medications aspects only</td>
<td>76.92%</td>
<td>75.27%</td>
</tr>
<tr>
<td>Mood aspects only</td>
<td>77.87%</td>
<td>77.37%</td>
</tr>
<tr>
<td>Occupation aspects only</td>
<td>77.05%</td>
<td>76.20%</td>
</tr>
<tr>
<td>Substance use aspects only</td>
<td>77.22%</td>
<td>73.54%</td>
</tr>
<tr>
<td>Thought content aspects only</td>
<td>79.18%</td>
<td>76.37%</td>
</tr>
<tr>
<td>Thought process aspects only</td>
<td>76.47%</td>
<td>75.87%</td>
</tr>
</tbody>
</table>

Given that we have far more Suicidal documents than Non-suicidal, we were concerned that the accuracy was a product of the unbalanced dataset. When the dataset was reduced to a 50:50 split (151 files in each the Suicidal and Non-suicidal dataset), the accuracy dropped to 69.89% for logistic regression and 80.35% for random forest. Next, we shuffled the labels in the training data for the three folds, which resulted in a drop of accuracy to 68.00% and 75.09% for the full dataset and 43.50% and 53.27% for the 50:50 dataset. To see if any category of aspects plays a stronger role in the classification task, we used only the aspects from each category in turn as the models’ features. Table 3 shows that the Disorders category contains the most informative features for the classification, with the highest accuracy, similar to the accuracy for the models using all aspects. All other categories resulted in similarly lower accuracies. As expected, shuffling performed the worst out of all.

Finally, to evaluate performance more thoroughly, we generated ROC curves for the models with all aspects and aspects from individual categories (Figure 1). We observe that the models including all aspects perform the best with AUC of 0.8 and 0.85 for the logistic regression and random forest classifier respectively. Three categories perform also fairly well on their own, Thought Content (AUC of 0.78 and 0.77 respectively), Disorders (AUC of 0.74 and 0.77 respectively), and Mood (AUC of 0.72 for both). The ROC curves demonstrate a low performance for all other categories (AUC ranging from 0.5 to 0.61).
a. Logistic Regression Model

![Image of ROC curve for logistic regression model](image)

b. Random Forest Classifier

![Image of ROC curve for random forest classifier](image)

**Figure 1.** Mean Receiver-Operating Characteristic (ROC) curves from 3-fold cross validation using the aspects and their polarity as features in a logistic regression model (a) and random forest classifier (b).

**Discussion**

This exploratory study establishes a new lexicon generated by extraction from clinical notes using sentiment analysis tailored to the psychiatric and mental health fields. We identified 330 aspects relevant to the domain with attached sentiments, highlighting the fact that even though clinical notes are not expressing an individual’s sentiments, the methodology still has relevance in the analysis of these notes. Our study not only looks at the polarity of sentiments within the notes like previous studies have done, but it also innovates by focusing on the specific aspects these sentiments are attached to. We also explored their relation to the mental health domain through categorization of the aspects to previously defined risk factors for readmission of psychiatric patients. This categorization enables the user...
to drill down into the sentiment analysis results and facilitates interpretation. As a demonstration, looking at our small Suicidal vs Non-suicidal datasets, despite not identifying an overall difference in negativity (79.38% vs 79.84%), we observed variance within individual categories. The difference between the two datasets for Thought Content, Thought Process, and Mood were statistically significant.

Interestingly, looking at individual aspects, we observed that “intent” showed the most striking contrast between the two datasets, with many more negative sentiments in the Suicidal dataset. As “intent” is an aspect in the Thought Content category, this finding aligns with the fact that overall, Thought Content is attached to more negative sentiments in the Suicidal dataset and differs significantly from the Non-suicidal dataset.

As an additional way to explore the value of the sentiment analysis methodology applied to clinical notes, we investigated how informative the findings would be as features in classification models trained to differentiate between clinical notes related to suicidal patients vs other psychiatric crises. We selected two out-of-the-box classifiers to ensure that our results would not be biased by the tools selected, and we observed that the sentiment analysis data showed promising accuracy and AUC values in the classification task, similar to previous studies. For instance, a study by Le et al. showed that Support Vector Machine (SVM) and other algorithms could be used to predict risk of inpatient self-harm with an accuracy of 0.69-0.77 from free-text narrative clinical notes by using symptom, sentiment and frequency dictionaries. Another study by Fernandes et al. achieved precision of 82.8% for classifying suicide attempts with SVM on clinical notes using a manually curated list of features related to suicide. In our study, the tailored and categorized lexicon enabled a more in-depth investigation of which aspects are more informative than others both within and across categories. The Thought Content, Disorders, and Mood categories showed the best performance, which aligns with the fact that the top three features in the random forest classifier using all aspects belong to these three categories (“suicidal ideations” in Thought Content, “autism” in Disorders, and “behaviors” in Mood). It also aligns with the observation that the overall negativity score for the Thought Content and Mood categories were statistically different between the Suicidal and Non-Suicidal datasets. It is interesting to note that, although Disorders performed well both at the accuracy and AUC levels, it showed almost no overall negativity score difference at the category level between the Suicidal and Non-suicidal datasets. This shows that aggregating sentiment at the category-level may lose some important information and reinforces the value of the aspect-level analysis.

Our study reveals that there is much that can be gained by applying NLP techniques to psychiatric clinical notes. Although sentiment analysis may often be the tool of businesses trying to improve their brand image, this study demonstrates that it can be applied to a complex, nuanced, and sensitive task such as the analysis of psychiatric clinical notes. Not only can it be used to understand the overall polarity of a document or a dataset, but it can be used to classify complex data and extract words that may be associated with suicidality. Research has shown there is both a gap in care and space to address mental health concerns in youth. Moving forward, we plan to apply our findings and techniques in building predictive models that could be used to screen youth and offer help in advance.

Conclusion

Despite the challenges that free-text clinical notes pose, we have shown that they can be an excellent resource and that aspect-based sentiment analysis and machine learning models are up to the task. We acknowledge that there are many limitations to this study. Namely, that the portion of our dataset we were able to use for classification is very small when compared to what machine-learning-based techniques are typically performed on. In addition, our data is very unbalanced, with only a few non-suicidal files, which makes it difficult to do cross-validation with more folds. To address these issues, we are in the process of labelling the remaining 893 notes left aside in this analysis to use as an independent dataset to test our model. Our data is also very sparse, as each document only contains a handful of the 330 features we analysed. As we continue this project, we may address the sparsity to try to improve accuracy of our models. Finally, as our data only spans three years to 2018, we are also working on getting the newest data from the last two years, which we hope will double our data size.

Our preliminary results are very encouraging despite working only with default parameters. Future steps will include tuning hyperparameters to improve performance, as well as a comparison of our sentiment-based method to a more classical bag-of-words or Naïve Bayes model.

In future work we hope to explore whether the differences between the aspect categories that we found may have some clinical relevance. Thought Content includes the aspect “intent”, which is often how psychiatrists describe suicidality, so it is not surprising that it could be more negative in the suicide group. Other research has shown that behavioural disturbances and disordered thought process in the context of neurodevelopment disorders are
common\textsuperscript{23,24}. This may partially explain why there is more negativity in the Thought Process category within the Non-suicidal dataset.

A possible future direction could be to apply these techniques to a broader set of outpatient notes – for example, when a patient is seeing their psychiatrist for follow up in the community, we might be able to flag that the patient is doing worse and suggest interventions before the patient reaches the point of presenting to the emergency room. Semantic analysis with lexicons fine-tuned to the mental health domain, when used in conjunction with longitudinal predictive models, may help predict an individual’s risk for suicide as well as their risk for developing various mental health conditions.
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Abstract

We conduct exploratory analysis of a novel algorithm called Model Agnostic Effect Coefficients (MAgEC) for extracting clinical features of importance when assessing an individual patient’s healthcare risks, alongside predicting the risk itself. Our approach uses a non-homogeneous consensus-based algorithm to assign importance to features, which differs from similar approaches, which are homogeneous (typically purely based on random forests). Using the MIMIC-III dataset, we apply our method on predicting drivers/causers of unexpected mechanical ventilation in a large cohort patient population. We validate the MAgEC method using two primary metrics: its accuracy in predicting mechanical ventilation and the similarity of the proposed feature importances to a competing algorithm (SHAP). We also more closely discuss MAgEC itself by examining the stability of our proposed feature importances under different perturbations and whether the non-homogeneity of the approach actually leads to feature importance diversity. The code to implement MAgEC is open-sourced on GitHub (https://github.com/gstef80/MAgEC).

Introduction

In this work, we propose a novel method for extracting variables of high clinical concern for a given outcome. Our method, called Model Agnostic Effect Coefficients (or MAgEC), uses a non-homogeneous, consensus based approach to predict the most important features contributing to the dependent variable of interest. This method is intuitive to understand, extremely fast, and has similar results to a competing algorithm. Furthermore, MAgEC is unique in its actual implementation. Typically, datapoint-specific feature importances are generated using a homogeneous set of models, which are typically some form of random forest. Indeed, while methods like SHAP and LIME are model-agnostic in terms of their application to any individual type of model, they are not cross-model compatible. On the other hand, MAgEC is model-agnostic to both individual types of models and a mixture of models, capable of combining the results from any arbitrary set of models.

MAgEC works using pseudo-counterfactuals; perturbing a single input variable at a time towards the cohort mean value, getting the model-derived expected likelihood of the outcome, and finding the difference of this perturbed likelihood to the baseline likelihood (which is derived using an unperturbed input). These differences, when done across all features for each model in a given set (logistic regression, neural network, etc), are defined as MAgEC coefficients. These coefficients can be then L2 normalized in order to be compared across models, which can then be combined using some pre-defined policy in order to achieve a final ranking. In this work, we use a naive sum between normalized feature coefficients of models to decide the ranking, but more sophisticated methods could be used as well.

To assess the applicability of MAgEC, we will specifically apply it to the problem of predicting possible drivers of unexpected mechanical ventilation (MV) within the next 3 hours, which is a prophylaxis procedure often used for ICU patients experiencing severe respiratory failure. Typically, the conditions that these patients face can range from neurological disorders causing them to be physically unable to breath, to underlying conditions such as pneumonia that have directly harmed lung capacity. Assessing the reasons behind a patient’s need for MV is dependent on a range of factors, including clinical variables (e.g. systolic blood pressure), biological variables (e.g. creatinine levels), or patient variables (e.g. history of asthma). Building a holistic picture of these variables takes valuable time, and machine-learning models could potentially predict the reasons for the ventilation far faster than any team of clinicians. It is also likely that knowing the exact reasons behind an upcoming MV could prevent the MV from exacerbating or creating clinical issues in a patient.

We use data from the Medical Information Mart for Intensive Care (MIMIC)-III database, which contains a rich set of electronic health record information from thousands of patients, for this problem. Given the set of predictions and feature importances that MAgEC has made on this dataset (setup discussed in the methods section), we assess it on
two metrics of interest: its accuracy in predicting mechanical ventilation and the similarity of the proposed feature importances to a competing algorithm (SHAP). We also analyze the inner-workings of MAgEC through another two outcomes: examining the stability of our proposed feature importances under different perturbations and whether the non-homogeneity of this approach actually leads to feature importance diversity.

Related Work

In this paper, we also propose a novel method of discovering drivers for ventilation. While there are multiple current methods that are capable of performing similar tasks via model interpretability\textsuperscript{3,4,7} these methods are not well-suited to our task. This is due to our method essentially attempting to generate counterfactuals, which are extremely useful in a clinical context (‘would this person have needed MV had their arterial blood pressure been lower?’). Existing methods are not well suited to provide similar insights, because they either provide very small perturbations in the immediate vicinity of a feature by calculating partial derivatives which does not reflect the model’s estimation of any clinically meaningful change, or they fit linear surrogate models which are not guaranteed to reflect the original model’s prediction\textsuperscript{4}. Our method quantifies the direction and magnitude of a clinical variable perturbation in a more realistic setting where a clinician may attempt to improve a potential outcome outside the linear regime of infinitesimally small feature changes.

On the subject of predicting the onset of MV, there are two related works\textsuperscript{8,9}. The former paper specifically is highly similar to our own work, in that they are working to predict unexpected MV’s (but not assign patient-specific feature importance). We follow a very similar patient stratification setup, in order to compare our results on predicting ventilation/non-ventilation with this work.

Finally, the usage of electronic health records to predict patient outcomes is quite common, and has been increasingly used for a large variety of clinical tasks. Common areas of application include ICU patient outcome prediction\textsuperscript{10,11}, chronic disease progression\textsuperscript{12}, and clinical text interpretation\textsuperscript{13}.

Methods

In this section we will describe the algorithmic details of what we will use to find the drivers of unexpected MV (coefficient generation, normalization, and consensus). We will then discuss the intuition behind our approach, and how it attempts to replicate medical panels. Finally, we will discuss our data sources and feature set.

Coefficient Generation

We begin with a dataset where a patient’s data is represented in a tabular format, with a row representing each patient’s covariates at each point in time and separately the outcome variable we are interested in predicting. The first step of our method is to train multiple supervised models on the dataset of interest. Next, each model is used to calculate the predicted outcome for each patient using the original/observed data. The predicted outcome is either a probability for classification tasks or a real number for regression tasks.

We proceed to perturb the value for one variable while keeping all other variables fixed at their original values. The perturbation is accomplished by shifting the observed value of the variable for each patient (or case) to either (a) an expert-determined clinically desired value or (b) a standard-deviation determined value calculated from the cohort used in the study (e.g. the cohort mean, or a 1SD movement towards the cohort mean). We use the latter in this study, and an example of the method can be seen in Figure 1. We then run each patient through the trained model with the single updated variable value and calculate how that single alteration affects the predicted outcome. For classification tasks, the estimated effect is calculated by comparing the difference in logits between the original prediction and the prediction made using the altered covariate value. For regression tasks, the estimated effect is calculated by comparing the difference in target values between the original prediction and the prediction made using the altered covariate value. We repeat this process for each variable and each time point (if time series models are used).

\[
m^{(k)}_j = \text{logit}(f(x^{(k)}_1, ..., x^{(k)}_j = N_j, ..., x^{(k)}_n)) - \text{logit}(f(x^{(k)}_1, ..., x^{(k)}_j, ..., x^{(k)}_n))
\]
Equation 1 defines a MAgEC coefficient $m_j^{(k)}$ (which we will refer to as 'MAgECs' for the remainder of the paper) for each covariate $x_j$ in the dataset, given a model $f$ and a case/patient $k$. The value $N_j$ represents a clinically "normal" value for $x_j$. Figure 1 illustrates scaling (z-normalizing) our dataset and computing MAgEC for a single case and covariate by shifting to the mean of the distribution. For binary covariates, such as ‘gender’ or a co-morbidity, the perturbation is done by flipping the value of the perturbed covariate (e.g. from 0 to 1 and vice versa).

**Figure 1:** Mean Arterial Pressure distributions for train and validation datasets in our MIMIC-III cohort. An example of a higher than normal Mean Arterial Pressure case is shifted to the mean (at 0 for z-normalized distribution on the right) to compute MAgEC for that feature given a fitted model $f$. Cases with Mean Arterial Pressure below the measured ‘normal’ value are also set to 0 (for z-normalized values) when computing a MAgEC. A researcher is free to specify both the ‘normal’ value as well as the shifted value, e.g. shifting by 1 SD closer to the mean.

**Normalization**

A model’s response to a perturbed covariate is a function of all of the covariates in the model, as seen in Equation 1. Even when modifying a covariate to a value that is not practically feasible (e.g. changing gender or age), one must consider that perturbation’s direction and magnitude relative to a perturbation of another covariate that may be practically feasible (e.g. when setting a patient’s glucose level to a normal value). In order to place all coefficients on equal footing and to account for differences in direction of effect we apply a Euclidean (L2) distance normalization, such that for any of the $k$ cases in our dataset the Euclidean sum of all coefficients adds up to 1.

$$
\hat{m}_{jl}^{(k)} = \frac{m_{jl}^{(k)}}{\sqrt{\sum_{i=1}^{n} (m_{il}^{(k)})^2}} 
$$

(2)

In Equation 2, all coefficients are normalized for each case (k), making it possible to directly compare them across models ($l$ denotes the l-th model in a panel of models and $i/j$ denotes the $i/j$-th covariate out of n used in training the model).
**Intuition**

Our method seeks to algorithmically replicate a scenario similar to a tumor board, where a panel of diverse experts examines an individual patient’s status, estimates their risk for a particular outcome, and decide together which intervention is most likely to reduce that patient’s risk. Here, experts are supervised learning models. Expertise is quantified by test performance on the supervised task for which the models are trained. Diversity of opinion is quantified by standard classification reports. Each expert explores their own intervention strategies. This is accomplished by perturbing the value of a single variable for a given patient, while maintaining all of the other original variables for that patient. The data is perturbed by moving the patient’s actual observed value to a clinically average value. The updated patient data is then passed through the trained model for inference and difference between the original risk is calculated.

Ultimately, this produces a coefficient providing the estimated direction and magnitude of a likely intervention for each patient, for each variable, for each model. Expert panel consensus on the best intervention and the impact thereof is determined by a user-defined policy that combines the metric deemed most appropriate to analytically quantify expertise, each expert’s performance with respect to that metric, and variability with respect to expert opinion on the impact of each potential intervention. In our case, we simply consider the feature-wise sum amongst the models, which is then ranked to show the features most contributing to the outcome.

**Dataset and Features**

Data for this study is extracted from the MIMIC-III database. The MIMIC-III database contains de-identified records from patients admitted in an intensive care unit (ICU) at Beth Israel Deaconess Medical Center in Boston, Massachusetts in the period of June 2001 to October 2012. In this study, we use a cohort of 10415 non-surgical adult patients admitted at the hospital in ICU for the first time. Patients discharged from the ICU within 27 hours of admission are excluded.

We split our cohort of 10415 patients into a train and test set (using an 80/20 random split) and apply z-normalization for every feature. We train a multi-layer perceptron (MLP), a support vector machine classifier (SVM) and a logistic regression (LR) model. All three models are untuned, and represent equally weighted supervised experts.

In terms of features, we use laboratory values (19 features), vital signs (16 features), comorbidities (3 features) and demographics (2 features), all listed in Table 1. As lab values and vital signs are temporal values, we choose the latest available value from 24 hours prior to the ventilation to 3 hours prior (for vitals we also record the first available measurements). The target variable is a binary variable marking whether a patient received mechanical ventilation support within the next three hours.

After the training process, we apply the MAgEC method to the test set. MAgEC coefficients are generated, normalized and ranked for each case in the test set, without using the ensemble predictions.

**Results and Discussion**

As discussed earlier, we will evaluate the outputs behind MAgEC in two primary ways: how it performed in predicting MV (to assure that we can reasonably trust the output predictions for the test set), and how it compares to leading methods in predicting drivers for MV. Past these results, we will also discuss MAgEC itself; specifically how it responds to shifts in perturbation levels and whether the usage of non-homogenous models are truly exploring different parts of the problem space.

**Mechanical Ventilation Prediction**

Table 2 compares different metrics for the three models that make up our ensemble, along with the ensemble prediction itself, for the task of MV prediction three hours prior to the ventilation occurring. As this table is being shown purely to demonstrate that MAgEC is not compromising on model accuracy, we will compare ourselves to the current state of the art in MV prediction8 (also shown in last column). We have tried to replicate our cohort selection process to match theirs, but we still end up with roughly twice as many MV patients as they have, so our results are not directly
Table 1: List of features extracted from each patient. Vital sign measurements are extracted every hour (average values within each 1h time period) and are joined with laboratory values, demographics and comorbidities. Missing values are imputed with averages for a given feature. ‘First’ vital signs refer to the first value found in the data-collection period, while ‘last’ refers to the last value found in the data collection period.

However, we can still demonstrate somewhat similar results. Our AUC in particular has only a .04 deviation from theirs, but our specificity’s and sensitivities are off by nearly .1. We suspect this is due to our dataset including more ‘positive’ cases than the other paper. We believe this is sufficient enough evidence to show that MAgEC is performing roughly as well as the next leading method, and that our proposed method to find drivers of MV does not hurt accuracy.

Table 2: Individual and ensemble model metrics in predicting unexpected MV.

Comparison with SHAP

Figure 2 shows a comparison between aggregate predicted MV drivers of both MAgEC (left) and SHAP. We condition these importances on whether a patient was ventilated (label 1, top charts) or not ventilated (label 0, bottom charts). The left-side charts show MAgEC ranking, while the right-side charts show SHAP ranking.

All MAgEC top aggregate features are generated using ‘full’ perturbations (explained in the following subsection), and are based on the number of times a feature was ranked as the top-most important feature for any patient in the test set. The SHAP values are generated using TreeSHAP with default parameters, and aggregated based on the mean.
Figure 2: Feature Importance, as measured by the frequency of a given feature ranking first in a panel of 3 models (using an aggregate sum of MAgECs from all 3 models), is shown on the left. Corresponding SHAP values, using an xgboost model tree explainer, are shown on the right. Feature importance rankings are shown on the right of each bar. A significant overlap between SHAP values and MAgEC is observed (7/10 features overlap for label=1 and 5/10 features for label=0 in the top 10 MAgEC features). Feature importance varies with the class label for both MAgEC and SHAP.

Amongst both label 1 and 0, we can apply some basic clinical ‘sanity checks’ to check the validity of some of the rankings of both MAgEC and SHAP. Specifically, we find that the ‘last’ readings of vital signs, as in the last recorded reading of it, are generally seen as more important than the ‘first’ readings of it, which generally matches a clinicians expectation for the predictive value of a vital sign.

Furthermore, we generally find a good matching between MAgEC and SHAP for label 1 (ventilated), with several of the top-most features matching identically in ranking, and a similar set of features found to be of near-zero importance in each. There is a fair bit of disagreement, but a similar trend can be observed in each in regards to the general importance of features in driving ventilation. We also note that MAgEC identified phosphate, which has been clinically validated as a predictor for future need of MV\textsuperscript{[12]}, as an important feature in nearly 20 patients, while the SHAP values
indicate phosphate as nearly useless. Gender is also found to be among the top features, in both MAgEC and SHAP, which could indicate the presence of bias in receiving MV as observed in other studies\textsuperscript{15}.

On the other hand, we find far more disagreement in the plots conditioned on label 0 (unventilated). While there is some slight overlap in the general importance of some features versus others, MAgEC and SHAP largely disagree with each other. We argue that this is not necessarily a flaw of MAgEC, as, clinically, the reason why a clinical event never occurred is far more complex and nuanced than the reason why a clinical event did occur. In this sense, it is possible that neither SHAP nor MAgEC captured the true drivers for why some patients were not ventilated.

**Stability of Predicted Drivers**

We measure the stability of MAgEC-derived feature importances underneath different levels of perturbation in the MAgEC coefficient calculation. These results are shown in Figure 3. Full perturbations set a feature to the training cohort mean, .5 perturbations move a feature 50-percent towards the cohort mean, .3 to 30-percent of the cohort mean, and .1 to 10-percent towards the cohort mean.

![Figure 3: MAgEC Feature Importance of non-boolean features as a function of the perturbation strength (left plot for patients who received MV and right plot for patients who did not receive MV). For small perturbations (e.g. perturbing a feature by 10%), boolean features such as gender (not shown in the figure) become relatively more important than numerical features. MAgEC feature importance scores scale proportionally to the perturbation strength. We generally find that the relative ranking of the features stay roughly the same at different levels of perturbations, which lends credence to MAgEC being relatively stable. However, we do notice that the distribution of importance flattens as the perturbations become smaller, with individual feature importances scaling proportionally to the perturbation strength. Due to this, for the purposes of finding drivers of ventilation, we primarily present our results using the full perturbation.](image)

**Inter-Model Agreement**

A key assumption of the non-homogeneous model setup is that the usage of completely different models in our ensemble is more useful than just adjusting the random seed of multiple otherwise identical models. ’Usefulness’ in this sense refers to whether each model is capable of being different in its assessment of feature importance, instead of producing nearly the same feature rankings. Understandably, this definition of ’useful’ is dangerous, as even an ensemble of untrained, inaccurate models would be classified as ’useful’, since they’d produce wildly different feature importance rankings. However, these results should be viewed in light of previous results, demonstrating both accuracy in predicting MV and a reasonable similarity to SHAP in deriving feature importance in ventilation.

To show that the models in our ensemble are generating varied rankings of drivers, we start with the normalized
MAgEC coefficients generated in Equation 2. Each model outputs an ordered list of MAgECs (in ascending order). To quantify the relative agreement amongst individual model rankings, we use rank-biased overlap (RBO), a method for comparing the similarity between two ranked lists. RBO is implicitly used to assess inter-model ranking variability. In our case, the ranked lists are the ordered normalized MAgEC coefficients of each individual model. These coefficients are then grouped into pairs, and used to calculate an RBO (Equation 3). We do not include the actual RBO equation here for brevity’s sake, but can be found in the citations.

\[ R_j^{(k)} = \frac{N(N-1)}{2} \sum_{m=1, n=1}^{N} \frac{RBO(m_j^{(k)}, m_j^{(k) \prime})}{m \neq n} \quad (3) \]

The output of RBO is a value between 0 and 1, where 0 represents perfectly disjoint and 1 represents perfectly identical for any two given lists. In the case of N number of models, there would be a total of N*(N-1)/2 RBO values per patient. To quantify inter-model agreement for any given feature, we simply take all patients whose top feature is that given feature and average the RBO’s across these patients.

For instance, if we have 4 models, each patient will have 6 RBO values. To quantify model agreement, lets suppose we have 10 patients, each with 3 features: A, B, and C. Each patient is run through MAgEC, which says that 6 of the patients top feature is A, 4 patients have a top feature of B, and none have a top feature of C. Thus, to calculate the model agreement on A, we simply take the subset of 6 patients with A being their top feature, and average their individual RBO’s (of which there will be 24 in total). This identical flow can be extended to the model agreement on B. However, for C, due to no patients having it as a top feature, we cannot calculate a model agreement value for that feature.

In our case, we limit our number of models to three, and compare the average non-homogeneous model set used for MAgEC (logistic regression, SVM, and a neural network) mean RBO versus a homogenous model set (three neural networks, trained with different random seeds). Figure 4 shows the results of this. Overall, we find that the heterogeneous ensemble leads to slightly lower mean-RBO values compared to those of the homogeneous ensemble, which leads credence to our hypothesis that differing models leads to higher feature importance diversity.

**Conclusion**

MAgEC is able to identify patient level risk factors and prioritize among clinical drivers of mechanical ventilation by using ensemble models and simple consensus protocols. When compared to state-of-the-art methods of feature importance (SHAP), MAgEC demonstrated comparable efficacy, feature importance diversity, and overall speed. We also found that the unique, model-agnostic nature of MAgEC to be not at all detrimental to its performance, and that the non-homogeneity that this allows leads to more diverse ‘opinions’ in feature importance within the ensemble.

Furthermore, the ability to identify reasonable targets of intervention, especially for a majority of high-risk patients, is a function not just of model performance but also of how a clinically normal value is specified. For instance, studies have shown that levels of A1C values in non-diabetic populations vary with age, or that normal BMI values may vary with age and gender. By providing the flexibility for the individual researcher to define ‘normal’ or the amount of movement towards ‘normal’ (e.g. make the patient exactly normal or move them some portion of a standard deviation towards normal), MAgEC allows for the selection of aggressive or conservative approaches which can be adapted to most circumstances.

The primary limitation of this work is that, as we were unable to replicate the patient cohort used in the current state-of-the-art comparison, it is difficult to compare our predictions in terms of accuracy (although this isn’t the primary purpose of this work). Regarding future work, we’d like to explore the use of MAgEC in assisting clinicians in identifying potential interventions via highly ranked features.

This work is intended for research purposes only. It in no way proposes to replace panels of clinical experts in the situations that they are currently used (such as tumor boards) but instead to extend their functionality into places that they are not currently available. Clear prioritization of which patients are most likely to respond to intervention, and
Figure 4: Average RBOs for top MAgECs (using ‘full’ perturbations). MAgECs are shown in decreasing feature importance order (from top to bottom). RBO values are computed using $p=0.9$ (first 10 ranks have 86% of the weight in the metric). RBOs close to 1 would indicate no variability in the model outputs, such as when 2 models are almost identical, while values close to 0 would indicate very little overlap. A panel of 3 homogeneous models (MLP using 3 different initialization weights) and 3 heterogeneous models (LR, SVM and MLP) is shown. Average inter-model agreement for the homogeneous panel is higher for all features (and larger than 0.5 for most of them) except for one feature (‘age’).

for them, which clinical variables should be targeted is likely to be most useful in situations where healthcare systems are under-staffed, overwhelmed, or have providers serving outside of their area of expertise.

The code for implementing MAgEC, alongside all experiments ran in this paper, is open-sourced on GitHub: https://github.com/gstef80/MAgEC.
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ABSTRACT

Identifying patient risk factors leading to adverse opioid-related events (AOEs) may enable targeted risk-based interventions, uncover potential causal mechanisms, and enhance prognosis. In this article, we aim to discover patient diagnosis, procedure, and medication event trajectories associated with AOEs using large-scale data mining methods. The individual temporally preceding factors associated with the highest relative risk (RR) for AOEs were opioid withdrawal therapy agents, toxic encephalopathy, problems related to housing and economic circumstances, and unspecified viral hepatitis, with RR of 33.4, 26.1, 19.9, and 18.7, respectively. Patient cohorts with a socioeconomic or mental health code had a larger RR for over 75% of all identified trajectories compared to the average population. By analyzing health trajectories leading to AOEs, we discover novel, temporally-connected combinations of diagnoses and health service events that significantly increase risk of AOEs, including natural histories marked by socioeconomic and mental health diagnoses.

INTRODUCTION

Background and Significance

Adverse opioid events led to more than 45,000 deaths in 2018, a six-fold increase since 1999.1 Understanding and combating the opioid epidemic requires identification of patient risk factors which may enable targeted risk-based interventions, uncover potential causal mechanisms, and enhance prognosis. While past work has identified a number of individual risk factors related to adverse opioid-related events (AOEs) including race, age, gender, veteran status, and the prescription of opioids, these studies analyzed only a handful of risk factors and did not consider the temporal or sequential trajectory of patient healthcare events.2-7 Few large-scale temporal risk studies have been completed regardless of disease focus, and none have assessed opioid events as the terminal outcome.8-12 Trajectory based assessment of patient risk can uncover unique associations that may not be obvious or possible using conventional methods. This methodology identifies time-dependent event associations, or trajectories, made from temporally ordered pairs of healthcare codes that occur frequently in a population.8 This is more meaningful then simply testing for co-occurrence of multiple coded events, as the temporal nature of the analysis necessitates the risk factor preceded the AOE. These trajectories are potentially more indicative of underlying causal pathways. For example, this approach allows testing for hypothesized natural histories like a pain event leading to opioid prescription and then an adverse opioid event. Examples of relationships found with this methodology include a correlative relationship between sleep apnea and diabetes, and disease trajectories that were identified to predict increased sepsis-related mortality.9, 10

Objective

In this work, we expand on previous efforts describing risk factors for adverse opioid-related events in three ways. First, we use an unbiased data mining approach across all prior diagnoses, medications, and procedures to uncover potential novel individual risk factors in a large patient population. Second, we identify temporally-restricted trajectories.5 Third, we cluster patient-level trajectories to gain insight into more general trends present at the level of an organ system, disease group, or drug class. This allows us to identify general risk pathways related to pain, socioeconomic events, mental health diagnoses and opioid prescription. These novel risk trajectories can then be used to aid targeted clinical interventions and help begin to reduce the number of adverse events suffered from the opioid epidemic.
MATERIALS AND METHODS

Study Data
In this retrospective cohort study, we used health records from 1.6 million patients seen in a large New England Healthcare System in any capacity, inpatient, outpatient, or emergency department, between the years 2013 and 2019. The dataset includes 677,000 instances of Common Procedural Technology (CPT) codes, 11 million prescriptions for opiate medications in the form of RxNorm codes, and 110 million ICD-10 code diagnoses. Patients with complete demographic information including age, race, and sex were included. Following previously published methodology, we only included the first instance of a code, as it could appear multiple times in a patient’s electronic health record (EHR). 8

We define an AOE using ICD-10 terminology. Codes in the range T40.0 to T40.6, or in the F11 subchapter are considered adverse opioid-related events. Within this group we exclude all codes related to remission, or underdosing of opioids, as well as all codes in the T40.5 subchapter. This leaves codes related to opioid use or dependence disorders, as well as poisoning or adverse effects of opioids.

Trajectory Identification
The method used to identify diagnostic temporal pairs and extract trajectories is outlined below, and fully described in prior work. 8 During the identification of temporal pairs, all ICD-10 codes were truncated to three characters with the exception of codes in the F11 and T40 sub-chapters as these were used as the primary outcome.

Fisher Exact tests to identify co-occurrence (p<0.05) and binomial tests (p<0.05) to identify a temporal relation, both using Bonferroni correction, were used to identify initial pairs of codes of the form (C1→C2). Further reduction of these pairs was performed by comparing each patient that followed C1 and C2 sequentially within a cohort of 10,000 other patients who were of the same sex, race, and whose ages fell in the same decade of life. Inclusion of a pair was dependent on the relative risk of co-occurrence of C1 and C2 being greater than one and p<0.05. PExposed and Pi are the number of patients identified that follow C1→C2 from the control group and from the ith comparison group. N is the number of comparison groups, in this case 10,000. RR and p are then given by,

\[ RR = \frac{P_{\text{exposed}}}{\frac{1}{N}\sum P_i}, \quad p < \frac{1}{N}\{i | P_i \geq P_{\text{exposed}}\} \]

This ensured that an ordered pair C1→C2 was included only if C1 indicated an increased risk of subsequent diagnosis of C2 independent of patient demographic, rather than the relationship being due to skewed presentation of the diagnoses along demographic lines.

Trajectories were then formed by combining two or more overlapping ordered pairs (C1→C2 and C2→C3 become C1→C2→C3). In total, 785 trajectories were found that were present in at least 10 patients. The trajectories ranged from three to seven codes in length. All trajectories were then combined to form a directed acyclic graph (DAG). Each node was plotted according to a feature space embedding, described later, using t-SNE to reduce the dimensionality to a 2D coordinate system. 13 The complete workflow is shown in Figure 1.

Dynamic Time Warping
In order to identify more general trends, the trajectories were clustered into groups using an unsupervised algorithm called Dynamic Time Warping (DTW). 11 DTW clusters trajectories of varying lengths by "warping" the longer trajectory so that multiple nodes may correspond to a single node in the shorter trajectory. The distance between two trajectories of the form \( t_1 = [C_1, C_2, C_3, \ldots, C_N] \) and \( t_2 = [C_1, C_2, C_3, \ldots, C_M] \) is given by \( D(n, m) \) where each element in D is defined as:

\[ D(n, m) = Distance(n, m) + \min(D(n - 1, m), D(n, m - 1), D(n - 1, m - 1)) \]
Figure 1: a) Initial data pruning. b) Workflow from temporal pairs to trajectories and directed acyclic graph (DAG). c) Complete DAG formed from all identified trajectories. Visualization is performed through dimensionality reduction of the 512-dimension.

\[ C_1, C_2, C_3, \ldots, C_N \] represent temporally ordered codes in a patient's health record. \( \text{Distance}(n, m) \) represents the distance between the \( n^{th} \) code in \( t_1 \) and the \( m^{th} \) code in \( t_2 \). In past work the distances between codes was defined according to the hierarchical nature of the ICD9 coding system.\(^{11}\) As this method is not possible for CPT and RxNorm codes, all codes including ICD-10, RxNorm, and CPT codes were converted to Concept Unique Identifiers (CUI) using the UMLS Metathesaurus.\(^{14}\) The codes were then embedded into a 512-dimensional feature space using the RotatE knowledge graph embedding model applied on the SNOMED-CT terms included in the UMLS Metathesaurus.\(^{15}\) Distances between codes were then calculated using several metrics in the embedding space. Euclidean, Chebyshev, and cosine distance metrics were used to validate clusters and show that the choice of distance metric had little effect on the resulting clusters. \( D(n, m) \) can be calculated pairwise between all trajectories, resulting in a scalar distance between all possible pairs.

To form clusters of trajectories, the first trajectory is assigned to an initial arbitrary cluster. For each subsequent trajectory, the mean distance between the trajectory and every cluster is calculated by taking its average distance to trajectories in each cluster. If the minimum average distance found for any cluster is less than the global threshold, the new trajectory was added to that cluster. If no distance was less than the threshold, a new cluster was created for the trajectory. Threshold values were picked manually to balance excessive fragmentation and merging of clusters.

To calculate the relative risk for each trajectory and cluster, the patients who followed the trajectory up to the penultimate code before an opioid event were selected. The number of patients who went on to experience an opioid event were identified from this group. The rate of opioid events for this set of patients was then compared to the rate for the complete set of patients. For example, consider a population of 1,000 patients and a trajectory \( C_1 \rightarrow C_2 \rightarrow C_3 \rightarrow C_4 \), where 100 patients in the population experience \( C_4 \). If 100 patients followed \( C_1 \) through \( C_3 \), and 50 of those patients went on to experience \( C_4 \), the RR for \( C_4 \) of the trajectory compared to the population is:
\[ RR = \left( \frac{50}{100} \right) / \left( \frac{100}{1000} \right) = 5 \]

All code is available at: https://github.com/Aidan-Gilson/Opioid-Trajectories.

RESULTS

After preprocessing, there were 8.5 million encounters and 1.5 million patients on which the analysis was performed. There were 15,783 temporally ordered pairs of the form C1→C2 generated from the patient cohort analysis (Fig 1a,b). Table 1 shows the 25 ICD-10 codes with the highest relative risks for any adverse opioid event. Conventional calculation of risk would likely overestimate the RR of the shown pairs, as adverse opioid-related events that occurred before the code of interest may be included. As such, conventional RR implies comorbidities in patients, while the temporal RR begins to extract underlying directionality. The individual temporally preceding factors associated with the highest relative risk were toxic encephalopathy, with a RR of 26.1, followed by septic arterial embolism, problems related to housing and economic circumstances, and unspecified viral hepatitis, with RR of 24.4, 19.9, and 18.7 respectively.

Table 1: Codes with the highest RR leading to an adverse opioid event

<table>
<thead>
<tr>
<th>ICD Code</th>
<th>Name of diagnosis leading to opioid event</th>
<th>RR</th>
<th>95% CI</th>
<th># of Patients</th>
</tr>
</thead>
<tbody>
<tr>
<td>G92</td>
<td>Toxic encephalopathy</td>
<td>26.1</td>
<td>24.6-27.6</td>
<td>1011</td>
</tr>
<tr>
<td>I76</td>
<td>Septic arterial embolism</td>
<td>24.4</td>
<td>19.0-31.1</td>
<td>55</td>
</tr>
<tr>
<td>Z59</td>
<td>Problems related to housing and economic circumstances</td>
<td>19.9</td>
<td>19.0-20.7</td>
<td>2144</td>
</tr>
<tr>
<td>B19</td>
<td>Unspecified viral hepatitis</td>
<td>18.7</td>
<td>18.1-19.3</td>
<td>3512</td>
</tr>
<tr>
<td>Z56</td>
<td>Problems related to employment and unemployment</td>
<td>17.7</td>
<td>15.5-20.0</td>
<td>220</td>
</tr>
<tr>
<td>Y90</td>
<td>Evidence of alcohol involvement determined by blood alcohol level</td>
<td>17.5</td>
<td>15.9-19.1</td>
<td>415</td>
</tr>
<tr>
<td>Z81</td>
<td>Family history of mental and behavioral disorders</td>
<td>16.2</td>
<td>15.1-17.3</td>
<td>753</td>
</tr>
<tr>
<td>B17</td>
<td>Other acute viral hepatitis</td>
<td>15.8</td>
<td>13.6-18.1</td>
<td>172</td>
</tr>
<tr>
<td>B18</td>
<td>Chronic viral hepatitis</td>
<td>14.3</td>
<td>13.8-14.9</td>
<td>2499</td>
</tr>
<tr>
<td>X78</td>
<td>Intentional self-harm by sharp object</td>
<td>13.8</td>
<td>11.4-16.5</td>
<td>102</td>
</tr>
<tr>
<td>F60</td>
<td>Specific personality disorders</td>
<td>13</td>
<td>12.3-13.8</td>
<td>988</td>
</tr>
<tr>
<td>M96</td>
<td>Intraoperative and postprocedural complications and disorders of musculoskeletal system, not elsewhere classified</td>
<td>12.7</td>
<td>11.8-13.6</td>
<td>748</td>
</tr>
<tr>
<td>I33</td>
<td>Acute and subacute endocarditis</td>
<td>12.6</td>
<td>11.0-14.4</td>
<td>194</td>
</tr>
<tr>
<td>F39</td>
<td>Unspecified mood [affective] disorder</td>
<td>12.5</td>
<td>12.1-13.0</td>
<td>2770</td>
</tr>
<tr>
<td>X83</td>
<td>Intentional self-harm by other specified means</td>
<td>12.5</td>
<td>9.9-15.6</td>
<td>70</td>
</tr>
<tr>
<td>G06</td>
<td>Intracranial and intraspinal abscess and granuloma</td>
<td>11.1</td>
<td>9.3-13.2</td>
<td>122</td>
</tr>
<tr>
<td>R45</td>
<td>Symptoms and signs involving emotional state</td>
<td>11.1</td>
<td>10.7-11.4</td>
<td>4103</td>
</tr>
<tr>
<td>M90</td>
<td>Osteopathies in diseases classified elsewhere</td>
<td>10.5</td>
<td>8.0-13.5</td>
<td>53</td>
</tr>
<tr>
<td>Z21</td>
<td>Asymptomatic human immunodeficiency virus [HIV] infection status</td>
<td>10.2</td>
<td>9.4-10.9</td>
<td>630</td>
</tr>
<tr>
<td>K72</td>
<td>Hepatic failure, not elsewhere classified</td>
<td>10.2</td>
<td>9.4-10.9</td>
<td>711</td>
</tr>
<tr>
<td>Y95</td>
<td>Nosocomial condition</td>
<td>9.6</td>
<td>8.4-11.0</td>
<td>198</td>
</tr>
<tr>
<td>F31</td>
<td>Bipolar disorder</td>
<td>9.6</td>
<td>9.3-9.9</td>
<td>4142</td>
</tr>
<tr>
<td>K71</td>
<td>Toxic Liver Disease</td>
<td>9.1</td>
<td>6.9-11.9</td>
<td>51</td>
</tr>
<tr>
<td>M00</td>
<td>Pyogenic arthritis</td>
<td>8.8</td>
<td>7.6-10.1</td>
<td>186</td>
</tr>
<tr>
<td>J80</td>
<td>Acute respiratory distress syndrome</td>
<td>8.8</td>
<td>7.4-10.3</td>
<td>137</td>
</tr>
</tbody>
</table>
By combining sequential pairs, trajectories leading to a specific adverse opioid event were then identified. A subset of trajectories and their relative risks compared to the complete patient set are shown below (Table 2). Trajectories were selected from the 30 trajectories with the highest RR based on novelty.

Each code was assigned a unique 512-dimensional feature space embedding as described in the methods. The embeddings were used to visualize the DAG constructed from the combination of all trajectories. The complete DAG is shown in Figure 1c, with the nodes colored according to ICD-10 chapter heading. RxNorm, and CPT codes were colored manually with colors not used already.

The trajectories were then clustered using DTW. This allowed for clusters to be formed from trajectories that followed a similar qualitative path, even if no exact nodes were shared. For example, the two trajectories,

Other and unspecified osteoarthritis → Opioid analgesics → Adverse effect of methadone initial encounter
Spondylosis → Opioid analgesic, anesthetic adjunct agents → Adverse effect of other opioids initial encounter

would be clustered. Even though no two codes within each trajectory are the same they are qualitatively similar. The clusters were then visualized in graphing software and reviewed manually. A selection of clusters with RR>1 and large patient sample are show in Figure 2a.

Table 2: Diagnostic trajectories and RR of an opioid event

<table>
<thead>
<tr>
<th>Path leading to opioid event</th>
<th>RR</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Other and unspecified soft tissue disorders, not elsewhere classified] → [Opioid analgesic, anesthetic adjunct agents] → [Bacterial infection of unspecified site]</td>
<td>11.24</td>
<td>7.4-16.7</td>
</tr>
<tr>
<td>[Opioid dependence uncomplicated] → [Opioid analgesic, anesthetic adjunct agents]</td>
<td>9.4</td>
<td>7.3-11.9</td>
</tr>
<tr>
<td>[Other disorders of cartilage] → [Other deforming dorsopathies]</td>
<td>8.7</td>
<td>5.7-13.2</td>
</tr>
<tr>
<td>[Dorsalgia] → [Opioid analgesic, anesthetic adjunct agents] → [Opioid antitussive-expectorant combination]</td>
<td>8.4</td>
<td>5.5-12.7</td>
</tr>
<tr>
<td>[Other psychoactive substance related disorders] → [Opioid analgesic, anesthetic adjunct agents]</td>
<td>7.8</td>
<td>6.1-9.8</td>
</tr>
<tr>
<td>[Essential (primary) hypertension] → [Opioid analgesic, anesthetic adjunct agents] → [Opioid antitussive-expectorant combination]</td>
<td>6.6</td>
<td>4.8-9.0</td>
</tr>
<tr>
<td>[Unspecified viral hepatitis] → [Opioid analgesic, anesthetic adjunct agents]</td>
<td>6.5</td>
<td>5.0-8.5</td>
</tr>
<tr>
<td>[Malignant neoplasm of prostate] → [Other functional intestinal disorders]</td>
<td>6.4</td>
<td>4.6-8.8</td>
</tr>
<tr>
<td>[Cocaine related disorders] → [Opioid analgesic, anesthetic adjunct agents]</td>
<td>6.2</td>
<td>4.4-8.7</td>
</tr>
<tr>
<td>[Disorders of lipoprotein metabolism and other lipidemias] → [Opioid analgesic, anesthetic adjunct agents] → [Bacterial infection of unspecified site]</td>
<td>6.1</td>
<td>4.0-9.1</td>
</tr>
<tr>
<td>[Type 2 diabetes mellitus] → [Other specified diabetes mellitus] → [Opioid analgesic, anesthetic adjunct agents]</td>
<td>6</td>
<td>3.9-9.0</td>
</tr>
<tr>
<td>[Type 2 diabetes mellitus] → [Other deforming dorsopathies]</td>
<td>5.5</td>
<td>4.0-7.4</td>
</tr>
<tr>
<td>[Essential (primary) hypertension] → [Other and unspecified arthropathy]</td>
<td>5.3</td>
<td>3.7-7.6</td>
</tr>
<tr>
<td>[Malignant neoplasm of breast] → [Secondary malignant neoplasm of other and unspecified sites]</td>
<td>4.9</td>
<td>3.6-6.4</td>
</tr>
<tr>
<td>[Type 2 diabetes mellitus] → [Other functional intestinal disorders]</td>
<td>4.4</td>
<td>3.9-4.9</td>
</tr>
</tbody>
</table>

To demonstrate the effect that differing natural histories may have on the risk incurred from a single diagnosis, multiple clusters all containing codes related to bursitis, arthritis, and tendinitis were compared, clusters are shown in Figure 2b. The RR for an individual diagnosed with a bursitis, arthritis, or tendinitis code, independent of other past medical history, was calculated at 4.3. The inclusion of select nodes can also raise or lower the risk incurred from bursitis, arthritis, and tendinitis. The cluster in Figure 2b which contains opioid prescriptions and various blood disorders has an increased RR of 7.2. However, when only including opioid prescription, as shown in another cluster,
the patient's risk falls to the same risk as the general cluster at 1.7. The final two clusters, containing opioid prescriptions and bacterial infection, and surgery respectively demonstrate two more examples of intermediate diagnoses affecting the RR of bursitis, arthritis, and tendinitis.

Figure 3 shows how the RR of trajectories and clusters changes when stratifying for only patients with a socioeconomic or mental health code in their history. Clusters selected all had baseline RR under two in order to demonstrate the dramatic effect that patient stratification based on mental health and socioeconomic status can have.

**DISCUSSION**

Through the analysis of 1.5 million patient records, we identified multiple novel temporally paired risk factors and 785 health care event trajectories that terminate in an AOE. Further clustering of these trajectories identified several trajectory-based risk factors for adverse opioid events that provide new insight into patients with AOEs and their preceding temporal health care events within electronic health records. It is worth noting that some of the top individual factors that were identified, toxic encephalopathy, septic arterial embolism, and viral hepatitis, are all possible sequelae of intravenous drug use (IVDU), and therefore their correlation with adverse opioid-related events is not unexpected. Their presence among the top risk factors provides justification for the validity of the methodology, by extracting expected risk factors even with an unbiased approach.

Two major groups of healthcare codes are present in the list of single risk factors, socioeconomic factors, and mental health events. For socioeconomic factors, problems related to housing and economic circumstances, and problems related to employment and unemployment were the factors with the 3rd and 5th highest RR for an adverse opioid event, at 19.9 and 17.7 respectively, as shown in Table 1. For mental health factors, family history of mental and behavioral disorders (16.2), intentional self-harm by sharp object (13.8), specific personality disorders (13.0),

---

**Figure 2:** a) Example clusters identified through dynamic time warping (DTW). b) Clusters containing bursopathies, spondyloarthropathies and/or arthritis.
Intentional self-harm by other specified means (12.8), unspecified mood [affective] disorder (12.5), and symptoms and signs involving emotional state (11.1), were all present in the 25 factors with the highest RR. Most likely due to a lack of temporal specificity, socioeconomic factors were not present in any of the identified trajectories. To examine the effect of socioeconomic factors further, a cohort of patients who experience at least one socioeconomic event, defined as ICD-10 codes Z55-Z65, was compared to the average population. For the top trajectories in Table 2, patients with a socioeconomic event made up 9.5% of the patients who traversed the trajectory up to an opioid event, and 23.5% of the patients who went on to experience an adverse opioid event. For the clusters shown in Figure 3, patients with a socioeconomic event made up only 6.1% of patients traversing the cluster, but 16.7% of patients who experienced an adverse opioid event. In both cases patients with socioeconomic events were over twice as likely to experience an adverse opioid event after following the trajectory compared to random chance.

Mental health factors were present in multiple trajectories and clusters, two examples are shown in Figure 2a. Patients who experienced at least one mental health event made up an even greater percentage of the patients of the top trajectories who went on the experience an adverse opioid event. For trajectories shown in Table 2, patients with a mental health event made up only 6.1% of patients traversing the cluster, but 16.7% of patients who experienced an adverse opioid event. In both cases patients with socioeconomic events were over twice as likely to experience an adverse opioid event after following the trajectory compared to random chance.

A general trend appearing in over 50% of trajectories, was an initial diagnosis or procedure which led to pain, followed by the prescription of opioids for pain management, and finally the adverse opioid event. For example, the first, third, and fourth trajectories outlined in Table 2 follow this pattern. Diagnoses likely to cause pain or discomfort, soft tissue disorders, cartilage disorders, and dorsalgia respectively, lead to opioid prescription and an adverse opioid event.

Event trajectories lacking a prescription heavily implicate a role of pain in the trajectory to an adverse opioid event. The lack of a prescription may also suggest non-prescription acquisition or a prescription outside the healthcare system. Many trajectories include a diagnosis that would cause significant pain or discomfort for the patient, strongly
suggesting the use of some drug management, opioid or otherwise. For example, the final trajectory shown in Table 2:

\[
\text{Type 2 Diabetes mellitus} \rightarrow \text{other functional intestinal disorders} \rightarrow \text{opioid event}
\]

may imply the use of non-prescribed opioids by a patient with an emergency department visit for gastric pain. Indeed, a separate, though less populated cluster contains opioid prescription subsequent to Type 2 Diabetes and intestinal disorders. This suggests a future hypothesis as to whether opioids are prescribed too often for dysmotility disorders, as opioids are known to reduce peristalsis, which can potentially exacerbate a patient's symptoms and predispose to the development of an opioid use disorder.\(^{16}\)

This trend of pain, prescription, and non-medical use fits well with previously described literature. Of patients prescribed opioids for chronic pain, around 25% have non-medical use and as many as 12% develop an OUD.\(^{17}\) Further analysis of the trajectories containing a prescription event can be performed to determine if a specific dose, or duration of prescription correlates with a higher likelihood of subsequent misuse or use disorder following a prescription. This work is important as it may serve as a baseline for the development of a predictive tool to guide clinicians in the management of pain for specific patient populations and can guide important discussions on the risks and benefit of prescribing controlled substances for the treatment of pain. Such tools have the potential to be available to clinicians “at the bedside” through improved prescription drug monitoring programs available in most states.\(^{18}\)

Our findings also demonstrate how the RR of a diagnosis can be affected by the available comorbid diagnoses and procedures for a patient. As shown in Figure 2b, in the case of bursitis, arthritis, and tendinitis, which have a RR of 4.3 alone, differences in clusters can vary the RR from between standard risk to an almost ten-fold increase. This ten-fold increase occurs when bursitis, arthritis, and tendinitis are added to a cluster containing blood disorders and opioid prescription. On the other hand, the inclusion of an opioid prescription alone correlates with a reduced risk in an adverse opioid event when compared to bursitis, arthritis, and tendinitis alone.

**Limitations**

The study does have several limitations. The inclusion of prescription and procedural codes in the analysis was justified by the ubiquity of opioid prescription in trajectories. The code appeared in almost 50% of all trajectories, more than any other code. To simplify analysis, we grouped drugs by category within opioid medication and did not consider the specific drug or dosage frequency or amount. However, even with the inclusion of prescription and procedural codes, we recognize that certain aspects of an individual’s medical history, including highly relevant factors such as non-prescribed drug use, are not available in the medical record for incorporation into our analysis. In addition to prescription and procedural information, other information can be added. Test results would be the most obvious addition from medical data, and insurance information or socioeconomic data would begin to bridge the gap and address the inclusion of social determinants of health in the patient's clinical narrative.\(^{19}\) This would allow for the stratification of patients based on risk categorization during analysis, which could provide an impetus to investigate the factors behind the increased risks identified in our trajectories as having a potential causal effect. Finally, as stated previously, although risk factors are temporally preceding adverse events, this method of analysis does not prove a causal relationship.

**CONCLUSION**

We examine the temporal sequencing of diagnoses, procedures and prescriptions as risk factors leading to an adverse opioid event. Using a data driven approach, we show how large-scale healthcare records can be leveraged to extract risk factors for future research, inform guidelines for practitioner prescribing of opioids and importantly highlights the incidences where further assessments and services are needed to address the patient’s overall health.
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Abstract

There is a controversy in the diagnosis and treatment of hypothyroidism. We propose the disagreement is fueled by statistical paradoxes, and sampling biases that provide different perspectives depending upon the sample selection criteria. The statistical inconsistencies become more apparent when viewed using a causal lens. Foundational hypothyroid research does not reflect the current Levothyroxine treated population. Exploration of empirical data demonstrates an apparent breakdown of the T4 to T3 causal pathway in the treated population. This use case demonstrates the difficulty of translating controlled research into clinical practices for patients with multiple comorbid conditions. We make the case for redundancy in data collection, ongoing attempts to falsify current assumptions and the need for causal approaches to validate the results of controlled research in clinical settings, in order to avoid confirmation bias from statistically insufficient biometrics.

Introduction

There is currently a controversy in the diagnosis and treatment of hypothyroidism, that centers around quantitative versus qualitative assessment factors.¹–⁶ Hypothyroidism is a condition that has been recognized and treated for over a century⁷. Levothyroxine (LT4) has been the standard of care treatment for hypothyroidism since the 1970s⁸ and has become one of the top 5 most dispensed prescription medications in the US and the UK⁹. There is clear patient dissatisfaction with the standard of care and professional differences of opinion on clinical guidelines⁴,⁶,¹⁰. There are significant sampling differences between research populations and treated populations. These sampling differences introduce statistical paradoxes at the population level, which support an incomplete theoretical model. The data collection process only tracks variables that the research consensus and theoretical model deem relevant. This inhibits the ability to assess impact of treatment using quantitative factors in some subpopulations.

In order to address this topic, consider a simplified model of hypothyroidism based on the clinical guidelines¹,². The thyroid produces two main hormones, Triiodothyronine (T3) and Thyroxine (T4). T3 is believed to be the bioactive end hormone, which regulates cellular metabolism throughout the body¹¹. T4 is a prohormone – it is converted to T3 through a deiodination process in the peripheral tissues of the body²,¹¹,¹². Approximately 20% of circulating T3 comes directly from the thyroid gland and the remaining is converted from T4¹². Peripheral conversion of T4 to T3 was confirmed in the 1970s¹², leading to changes in clinical practices. Treatment evolved from desiccated animal thyroid

Figure 1. Simplified theoretical model of the thyroid system based upon the clinical guidelines.
tissue (NDT), containing both T3 and T4 to synthetic T4 monotherapy, partially because T3 is viewed as being more potent and thus riskier. T3 and T4 hormones circulate both bound to protein and unbound or free and thus bioavailable. The thyroid is stimulated to produce T3 and T4 by a pituitary thyrotropin hormone, Thyroid Stimulating Hormone (TSH). T3 and T4 are involved in negative feedback loops with the hypothalamus and the pituitary to maintain homeostasis. TSH is used as the primary biomarker to evaluate thyroid function.

The theoretical model assumes T3 is the bioactive end hormone, yet T3 is not typically measured, because it is impacted by other complicating factors, including comorbid conditions. However, the logic behind the intervention implicitly assumes that T3 will increase upon LT4 intervention. TSH and T4 are broadly used to diagnose and manage treatment. However, there is research that shows significant disassociation between TSH and the other thyroid hormones, as well as system dynamics that are not well reflected in the current theoretical model. Peterson et al. reported 15–20% lower serum T3:T4 ratios in LT4 treatment, yet Braverman et al. and Jonklaas et al. report normal T3 levels were achieved with LT4 therapy. The assumption of adequate T4 to T3 conversion has implications for diagnosis, treatment and assessment of treatment effectiveness and therefore is a key issue in the controversy.

LT4 usage expanded as the theoretical model was extrapolated into predictions of benefit and harm, beyond the scope of the original research, often outside of the clinical guidelines which contain constraints to match the foundational, well-studied etiology of thyroid tissue damage. Many patients take L-Thyroxine (LT4) for decades and once treatment is initiated, lifetime adherence is common. Many of the patients taking LT4, have functioning thyroid glands, and comorbid conditions, often involving many daily medications. Many medications, as well as many health conditions impact thyroid hormone levels. Usage of such medications have increased significantly in recent decades. The evolution of medical intervention is fundamentally changing the LT4-treated population, while the clinical guidelines, written to implement best-practices based upon current assumptions, are (inadvertently) curating data to match the theoretical model and thereby obscuring limitations of the theoretical model when applied to a broader population.

In this research, the same large randomized dataset, the National Health and Nutrition Survey (NHANES) referenced in the clinical guidelines for establishing the TSH reference range, is further analyzed using medication status to reflect the clinical presentation patterns of patients treated with LT4. The thyroid hormone profiles of heterogeneous subpopulations treated with LT4 (but often excluded from research) are presented and compared to LT4-only populations and unmedicated reference populations. This shows the gap between the empirical results and the theoretical model and demonstrates that the current clinical practices may instill a false sense that treatment is effective, while the underlying problem may be exacerbated.

Method

Continuous NHANES collects data from a randomized sample (including some up-sampling) of about 5000 people each year. Thyroid lab results were collected from NHANES participants for cycles years 2007-2008, 2009-2010 and 2011-2012. Thyroid lab results, age, sex, racial ethnic group (REG), and self-reported prescription medication usage within the previous 30 days were downloaded from NHANES. NHANES uses the Cerner Multum database to standardize and categorize medications. Drugs are classified into drug categories and subcategories. “Thyroid Agent” and “Antithyroid Agent” classifications exist. “Thyroid Agent” medications were further categorized into Triiodothyronine (T3) mediated, Thyroxine (T4) mediated, and natural desiccated thyroid (NDT) medications, using the specific drug names. The process used by NHANES to reconcile and categorize reported medications, as well as the questionnaire and laboratory protocols are described on the NHANES website.

The data were minimally processed to remove rows with empty fields, leaving 10465 observations with complete laboratory results for TSH, TT4, TT3, FT3 and FT4 and TPO. One of these observations contained a non-specific thyroid hormone, that could not be categorized as LT4, LT3, or NDT from the drug name. This observation was removed, leaving 10,464 observations, and 543 LT4 medicated observations. There were 3 LT4 medicated observations that also included LT3. These 3 observations were removed from the LT4 subpopulations used in comparisons.

Building upon the work of Peterson et al. and Boucai et al. where age, gender and racial ethic group (REG) were identified as independent predictors, subjects were stratified by reported medication status. Subpopulations of medicated and unmedicated were created based upon the NHANES field that holds the number of prescription medications reported. The medicated populations were further stratified into subjects not taking any thyroid medications (neither thyroid stimulating nor antithyroid medications), only LT4 medication, and taking any
medications (including thyroid hormones), those taking cardiovascular agents, antidiabetics, antihyperlipidemic agents, gastrointestinal agents, psychotherapeutics and sex hormones. In contrast to Peterson et al.\textsuperscript{16} and Boucai et al.\textsuperscript{32} no observations outside of the 4 mentioned above were removed.

White females were identified as the largest constituent population. Population parameters were created for the stratifications. One-sided t-tests, with 95% confidence intervals were used to compare mean of LT4–treated and not LT4-treated within the subpopulation. Additionally, 30 matched pair samples were drawn for each treatment (cardiovascular agents, antidiabetics, antihyperlipidemic agents, gastrointestinal agents, psychotherapeutics and analgesics) both with and without LT4 intervention. Levene’s test was used to establish constant variance. ANOVA was used to compare population means of white females by medication status.

Graphical models were created, representing current assumptions about cause and effect between the thyroid hormones, based upon information taken from the clinical guidelines\textsuperscript{1,2}, the literature referenced therein\textsuperscript{32} and literature dealing with associations between medical conditions and thyroid hormone levels\textsuperscript{25,26}. Causal Inference theory\textsuperscript{33} provides that these causal relationships imply a testable set of conditional independence relationships, between thyroid hormone measurements in the data. Statistical independence tests (using Fisher’s Z transformation, distance covariance gamma, distance covariance permutation, HSIC gamma, HSIC permutation $p<0.05$) were applied to evaluate the degree to which the causal assumptions have empirical support.

R studio was used with the following libraries: Foreign, TidyVerse, bnlearn, ggplot, ggpubr, coreplot, pscl, gbm, pROC, caret, rtsne, qwrap2, fitdistrplus, logspine.

The graphical models were created and tested in Causal Fusion, which is a software implementation of a causal inference engine\textsuperscript{34}.

Overall empirical population makeup and population parameters are combined with conditional independence testing as empirical evidence that contradict the foundational assumption that LT4 intervention through T4 conversion to T3 will normalize T3 levels to those of the control population mean\textsuperscript{1,12,13,17}. 

**Results**

**Statistical Independence Testing**

Statistical independence testing took the relationship that TT3 is conditionally independent of LT4, given Age, FT4, TT4 and TSH as the null hypothesis. The test failed when tested against combined unmedicated white female subjects and those only treated with LT4 ($p=0$). As other medicated white female subjects were added to the population, this failure of conditional independence remained ($p<0.05$). This finding suggests that there is a relationship between LT4 and TT3 not mediated through the assumed pathways even when other treatments are not involved.

**LT4-Population Constituents**

Approximately 5% (540/10464) of the sampled population report treatment with Levothyroxine (LT4). LT4 treated subjects generally have complex clinical presentations. Only 11% (60/540) of subjects taking LT4 medication are taking only LT4. This is significant when considering sampling bias and the confidence that can be attributed to thyroid research lacking heterogeneity. It is notable that patients with cardiovascular diseases and older patients are frequently excluded from thyroid research trials\textsuperscript{32,35-37}. However, 60% (324/ 540) of LT4 treated patients take cardiovascular agents and 50.92% (275/ 540) are over 65 years old. Moreover, many of the LT4-treated population are treated for multiple comorbidities, with an average of 5 prescription medications. Exclusion of cardiovascular subjects also excludes subjects with other conditions, thus reducing the visibility of the treatment effect for these populations. This can introduce statistical inconsistencies.
Table 1. Common medications used by the 540 LT4 medicated subjects (out of the total sample of 10464)

<table>
<thead>
<tr>
<th>Treatment</th>
<th>% of LT4 population</th>
<th>% of population</th>
<th>LT4 sample (/540)</th>
<th>Population sample (/10464)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LT4 medication</td>
<td>100</td>
<td>5.16</td>
<td>540</td>
<td>540</td>
</tr>
<tr>
<td>Only LT4 medication</td>
<td>11.11</td>
<td>0.57</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>Cardiovascular agents</td>
<td>60</td>
<td>26.74</td>
<td>324</td>
<td>2798</td>
</tr>
<tr>
<td>Anti-hyperlipidemic agents</td>
<td>40.56</td>
<td>16.1</td>
<td>219</td>
<td>1685</td>
</tr>
<tr>
<td>Gastrointestinal agents</td>
<td>25.56</td>
<td>10.28</td>
<td>138</td>
<td>1076</td>
</tr>
<tr>
<td>Psychotherapeutic agents</td>
<td>21.67</td>
<td>8.52</td>
<td>117</td>
<td>892</td>
</tr>
<tr>
<td>Analgesic agents</td>
<td>21.11</td>
<td>11.02</td>
<td>114</td>
<td>1153</td>
</tr>
<tr>
<td>Antidiabetic agents</td>
<td>19.26</td>
<td>9.12</td>
<td>104</td>
<td>954</td>
</tr>
<tr>
<td>Sex hormones</td>
<td>8.15</td>
<td>3.82</td>
<td>44</td>
<td>400</td>
</tr>
</tbody>
</table>

Hormone level profiles across LT4 treated populations reflect lower FT3 and TT3 than non-LT4 treated populations.

The standard of care\(^1\) screens for primary hypothyroidism, presented clinically by high TSH (and low T4). The expected result of treatment with LT4 is suppressed TSH, relatively higher TT4 and FT4\(^4\), with an implicit assumption that TT3 and FT3 should be relatively increased, ideally comparable to a healthy population. In order to minimize the opportunity of introducing a Simpson’s paradox\(^3\), white females (rather than the general population) were stratified by medication status and are presented in Table 2.

Row 4 of Table 2, (the LT4-only group, presumed to be diagnosed, primary hypothyroidism without comorbidity) shows the expected elevated TT4 and FT4, but elevated TSH, lower TT3 and lower FT3 than the unmedicated subpopulation. Row 3 of Table 2, shows TSH below 4.0 (a desirable range), but TT3 and FT3 remain relatively lower. Similar research, \(^{36}\) and \(^{39}\) report issues restoring T3 in athyreotic patients, but another\(^{37}\) reports no significant change in T3 levels preoperatively and postoperatively for athyreotic patients. The mean FT3 in the Jonklaas et al.\(^{17}\) study is higher than the mean results reported here (Table 2, rows 3 & 4) for LT4 treated patients. The Jonklaas et al. study\(^{17}\) excludes participants with serious chronic disease and patients over 65 years. This difference between the research population and the broader treated population is a key issue being highlighted.

Boucai et al.\(^{32}\) and Peterson et al.\(^{16}\) have previously demonstrated that age is an important predictor of hormone levels. T-test comparison of TT3 in white females, and white females aged 60-70 years old with and without LT4 intervention, provide evidence that the mean TT3 is lower with LT4 intervention over and above the association of age and comorbid conditions with decreased T3 (Figures 3 & 4). ANOVA on matched pair random samples drawn from the white female population, blocked by common treatments in the population provide evidence of decreased mean T3 with LT4 intervention over and above the comorbid conditions (Figure 2). These results are consistent with significant failure of T4 to T3 conversion in the white female LT4-treated population.
Table 2. Within the white female population, mean FT3 and TT3 of LT4 treated populations are lower than non-LT4 treated populations.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Medications</th>
<th>TT3 ng/dL mean (sd)</th>
<th>TT4 ug/dL mean (sd)</th>
<th>FT4 ng/dL mean (sd)</th>
<th>FT3 pg/mL mean (sd)</th>
<th>TSH uIU/ml mean (sd)</th>
<th>Age years mean (sd)</th>
<th>Meds</th>
<th>Women</th>
<th>White females mean (sd)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Entire population</td>
<td>112.22 (25.64)</td>
<td>8.02 (1.65)</td>
<td>0.81 (0.18)</td>
<td>3.08 (0.41)</td>
<td>2.24 (3.80)</td>
<td>48.42 (20.92)</td>
<td>LT4</td>
<td>2241</td>
<td>3.08 (0.41)</td>
</tr>
<tr>
<td>2</td>
<td>Not medicated</td>
<td>115.54 (23.85)</td>
<td>7.70 (1.52)</td>
<td>0.78 (0.13)</td>
<td>3.19 (0.41)</td>
<td>2.19 (4.57)</td>
<td>37.23 (17.81)</td>
<td>No LT4</td>
<td>692</td>
<td>1.74 (4.57)</td>
</tr>
<tr>
<td>3</td>
<td>Medicated with LT4 agents</td>
<td>95.61 (21.91)</td>
<td>9.21 (1.88)</td>
<td>0.98 (0.27)</td>
<td>2.83 (0.35)</td>
<td>2.66 (3.98)</td>
<td>62.95 (16.00)</td>
<td>LTH</td>
<td>285</td>
<td>9.30 (1.98)</td>
</tr>
<tr>
<td>4</td>
<td>LT4-only, exclude other medications</td>
<td>96.21 (21.00)</td>
<td>8.29 (2.03)</td>
<td>0.90 (0.23)</td>
<td>2.92 (0.36)</td>
<td>4.61 (8.64)</td>
<td>49.75 (20.41)</td>
<td>No other medications</td>
<td>28</td>
<td>1.95 (8.64)</td>
</tr>
<tr>
<td>5</td>
<td>Medicated, exclude thyroid medications</td>
<td>113.76 (25.44)</td>
<td>7.95 (1.53)</td>
<td>0.78 (0.14)</td>
<td>3.08 (0.37)</td>
<td>2.18 (3.26)</td>
<td>51.21 (20.52)</td>
<td>No LT4</td>
<td>1249</td>
<td>0.78 (0.14)</td>
</tr>
</tbody>
</table>

Figure 2. Mean TT3 levels are lower with LT4-intervention above within group variations of other treatments.
Figure 3. Mean TT3 levels are lower in LT4-treated white female population taking other medications.

Figure 4. Mean TT3 levels are lower with LT4-intervention in white females aged 60 to 70 years.
Discussion

The widespread usage of LT4 intervention, makes an implicit assumption that the causal pathways of LT4 intervention in the treated population will match the causal pathways observed in the research populations. This assumption is not supported by the statistical evidence from empirical data. There is evidence that a breakdown in peripheral conversion of T4 to T3 is prevalent in some subpopulations. It is plausible that exogenous T4 suppresses TSH thus reducing serum T3 in subjects who did not initially present with elevated TSH. This may explain why these differences did not surface in the original research8,12 nor in more recent research studying thyroid cancer17. Selection bias (through exclusion of cardiac patients and older patients) may also have minimized the impact of breakdown in T4 to T3 pathway in these studies. These studies serve very valuable purposes. However, the size and exclusion criteria of these studies must be considered as clinicians apply the results to a broader population.

LT4-treated white females have lower T3 than comparable populations (Figure 2). Current clinical practices of testing only TSH and T4 obscure this, both at a population and individual level. It is non-trivial to assess whether the hormonal profile presentation is true dysfunction or an adaptive mechanism and the difficulties of setting desirable ranges for FT3 and TT3 are significant90. However, establishing an individual’s baseline thyroid hormone profile prior to intervention, allows patient and physician to validate the effectiveness of the intervention through a relative increase in TT3 and FT3. Once the intervention has been taken, it becomes very difficult to unravel cause and effect.

This research has limitations. The issue of tissue level deiodination1 is simplified in the theoretical model (Figure 1) in an effort to make the material accessible. Preintervention and postintervention paired analysis as would be done in a Randomized Control Trial (RCT) is not possible. However, there are both practical and ethical limitations to what can be done in an RCT and expert opinion augments the evidence-based clinical decision process. The task force writing the clinical guidelines1 made an exhaustive review of the literature and kept coming to the same point that the clinical significance of lower T3 was not known and the belief that there is broadly effective treatment available. The American Thyroid Association (ATA) has subsequently published findings that highlight patient dissatisfaction4 and professional disagreement10. There is renewed interest in evaluating the clinical effectiveness of augmenting LT4 monotherapy with LT315. It is possible that the same inconsistencies will exist unless measures are taken to make sure there are no sampling biases. Furthermore, the non-specific nature of thyroid symptoms coupled with complicated presentations of hypothyroid patients should elevate the importance of collecting all biometrics5, yet the clinical guidelines suggest leaving it to expert opinion as to whether T3 should even be considered.

Selective exploration of data can create feedback loops that reinforce existing beliefs. Confirmation bias41,42 has been well-studied, but in recent years a new data-driven polarization is beginning to surface online43, whereby exposure to and curation of a subset of data endows an unjustified level of confidence in a position, resulting in polarization. The empirical data show a variety of thyroid hormone patterns (presumably reflecting different causal pathways), that observation of TSH and T4 do not capture. Practitioners do not see the gap between intervention and expected effects, which in turn creates more certainty. The complexity of the overall thyroid system, and the evolution of scientific knowledge about this system should temper confidence in existing research and current clinical practices, yet instead the clinical practices seem to reinforce existing beliefs.

It is difficult to translate controlled research into clinical guidelines for complex, dynamical patients which stress the research and ontological practices. The use case of hypothyroidism is especially elucidatory because of wide adoption of the LT4 intervention, the clinical complexity of hypothyroid subjects and the proposed extensive epidemiological applications of the theoretical model, well beyond the research focus of thyroid tissue damage, (and indeed well beyond the clinical guidelines put in place by clinical endocrinologists). The clinical decision process introduces additional legal and ethical dimensions, which are further complicated as patients more actively participate in the decision-making process. Bailao et al.44 say nudging what is “beneficial” for the patient “can only be possible if we know with near certainty that the course of action we nudge is good for the patient”. This issue of “near certainty” is important and is often lost or filtered out when we reduce scientific research built around 95% confidence intervals to binary conclusions.

Retrospective data science can help both validate and push the boundaries of current theories and ontologies, but only if paradigm independent data are collected. Complex clinical presentations with multiple comorbidities, involving long-term usage of multiple medications continue to become more common30. It is almost certain that clinical presentations will continue to have more heterogeneity than research studies. It is important that the limitations of the
original research are considered and balanced with empirical reports. Some amount of redundancy should be incorporated in data collection so that models can be falsified or verified on an ongoing basis\textsuperscript{45,46}. The complex presentations of hypothyroid patients open many avenues of research opportunity involving causal pathways, confounding interactions, and unexpected system dynamics\textsuperscript{40}, as demonstrated by complications with amiodarone and the thyroid\textsuperscript{41}, the failure of LT4 intervention to prevent complications in pregnancy\textsuperscript{14,15} and the association of psychological conditions with thyroid conditions\textsuperscript{26,48}. These complexities are often filtered from research through exclusion criteria. While there is great value in such an approach to building knowledge, the output of this research needs to be integrated into clinical models with appropriate confidence levels, and not interpreted as immutable, binary conclusions. The non-specific nature of hypothyroid symptoms and discounting of qualitative subjective measures put patients at a disadvantage when they continue to report symptoms. Maximizing the biometric data available and ongoing efforts to understand where our models are limited or inconsistent, should help us avoid building clinical models that are not reflective of the patient population.

**Conclusion**

Measurement of TSH and T4 is not statistically sufficient to establish overall thyroid system function, given our knowledge of the T4 to T3 causal pathways. Collection of the overall thyroid profile preintervention and postintervention would provide a more complete mechanism to measure the effectiveness of the intervention and to identify potential points of failure, while providing additional data for retrospective analysis.

New models for how we approach complex, clinical presentations are needed. The existing tools, ontologies and mental models are further marginalizing the most vulnerable, chronically ill population with multiple comorbidities. We believe that Pearl’s causal inference framework\textsuperscript{33}, further developed by Pearl and Bareinboim\textsuperscript{34} to modify confidence to reflect the context associated with research, provide the technical tools and mental models to unravel some of these difficult issues.

Without data redundancy, paradigm independent data collection, and ongoing efforts to question assumptions and understand the limitations of formalized knowledge, there is a significant risk of creating feedback loops that reinforce existing beliefs which are contrary to empirical outcomes. Such feedback loops may be further amplified at scale with machine learning.
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Abstract

Errors and incompleteness in electronic health record (EHR) medication lists can result in medical errors. To reduce errors in these medication lists, clinicians use patient self-reported data to reconcile EHR data. We assessed the agreement between patient self-reported medications and medications recorded in the EHR for six medication classes related to cardiovascular care and used logistic regression models to determine which patient-related factors were associated with the disagreement between these two information sources. From our 297 patients, we found self-reported medications had an overall above-average agreement with $\kappa = .727$. We observed the highest agreement level for statins ($\kappa = .831$) and the lowest for other antihypertensives ($\kappa = .465$). Agreement was less likely for Hispanic and male patients. We also performed an in-depth error analysis of different types of disagreement beyond medication names, which revealed that the most frequent type of disagreement was mismatched dosages.

Introduction

The Kaiser Family Foundation estimates that around 3.8 million drugs were dispensed in 2018, and the CDC estimates that almost half of the United States population is on at least one prescription medication.1, 2 With every medication that is prescribed and filled, there is a risk of an adverse drug event (ADE), which is defined as "any injuries resulting from medication use, including physical harm, mental harm, or loss of function." 3 ADEs may contribute to negative patient health outcomes, including emergency department visits, prolonged hospital stays, medication non-adherence and increases in hospital admissions overall.4-7 ADEs also lead to increased costs and utilization of healthcare resources, which negatively impacts both patients and healthcare providers. Specifically, ADEs cause about 650,000 adults and children to visit the emergency department each year, with 27% of all adult emergency department visits leading to inpatient admittance.8, 9 For hospitals, ADEs are costly in terms of time and money. The Institute of Medicine states the cost of ADEs for the healthcare industry is $3.5 billion per year.10 Specifically, one study found on average, these events cost hospitals almost $3500 per patients and extend inpatient stays by three days.11

Previous research identifies some potential failure points in the healthcare delivery process that may lead to ADEs, including medication choice, prescription writing, formulation, medication dispensing, administration (by providers or patients), and therapy monitoring.12, 13 Some of these errors are more likely to occur with incorrect or insufficient medication-related information in electronic health records (EHR). If a medication is not recorded on a patient's medication list, for example, a provider may be more likely to choose or write a prescription for another medication that results in overdosing or a drug-drug interaction. A medication list that is out-of-date may lead to the dispensing of drugs that should no longer be taken, as well as the self-administration by patients of medications that their providers don't want them to take. Medication lists issues also stem from the fragmented medical record system within the US, leading clinicians to depend on patient self-reported data for more accurate health histories.

Several approaches are used to mitigate the risk of ADEs stemming from inaccurate and incomplete medication lists. Direct patient-revision of medication lists during the pre-check-in process and pharmacist intervention have both been found to improve medication list completeness and accuracy.14-16 The most popular approach is the process of medication reconciliation, "a formal process for creating the most complete and accurate list possible of a patient's current medications and comparing the list to those in the patient record or medication orders." 17 This process is a preventive measure for ADEs, allowing safe clinical decisions and can be summarized as the collection, comparison, and usage of two lists: current medications according to the patient and prescribed medications.18 Ideally, medication reconciliation results in a complete and accurate medication list, as well as an improvement in a patient's understanding of their medication regimen.

The widespread adoption of medication reconciliation and the other efforts described above have led to more accurate medication lists19, 20 and higher patient literacy,21 yet medication list data quality problems still exist.22 Some factors that contribute to problems with the medication list have been identified. Infrequent medication counseling, for example, makes it less likely that a medication list will be up to date with respect to a patient's knowledge of their
current medications. Studies have also demonstrated that factors like hospital setting (i.e., primary care) and low patient comprehension result in decreased amounts of medication reconciliation completed inpatient encounters. Conversely, decreasing medication complexity has been shown to improve reconciliation.

Medication reconciliation has been explored in several contexts with various data sources, but in most cases, medication reconciliation continues to be an in-person activity led and mediated by the provider. There has been promising work assessing the feasibility and usefulness of patients engaging more directly with the reconciliation process to improve the accuracy and completeness of medication lists, often utilizing patient portals and other forms of health information technology. Further work is needed, though, to understand the medication-related and patient-related factors that are associated with the quality of patient self-report. In this study, we measured the agreement between patient-reported medication information and EHR medication list data and assessed what factors affect this agreement. We also conducted an in-depth error analysis to understand the types of disagreements that may occur and their frequency.

**Methods**

We collected patient-reported medication information using a REDCap survey and measured the agreement between these data and EHR medication list data. Specifically, we looked at six standard medication classes related to cardiovascular care: angiotensin-converting enzyme inhibitors (ACE inhibitors), angiotensin II receptor blockers (ARBs), antithrombotics, beta-blockers, statins, and included a sixth category: other antihypertensives (including diuretics, calcium channel blockers, etc.). Focus on cardiovascular diseases is a good contender for reconciliation analysis since these conditions affect almost half of American adults (48.0%), with one in every four deaths being due to heart disease.

We used Cohen's Kappa, F-measure, and descriptive statistics to evaluate and characterize agreement between the patient self-report of medication class and the EHR medication list. Further analyses with logistic regression models were employed to measure several patient-related factors' influence on the agreement level. Types of disagreements were further classified and assessed using descriptive statistics.

This study was conducted at Oregon Health & Science University (OHSU) in Portland, Oregon. OHSU is an academic medical center in Portland, Oregon, that includes two hospitals and multiple ambulatory care clinics. The primary care population at OHSU includes approximately 78,000 patients. Our data set consisted of two data sources: 1) patient self-report of several clinical concepts related to cardiovascular care and health via a REDCap survey and 2) medication list data and demographic data pulled from the EHR. This study was approved by OHSU’s Institutional Review Board (#00017632).

**Survey**

Invitations to complete the REDCap survey were sent via email to 1,700 eligible patients who met the following inclusion criteria: between 18 and 89 years of age, English as a preferred language, and had at least one outpatient visit with the OHSU Knight Cardiovascular Institute between 2/11/2017 and 2/12/2018. All survey items were developed in close collaboration with cardiovascular clinicians. Within the survey, patients were asked whether they were currently taking medications in the six classes described above. Likert-like response items were used to allow patients to denote the confidence of their answer using a 5-point scale, ranging between "definitely not" and "definitely yes". These responses were dichotomized: "maybe yes" or "definitely yes" were considered affirmative. Patients who

**Figure 1.** Two example survey items allowing participants to self-report medication usage. The lower item, which allows a free-text response, is only shown when the participant replies affirmatively ("maybe yes" or "definitely yes") to the preceding question.
responded affirmatively to a medication question were then prompted to provide a free text response with more details about the medication name and dosage. An example is shown in Figure 1.

**EHR Data**

Key demographic concepts (age, sex, race, and ethnicity) and active medication list data were queried from the OHSU Epic instance via the Integrated Care Coordination Information System (ICCIS), a population management system. Medications in the six target classes were queried from the system using relevant value sets from the Value Set Authority Center. The specific value sets used to extract medications within the six drug classes of interest were: Aspirin and Other Antiplatelets (2.16.840.1.113883.3.464.1003.196.12.1211), Low Intensity Statin Therapy (2.16.840.1.113762.1.4.1047.107), Moderate Intensity Statin Therapy (2.16.840.1.113762.1.4.1047.98), High Intensity Statin Therapy (2.16.840.1.113762.1.4.1047.97), ACE Inhibitor or ARB (2.16.840.1.113883.3.526.3.1139), Beta Blocker Therapy (2.16.840.1.113883.3.526.3.1174), Anti-Hypertensive Pharmacologic Therapy (2.16.840.1.113883.3.600.1476), and Diuretics (2.16.840.1.113883.3.666.5.829).

**Analysis Methods**

We used descriptive statistics and logistic regression to characterize medication agreement between patient self-report and the EHR medication list. For these analyses, we looked only at the structured responses about whether patients believed they were taking a medication class or not. Free text responses were then used to assess more granular agreement.

**Agreement assessments:** We employed several metrics to determine the agreement of self-reported medication class use with the EHR medication list. For assessing the overall agreement, we used Cohen's Kappa and F1 Scores. We also used Cochran's Q to determine whether the proportion of agreement between medication classes was equal. In these analyses, we only explored agreement in terms of the presence or absence of data with the EHR and patient survey. Likert responses were converted to a binary outcome to match the EHR data. Negative responses (Untrue, Maybe not, and Definitely not) were denoted with a zero (0) and affirmative responses (Maybe yes and Definitely yes) were denoted with a one (1). To determine which factors may contribute to differences in agreement, Cohen's Kappa was calculated for age, ethnicity, and sex. Age was converted into six age ranges for easier interpretation of the agreement results and to normalize the age distribution. Race was excluded due to its low sublevel counts.

**Statistical modeling:** To determine which factors contribute to the agreement of the two data sources, we employed logistic regression models, implemented using the R package stats. Our outcome agreement was determined by the concordance of our two data sources. True positives and negatives became agreement (1), and false positives and negatives became disagreement (0). All regression models used three variables sex, age, and medCount. medCount is the total amount of medications found within the patient's medication list. We use this factor as a proxy measure for medical complexity. For our continuous variables, age, and medCount, we used the min-max scaling standardization.

**True positive exploration:** Because our agreement analysis only looks at the presence or absence of medication classes to calculate true positives, we conducted a further investigation of medication class true positives within our data with a free-text analysis of patient-reported medication details. We used a random sample of 80% of the EHR structured text for this analysis and matched these data to the patient survey free-text responses. Three main categories: active ingredient, drug name, and drug name and dosage, were used to discern where discrepancies within the true positives originated. We assumed patients would be less likely to know the exact dosage of their medications, so dosage was only explored if the drug name was correctly identified.

**Results**

We received complete responses from 298 participants, for a response rate of 17.5%. One participant was omitted due to incomplete demographic data for a final sample of 297. Participants were 52.8% female, 94.6% white, 96.7% non-Hispanic, and had an average age of 60.4 years (range 19 – 87). At least one medication in the six classes of interest was self-reported by 80.9% of patients, and 85.9% had at least one present in the EHR, creating a 6.00% difference in the presence of information. The average number of medication classes reported by patients was 2.18 ± 0.171, and the average number, according to the EHR, was 2.67 ± 0.192.
Table 1. Demographics of 297 study participants. Data are presented as percentages unless otherwise stated.

<table>
<thead>
<tr>
<th>Demographic</th>
<th>Count (Percentage)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Average Age (years/range)</strong></td>
<td>60.8 (19 - 87)</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>158 (52.8)</td>
</tr>
<tr>
<td>Male</td>
<td>139 (46.5)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
</tr>
<tr>
<td>Asian/Chinese/Japanese/Korean/Pacific Islander</td>
<td>4 (1.34)</td>
</tr>
<tr>
<td>Black/African American</td>
<td>2 (0.67)</td>
</tr>
<tr>
<td>White/Caucasian</td>
<td>283 (94.3)</td>
</tr>
<tr>
<td>Unknown</td>
<td>9 (3.01)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>7 (2.34)</td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>289 (96.3)</td>
</tr>
<tr>
<td>Declined</td>
<td>2 (0.67)</td>
</tr>
<tr>
<td><strong>Average Agreement between Data Sources</strong></td>
<td>1.99 (+0.167)</td>
</tr>
<tr>
<td><strong>Average Reported Medication Classes</strong></td>
<td>2.18 (+0.171)</td>
</tr>
<tr>
<td><strong>Average Medication Classes in EHR</strong></td>
<td>2.67 (+0.192)</td>
</tr>
</tbody>
</table>

Table 2 shows the presence of medication classes in each data source. Antithrombotics were the most reported medication class for patients and the EHR and ARBs were the least reported in both sources.

**Table 2.** Percentages of patients on each medication class according to patient self-report and EHR, as well as the agreement between the two. Percentages are out of n=297.

<table>
<thead>
<tr>
<th>Med Class</th>
<th>Survey</th>
<th>EHR</th>
<th>Kappa (95% CI)</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>ACE Inhibitors</em></td>
<td>22.5%</td>
<td>29.9%</td>
<td>0.724 (0.633, 0.815)</td>
<td>0.848</td>
</tr>
<tr>
<td><em>Antithrombotics</em></td>
<td>62.1%</td>
<td>60.1%</td>
<td>0.717 (0.632, 0.801)</td>
<td>0.903</td>
</tr>
<tr>
<td><em>ARBs</em></td>
<td>14.8%</td>
<td>20.8%</td>
<td>0.726 (0.621, 0.832)</td>
<td>0.774</td>
</tr>
<tr>
<td><em>Beta-blockers</em></td>
<td>37.9%</td>
<td>48.3%</td>
<td>0.735 (0.658, 0.813)</td>
<td>0.848</td>
</tr>
<tr>
<td><em>Other Antihypertensives</em></td>
<td>29.2%</td>
<td>50.7%</td>
<td>0.465 (0.364, 0.566)</td>
<td>0.664</td>
</tr>
<tr>
<td><em>Statins</em></td>
<td>50.3%</td>
<td>56.7%</td>
<td>0.831 (0.768, 0.895)</td>
<td>0.922</td>
</tr>
</tbody>
</table>

**Agreement Trends**

We assessed medication class agreement with two statistics, Cohen's Kappa and F1 Scores, which are summarized in Table 2. Figure 2 shows the huge proportion of true negatives within most medication classes, the absence of the medication class in the survey and EHR, so we also decided to calculate the F1 scores to see the relationship between agreement and discordance. Overall, the two sources had an agreement of 0.727 (95% CI: [0.695, 0.759]), an above-average score.
Other antihypertensives had the lowest Kappa (0.465, 95% CI: [0.364, 0.566]) and F1 Scores (0.664), while statins had the highest Kappa (0.831, 95% CI: [0.768, 0.895]) and F1 scores (0.922). The difference in trends was not explained by the number of true negatives present, with ARBs having the highest amount.

Differences in agreement are seen with demographic factors, with age and sex having the strongest association. When we divided age into age ranges, we saw varied differences in Kappa scores. The other category had the lowest agreement for four out of six age ranges and statins had the highest agreement for three age ranges (40's, 50's and 60's). For sex, we saw females had a higher average agreement (κ = 0.705, 95% CI: [0.657, 0.753]) than males (κ = 0.686, 95% CI: [0.636, 0.735]). In ethnicity, we saw higher average agreement in non-Hispanics (κ = 0.732, 95% CI: [0.611, 0.854]) than Hispanics (κ = 0.706, 95% CI: [0.671, 0.740]). Kappa scores were not computed for race due to insufficient sample sizes.

Statistical models

We used logistic regression models to determine the influence of different patient-level factors on the agreement between self-report and the EHR medication list. A Cochran's Q test confirmed that agreement differed across medication classes, so we ran a separate model for each medication class. We ran the same model for each medication class with agreement as the dependent variable and sex, age, and medCount as the independent variables. Table 3 shows the results of the regression analyses. Sex was the most influential factor for antithrombotics and ACE-inhibitors, both being significant. Even though both medication classes see a significant effect, the size of the effect is different. Men on ACE-inhibitors are .433 times less likely to see agreement than women, while men on antithrombotics are 2.70 times more likely to see agreement than women. Age was the most influential factor for angiotensin receptor blockers and statins but was only significant for the former. For age, a coefficient less than one indicates a certain percent decrease in the outcome (agreement between the two data sources). For every one year increase in age, there is a 5.50% decrease in the odds that patients who reported being on an ARBs will agree with their EHR record. Medication count was the most influential factor for beta-blockers and other antihypertensives but was only significant for the latter. For each medication added to a patient's total medication list, patients who reported taking an other antihypertensive show a 5.90% decrease in the odds that their medication will match with the EHR.
Table 3. Medication class regression analysis results.

<table>
<thead>
<tr>
<th>Med Class</th>
<th>Sex(M)</th>
<th>Age</th>
<th>medCount</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACEs</td>
<td>0.434*</td>
<td>0.982</td>
<td>0.966</td>
</tr>
<tr>
<td>Antithrombotics</td>
<td>2.70*</td>
<td>0.986</td>
<td>1.03</td>
</tr>
<tr>
<td>ARBs</td>
<td>0.984</td>
<td>0.945**</td>
<td>0.943</td>
</tr>
<tr>
<td>Betas</td>
<td>0.886</td>
<td>0.992</td>
<td>0.954</td>
</tr>
<tr>
<td>Other</td>
<td>0.584</td>
<td>0.989</td>
<td>0.941**</td>
</tr>
<tr>
<td>Statins</td>
<td>0.646</td>
<td>0.977</td>
<td>1.03</td>
</tr>
</tbody>
</table>

* Significant at 0.05 ** Significant at 0.001, results are exponentiated and unscaled

True Positive Exploration

Structured responses to the medication class questions that were identified as true positives within our random sample were manually reviewed in order to validate patient responses. Table 4 shows the proportions of patients who correctly described the components of the medications reported. Active ingredient refers to the primary biologically active ingredient in a medication, and drug name refers to the full name of the medication (brand names and generic names were treated equivalently), which can include the main ingredient. If patients correctly identified the correct drug name, we also looked at the dosage. The total amount of matched medications per class denotes the amount of true positives patients correctly identified the active ingredient over half of the time (58.4%) and identified the proper medication name less than half of the time (48.7%). Drug name and dosage information was correctly identified 21.4% of the time. We also looked for spelling errors and found that most people spelled their medications correctly (90.6%).

Table 4. An in-depth analysis of errors found within the patient survey data*

<table>
<thead>
<tr>
<th>Med Class</th>
<th>Active Ingredient</th>
<th>Drug Name</th>
<th>Drug Name and Dosage</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACE Inhibitors</td>
<td>53.1%</td>
<td>32.7%</td>
<td>18.4%</td>
<td>20</td>
</tr>
<tr>
<td>Antithrombotics</td>
<td>84.2%</td>
<td>84.2%</td>
<td>26.3%</td>
<td>110</td>
</tr>
<tr>
<td>ARBs</td>
<td>85.7%</td>
<td>78.6%</td>
<td>14.3%</td>
<td>15</td>
</tr>
<tr>
<td>Beta-blockers</td>
<td>35.7%</td>
<td>31.0%</td>
<td>21.4%</td>
<td>50</td>
</tr>
<tr>
<td>Other Antihypertensives</td>
<td>69.7%</td>
<td>54.1%</td>
<td>22.9%</td>
<td>43</td>
</tr>
<tr>
<td>Statins</td>
<td>50.7%</td>
<td>50.7%</td>
<td>23.2%</td>
<td>70</td>
</tr>
<tr>
<td>Total</td>
<td>58.4%</td>
<td>48.7%</td>
<td>21.4%</td>
<td>308</td>
</tr>
</tbody>
</table>

*Percent Correct Compared to Structured EHR data

Discussion

This study explored the factors that influence the agreement between the EHR medication list and patient-reported medications for five standard medication classes within the cardiology specialty. The more medications were present in the EHR (85.9%) than were self-reported by patients (80.9%). Within medication classes, we only saw the equivalent presence of medications in antithrombotics. Kappa and F1 scores revealed varying degrees of agreement within demographic factors and medication classes. This variation is partially explained by errors examined within patient-reported data, mostly accounted for by dosage errors.

Overall, the data showed an above-average agreement with medication classes having no apparent pattern. Demographic variables also revealed similar results with sex, ethnicity, and age. Using age ranges for our Kappa analysis, we saw the other category having the lowest agreement three times, with the lowest agreement class for people in their 40s and 50s being ARBs. As a patient's age increased, we saw fluctuating decreases in agreement, where the lowest average Kappa score belonged to patients above 80 ($\kappa = 0.635, 95\% \text{ CI: } [0.492, 0.778]$).
Our regression analyses continued to show no clear pattern in our data but showed significance for some variables. The other category had the smallest change in agreement for every added medication count but was the only one to be significant. The small change could be explained by the within-category variation happening, meaning many of the medications found in this category could be uncommon treatments for cardiac diseases. ARBs had the coefficient with the largest effect (2.70), but the large coefficient can partially be explained by having the greatest amount of true negatives (n = 232).

The true positive validation partially explains the agreement variability in our study. More patients were likely to know the active ingredient of their medication (58.4%) than the drug name (48.7%), yet most of these medications were spelled correctly (90.6%). Patients on beta-blockers were least likely to identify the correct active ingredient (35.7%) or drug name (31.0%). Most errors stemmed from self-reported medications with correct names and incorrect dosages (21.4%).

Learning about medication reconciliation with live patient data was crucial to illustrate an accurate representation of the completeness of each data source. Patient surveys are an important data source that allows patients to reflect on their current health history and improves the accuracy of EHR records. This study showed patient surveys provide the opportunity for EHR records to close the 6.00% difference of information and improve medication lists to ensure their accuracy for long term patient-centered care. Repetition and efficiency of these surveys have the potential to increase the presence and accuracy of medications found in both sources above a .727 agreement rate, which is considered moderate agreement, to reach a strong agreement (> .80) for this clinically essential data type. Improvement in this process may have huge health, cost, and time benefits for the patient, provider, and healthcare institution.

**Limitations and Future Work**

There were several limitations of this study, the largest being its generalizability. The study used a racially and ethnically homogeneous set of patients within a specialty (cardiology). Another limitation came from our small sample size. A larger sample would have allowed us to include and analyze factors that could contribute to agreement through more complex regressions and more robust machine learning algorithms. The temporality of medication list data causes another limitation as it cannot ensure complete accuracy of EHR data. To mitigate this limitation, we pulled EHR data to match the survey completion dates to represent the most current data. There was also a limitation in using one EHR record as it limits the medication list to a patient's memory at any one visit and ones prescribed at the institution. One EHR record does not reflect the totality of a patient's health history, so future work would seek multiple data sources to provide a comprehensive picture of a patient's current medications from numerous healthcare institutions' EHR data, claims data, and pharmacy records of dispensed prescriptions.

**Conclusion**

In this paper, we sought to identify factors that influence medication reconciliation between our two data sources. We analyzed clinical and demographic factors to observe variability in agreement. Preliminary analysis displayed differences, but no one pattern described the trends observed. Our regressions analysis found that most of the differences were not significant, but some significant findings (i.e., the other antihypertensives category) did point to the usefulness of patient-reported data. Our patient survey data provided the opportunity to validate the true positives within our dataset and explore how patient inaccuracies can affect agreement. In the future, we plan to assess additional sources of medication data to analyze new factors contributing to agreement, ultimately proving why we must improve medication reconciliation processes for more accurate health histories within the EHR.
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Abstract
This paper describes an initial dataset and automatic natural language processing (NLP) method for extracting concepts related to precision oncology from biomedical research articles. We extract five concept types: CANCER, MUTATION, POPULATION, TREATMENT, OUTCOME. A corpus of 250 biomedical abstracts were annotated with these concepts following standard double-annotation procedures. We then experiment with BERT-based models for concept extraction. The best-performing model achieved a precision of 63.8%, a recall of 71.9%, and an F1 of 67.1. Finally, we propose additional directions for research for improving extraction performance and utilizing the NLP system in downstream precision oncology applications.

1 Introduction
Precision medicine is a paradigm in which treatment decisions are based not just on a patient’s disease status, but on a variety of other factors including specific genetic, environmental, and other factors. The preeminent use case for precision medicine thus far has been cancer, i.e. precision oncology. Precision oncology is a rapidly-developing field, with a growing number of treatments, trials, and genomic markers. Since drugs can be targeted to relatively rare mutations, the number of studied treatments is greatly expanded and these can be referred to by a variety of names (e.g., the name used in pre-clinical trials is often different than the final drug name). Since the gene mutations can be relatively rare, clinical trial structures have had to be altered to better fit the precision medicine paradigm. And, critically, there are thousands of known genetic mutations from hundreds of cancer-related genes. Sizable effort is thus required to curate all of these types of information to make them available in a usable form to both researchers and clinicians.

Our prior work has focused on this problem from an information retrieval (IR) perspective: how does one find patient-specific information (given a type of cancer, mutation, etc.) from the vast trove of precision medicine-related publications. IR systems were evaluated for this task in the TREC Precision Medicine tracks. We also developed PRIMROSE, a search engine that implements many of the best aspects of precision oncology search. A consistent weakness in these IR approaches, however, was difficulty dealing with the complex semantics of precision oncology articles: identifying the exact treatments studied in an article, which types of cancer the treatment applies to, etc. This task is more consistent with a natural language processing (NLP) information extraction (IE) approach. Therefore, in this work we report the initial development of an NLP system for extracting five key elements of biomedical articles for precision oncology: the type(s) of cancer studied, the mutations that were targeted, the specific population it is limited to, the treatment evaluated, and any available outcome information summarized in the abstract. Because of the fast-moving nature of the field, we focus on biomedical abstracts instead of full-text articles. Not only are the abstracts publicly available well before the full text, but many of the latest-breaking developments in precision oncology are presented at talks in major oncology conferences and only the abstracts for these talks are provided.

To gauge the complexity of this NLP task, we collected a pilot corpus of 250 biomedical abstracts drawn from the TREC Precision Medicine dataset. The five concept types–CANCER, MUTATION, POPULATION, TREATMENT, and OUTCOME–were double-annotated and reconciled. Two models based on BERT11, and specifically the BioBERT12 model pre-trained on biomedical text, were evaluated: BioBERTBASE and BioBERTLARGE. The difference between these models is the number of parameters, in terms of number of layers, hidden units, and attention heads.

∗This project was undertaken during an undergraduate internship at UTHealth-SBMI.
The remainder of this paper is organized as follows. Section 2 discusses related work in NLP for cancer and precision medicine. Section 3 describes the methods, including data (§3.1), annotation (§3.2), and automatic concept extraction (§3.3). Section 4 details the results. Section 5 provides a discussion, including an error analysis, implications, and directions for future work. Finally, Section 6 concludes the paper.

2 Related Work

Biomedical Literature NLP for Cancer Cancer is one of the more frequently studied aspects of NLP for biomedical literature articles. Early works such as MedScan[13] employed rule-based systems to extract and interpret information from MEDLINE abstracts. Chun et al.[14] developed a corpus and extracted relations between prostate cancer and genes from abstracts using a maximum entropy classifier. Baker et al. developed a corpus for identifying the hallmarks of cancer from the biomedical literature and proposed a support vector machine (SVM) model[15] and later a convolutional neural network[16] to automatically classify abstracts. A different take on cancer NLP for the biomedical literature is the development of literature-based discovery (LBD) tools such as LION LBD[17] to identify implicit links within the network of literature articles. LION in particular focuses on the molecular biology of cancer. Beyond the biomedical literature, a tremendous amount of NLP research has been conducted for cancer on other data types. Most notable among these are electronic health records, for which several review articles exist that overview cancer NLP for clinical notes.[18,19,20]

Biomedical Literature NLP for Genomics A tremendous amount of NLP work has focused on extracting information related to genomics from the literature. Early work includes EDGAR[21], which identified gene-drug relations from biomedical abstracts. Libbus et al.[22] identified genes from MEDLINE abstracts based on the Gene Ontology[23] for the purpose of linking literature-based data to structured knowledge sources. Work in pharmacogenomics has required extensive use of NLP to build resources such as the use of SemRep[24] or the construction of the pharmacogenomics knowledge base PharmGKB.[25,26,27] In turn, PharmGKB has been utilized as a knowledge base for many further NLP studies.[28,29,30] Similarly, the PGxCorpus[31] is a manually-annotated corpus for pharmacogenomics—similar in many ways to our goal here, but their work is not specific to cancer. Finally, more general biomedical literature NLP has included genomic components, particularly the CRAFT corpus.[32,33]

Biomedical Literature NLP for Precision Oncology There has indeed been some work specific to precision medicine for NLP within the space of the current work. For instance, Deng et al.[34] classifies abstracts with an SVM based on whether they focus on cancer penetrance. Bao et al.[35] extends this with a deep learning model. Instead of extracting the particular concepts, however, these works focus is simply to classify the entire abstract for use in downstream meta-analyses. Next, Hughes et al.[36] reviews how to utilize precision oncology NLP specific for breast cancer. Finally, the TREC Precision Medicine track[7,8,9] is an ongoing information retrieval shared task focusing on identifying articles relevant to precision oncology. This has inspired the creation of many search engines, including our own,[10] for clinical decision support in precision oncology. Of the many search engines to participate in the TREC Precision Medicine track, however, none has successfully integrated biomedical knowledge sources to greatly improve retrieval performance. We believe this is partly due to the fact that it is difficult to properly link the key aspects of precision oncology in an abstract to these powerful knowledge bases. Instead, most use of biomedical knowledge in such search engines is simply to expand synonyms (e.g., through query expansion) which gives at most small boosts to retrieval performance. Our goal in this paper, then, is to lay the groundwork for improvements in precision oncology search and knowledge acquisition by identifying the key elements to precision oncology in biomedical abstracts. This will allow for the downstream linking of these articles with existing biomedical knowledge bases for better semantic comprehension of the precision oncology scientific landscape.

3 Methods

The high-level study design for this paper follows the standard supervised NLP pipeline: data identification (Section 3.1), manual data annotation (Section 3.2), and automatic NLP extraction (Section 3.3). Since this is a pilot study, our primary goal has been to identify the key barriers to large-scale system development, which is discussed in more detail in the Discussion (Section 5).
3.1 Data
Since the latest developments of precision oncology research are only publicly available in abstracts, we focus only on abstract-based annotation and extraction. Compared to biomedical research in general, precision oncology is disproportionately less represented in PubMed Central given its funding structure (less open access, more embargoed journal articles) and heavy use of abstract presentations for presenting results—which means many of the latest developments that are so important to capture are not available as full text articles, but only abstracts. We focus on a set of abstracts known to be relevant to precision oncology by annotating only abstracts judged as relevant in the TREC 2017 Precision Medicine track[7]. A random selection of 250 abstracts was chosen from those judged relevant during the assessment process.

3.2 Annotation Process
The 250 abstracts were imported into Brat[37] and double-annotated with the following concept types:

1. **CANCER**. The type of cancer being studied in the article (e.g., “breast cancer”, “non-small cell lung cancer”, “mantle cell lymphoma”, “solid tumor”). If the abstract mentions a type of cancer but it is clearly not the cancer investigated in the study, then it is additionally labeled as a Non-study cancer. If multiple types of cancer are included in the study, all are annotated.

2. **MUTATION**. The gene mutation being studied in the article, be it a gene with any mutation (e.g., “KRAS”, “FGFR2”, “PIK3RI”), a specific variant (e.g., “BRAF V600E”, “KRAS G13D”, “NF2 K322”), or some other form of genetic mutation (e.g., “CDK4 Amplification”, “PTEN Inactivating”, “EML4-ALK Fusion transcript”). Similar to cancer type, mutations mentioned in the abstract but not investigated in the study are marked as Non-study mutations.

3. **POPULATION**. The specific population in the study (e.g., “Hunan Province in China”, “never or light smokers”, “adults (> 18 years)”, “European patients”, “no history of chemotherapy for metastatic disease”). As shown by the examples, this can include age, sex, location, ethnicity, cancer status, etc. Populations mentioned in the abstract but not investigated in the study are marked as Non-study populations.

4. **TREATMENT**. The drug used in the study (e.g., “sorafenib”, “abemaciclib”, “trastuzumab”). If the drug was used as part of a combination, each individual component is annotated separately. If the drug was a comparator but not directly investigated in the study, then it is marked as a Non-study treatment (this is more common than Non-study cancers, mutations, and populations).

5. **OUTCOME**. The result of the study with regards to the success or failure of the treatment. Non-study outcomes are not annotated. The outcomes are generally a sentence or long phrase describing the overall outcome. E.g.,
   - Main grade 3 or 4 toxicities were rash (11 [13%] of 84 patients given erlotinib vs none of 82 patients in the chemotherapy group), neutropenia (none vs 18 [22%]), anaemia (one [1%] vs three [4%]), and increased amino-transferase concentrations (two [2%] vs 0).
   - Treatment with crizotinib results in clinical benefit rate of 85%-90% and a median progression-free survival of 9-10 months for this molecular subset of patients.
   - Although nearly all patients with GIST treated with imatinib experienced adverse events, most events were mild or moderate in nature.

Additionally, negated concepts were marked as such.

Two annotators (the first author and a biomedically-trained graduate student) labeled each abstract in batches of 25, reconciling after each batch. Instead of using highly-refined guidelines, the goal of this annotation process was more exploratory in nature. The concepts were defined as above, but no further. The goal was to identify the range of possible ways in which the information can be expressed, without too much regard for maximizing inter-rater agreement.
<table>
<thead>
<tr>
<th>Number of abstracts</th>
<th>250</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average length of abstract (tokens)</td>
<td>278.1</td>
</tr>
<tr>
<td>Total concept annotations</td>
<td>4,722</td>
</tr>
<tr>
<td>CANCER</td>
<td>1,622</td>
</tr>
<tr>
<td>MUTATION</td>
<td>2,293</td>
</tr>
<tr>
<td>POPULATION</td>
<td>133</td>
</tr>
<tr>
<td>TREATMENT</td>
<td>544</td>
</tr>
<tr>
<td>OUTCOME</td>
<td>130</td>
</tr>
<tr>
<td>Percent Non-study annotations</td>
<td>1.2%</td>
</tr>
<tr>
<td>CANCER</td>
<td>0.9%</td>
</tr>
<tr>
<td>MUTATION</td>
<td>0.8%</td>
</tr>
<tr>
<td>POPULATION</td>
<td>0.8%</td>
</tr>
<tr>
<td>TREATMENT</td>
<td>4.0%</td>
</tr>
<tr>
<td>OUTCOME</td>
<td>0.0%</td>
</tr>
<tr>
<td>Average concept length (tokens)</td>
<td>3.3</td>
</tr>
<tr>
<td>CANCER</td>
<td>2.7</td>
</tr>
<tr>
<td>MUTATION</td>
<td>2.3</td>
</tr>
<tr>
<td>POPULATION</td>
<td>4.4</td>
</tr>
<tr>
<td>TREATMENT</td>
<td>3.0</td>
</tr>
<tr>
<td>OUTCOME</td>
<td>28.5</td>
</tr>
</tbody>
</table>

Table 1: Descriptive statistics of the annotated corpus.

Anecdotally, some concepts had more inconsistent agreement throughout the process (notably POPULATION and OUTCOME), while others had early disagreement that improved over time (such as how to handle acronyms with CANCER and MUTATION). These issues are ultimately reflected in the automatic extraction scores described in Section 4.

Descriptive statistics of the annotated corpus are provided in Table 1. Example annotations from the corpus are shown in Figure 1.

3.3 Automatic Extraction

The abstracts were tokenized and split into sentences using spaCy\[38\]. A BILOU scheme was used for sequence classification, where B is the first token of a sequence, I an inside token, L the last token, O a token outside any sequence, and U a single-token concept. So “K-ras and PTEN mutations” would be [B-MUTATION, I-MUTATION, L-MUTATION, O, U-MUTATION, O]. Non-study concepts were handled by adding a N- before the concept name (e.g., B-N-TREATMENT).

We follow the standard BERT framework for named entity recognition tasks. Two variants of BioBERT\[12\] were evaluated: BioBERT\_BASE v1.1 and BioBERT\_LARGE v1.1, which are versions of BERT\_BASE and BERT\_LARGE respectively pre-trained on both 1 million PubMed abstracts (note that the BioBERT v1.0 models are pre-trained on 200k PubMed abstracts and 200k PubMed Central full-text articles, but BioBERT v1.1 is only pre-trained on abstracts, though a larger number). As such, BioBERT is an ideal starting point for a transformer-based language model to use for our task. BioBERT\_BASE has 12 layers, 768 hidden units per layer, and 12 attention heads per layer (a total of 110 million parameters); BioBERT\_LARGE has 24 layers, 1024 hidden units per layer, and 16 attention heads per layer (a total of 340 million parameters). Generally, the larger BERT variant offers some improved performance, but in many cases the performance delta is negligible and not worth the additional computational cost. As such, we experiment with both models to assess whether a larger BERT model would be beneficial in this task.

The data was split 70% for training the BioBERT models, 10% for validation (early stopping), and 20% for testing (results discussed below). The default BioBERT parameters were used other than a learning rate of $2 \times 10^{-5}$, maximum sequence length of 128, training batch size of 32, validation batch size of 8, and test batch size of 8.
Favorable response to crizotinib in three patients with echinoderm microtubule-associated protein-like 4-anaplastic lymphoma kinase fusion-type oncogene-positive non-small cell lung cancer.

The echinoderm microtubule-associated protein-like 4 (DMTL4)-anaplastic lymphoma kinase (ALK) is a recently identified fusion-type oncprotein that exists in approximately 5% of non-small cell lung cancer (NSCLC).

It has been demonstrated that NSCLC driven by EMLA-ALK is strongly addicted to this fusion-type oncokine.

A clinical trial of crizotinib (PF-02341066) sponsored by Pfizer has proven this oncogene addiction in humans by demonstrating a high response rate to inhibition of ALK kinase activity.

In the present study, we report on three cases harboring EMLA-ALK rearrangement who were enrolled in the trial (A8081001, NCT00585195).

All three patients showed favorable responses to the ALK-specific tyrosine kinase inhibitor.

---

**Figure 1:** Example annotations
Table 2: Results using BioBERT_{BASE} model.

<table>
<thead>
<tr>
<th>Annotation</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>60.48</td>
<td>70.73</td>
<td>65.20</td>
</tr>
<tr>
<td>CANCER</td>
<td>69.31</td>
<td>78.65</td>
<td>73.68</td>
</tr>
<tr>
<td>MUTATION</td>
<td>59.35</td>
<td>69.13</td>
<td>63.87</td>
</tr>
<tr>
<td>POPULATION</td>
<td>41.82</td>
<td>42.59</td>
<td>42.20</td>
</tr>
<tr>
<td>TREATMENT</td>
<td>47.79</td>
<td>71.05</td>
<td>57.14</td>
</tr>
<tr>
<td>OUTCOME</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 3: Results using BioBERT_{LARGE} model.

<table>
<thead>
<tr>
<th>Annotation</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>63.79</td>
<td>71.90</td>
<td>67.61</td>
</tr>
<tr>
<td>CANCER</td>
<td>70.54</td>
<td>80.06</td>
<td>75.00</td>
</tr>
<tr>
<td>MUTATION</td>
<td>61.51</td>
<td>68.78</td>
<td>64.94</td>
</tr>
<tr>
<td>POPULATION</td>
<td>56.25</td>
<td>50.00</td>
<td>52.94</td>
</tr>
<tr>
<td>TREATMENT</td>
<td>58.59</td>
<td>76.32</td>
<td>66.29</td>
</tr>
<tr>
<td>OUTCOME</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

4 Results

The results for the BioBERT_{BASE} and BioBERT_{LARGE} models are provided in Table 2 and Table 3. Not enough Non-study concepts are present in the test set to merit an evaluation here. We thus focus on boundary extraction and type classification without the Non-study attribute.

In almost every case, the BioBERT_{LARGE} results outperform the BioBERT_{BASE} results (the lone exception being MUTATION recall, while neither model successfully extracts any OUTCOME). The differences between BioBERT_{BASE} and BioBERT_{LARGE} are often several points, including substantial boosts for both POPULATION (+10.74 F1) and TREATMENT (+9.15 F1). Notably, the improvements from BioBERT_{BASE} to BioBERT_{LARGE} are roughly proportional to the number of available annotations for training, with the most common concept type (MUTATION) receiving the smallest boost. We suspect this is caused by the BioBERT_{LARGE} model’s superior transfer learning ability having a greater impact for concepts with fewer available manual annotations.

For both models, their performance across the different concept types was roughly proportional to the number of annotations for training. While there were more MUTATION annotations than CANCER annotations, there was a far greater variety of MUTATION mentions than CANCER mentions, which likely explains why CANCER outperforms MUTATION in both models by roughly 10 points of F1. TREATMENT is the next most common concept type, and while for BioBERT_{BASE} this performs 6.73 points of F1 worse than MUTATION, for BioBERT_{LARGE} TREATMENT actually outperforms MUTATION by 1.35 points of F1. Meanwhile, for both models POPULATION is the second-worst-performing concept type, while as mentioned neither model correctly identifies a single OUTCOME. The latter is almost certainly due to the combination of few annotations (130 in the entire corpus) and long, complex nature of each concept span (28.5 tokens). Clearly, OUTCOME extraction is not an ideal named entity recognition task and should be handled by a different type of extraction (e.g., sentence classification).

Finally, it is interesting that with the exception of POPULATION for BioBERT_{LARGE}, all concepts have higher recall than precision. This requires further investigation, but one possibility is that the BERT models are good at identifying instances very similar to those in the training data, but additionally predict spans with high biomedical similarity that are nonetheless not one of the annotated concepts.
5 Discussion

This work is an initial feasibility study on the extraction of key variables for precision oncology from biomedical literature abstracts. We focus on identifying the type of cancer, mutation, population information, treatment, and outcomes. A small corpus of 250 abstracts was manually annotated, then two BioBERT models were evaluated. While none of the five concept types performed up to the level one would hope, CANCER performed reasonably well (F1 of 75.00), while MUTATION and TREATMENT showed promise (F1 of 64.94 and 66.29, respectively). POPULATION performed below a level that is likely usable (F1 of 52.94), while OUTCOME was not successfully extracted at all. Here, we discuss the successes and shortcomings of this feasibility pilot and what should come next to address the key problems.

The most obvious need for improvement is the small size of the dataset. Our point of reference for appropriate dataset sizes is the NCBI Disease Corpus,\cite{39,40} which has 793 abstracts, or roughly three times the size of what is presented here. BioBERT’s performance on that corpus is an F1 of 89.71, which we can assume is a rough upper bound for automatic extraction if the corpus was scaled up. We will note, however, that even the CANCER, MUTATION, and TREATMENT concepts themselves are more diverse than what is in the NCBI Disease Corpus, and the lexical variation seen with even these concepts is likely greater (especially TREATMENT, see Figure 1), so this would be an ambitious upper bound. Ultimately, it seems clear that increasing the corpus size would be beneficial.

Regarding the lower-performance concepts, it is likely that POPULATION needs to be refined as a concept, which would allow it to incorporate pre-defined lexicons. In this study we intentionally did not define this concept narrowly in order to assess the range of populations mentioned in abstracts. Going forward, however, we can focus on the set of populations that are critically important to precision oncology. These usually differ from the normal medical notion of a population. Instead of demographics, in precision oncology the cancer and treatment history are primary populations of interest (e.g., “treatment-naive” in Figure 1 refers to patients who have not yet undergone chemotherapy). Regarding OUTCOME, this is clearly an item that is more appropriately tackled as a sentence classifier than via entity extraction. As can be seen in Figure 1, the OUTCOME sentences have fairly clear features not seen in the other sentences, so it is likely that a sentence classifier could identify these with relatively high efficacy.

The comparison of BioBERT_{BASE} and BioBERT_{LARGE} is instructive. At the current size of the corpus, the larger model provides more than sufficient benefit to justify its additional complexity. Perhaps in a larger corpus, the base model will close the gap. In other works (e.g., Ji et al.,\cite{41}), the larger model performed no better than the base model. These experiments, then, should be revisited with a larger corpus.

Another logical place for improvement is the use of knowledge resources. In this study, we hoped to assess the performance of BioBERT alone, but future work should incorporate existing knowledge resources such as the NCI Thesaurus\cite{42} for cancer names and COSMIC\cite{43} for gene mutations. Above, we stated the NCBI Disease Corpus performance is a good estimate of an upper bound, but the one advantage of focusing exclusively on precision oncology is that more detailed knowledge resources can be brought to bear: a more specific domain allows us to make domain-specific assumptions. This could be critical for improving performance, but there is one important note of caution which also justifies our initial reasoning to evaluate a resource-free approach. Since precision oncology moves quickly as a field, the lexicon of terms used in papers is oftentimes well ahead of knowledge resources. A new oncogene may be identified months or years before it is incorporated into the appropriate knowledge base. Over-reliance on these knowledge sources may increase the NLP performance on the annotated corpus while simultaneously reducing the model’s ability to recognize the very emerging concepts we are most focused on identifying. Thus, these knowledge resources cannot be integrated naively, and care should be taken in this process.

A final avenue for improvement focuses on the machine learning aspects. This includes adjusting the tagging scheme—we used BILOU in this study, but given the variance in concept length (see Table 1) other tagging schemes may be more appropriate. Not every concept type need use the same tagging scheme, either. E.g., the shorter MUTATION concepts may utilize a more simple BIO scheme. Additionally, the only form of transfer learning we experimented with in this paper is the use of the BioBERT model itself, which effectively transfers a language model pre-trained on large amounts of biomedical text. After the language modeling, but prior to fine-tuning the model on this precision oncology corpus, other existing datasets may be utilized for transfer learning, such as the NCBI Disease Corpus\cite{39,40}.
and PGxCorpus[31]. This would effectively reduce the need to scale up the size of our own manual corpus, though we do not believe that even with transfer learning the current corpus size is sufficient.

**Limitations** The data evaluated in this study was taken from the TREC Precision Medicine track,[7] and specifically the subset of abstracts marked as relevant for one of the topics. As such, it is certainly not representative of the full array of biomedical literature. This decision was made for annotation convenience—these abstracts were known to be highly relevant to precision oncology. However, the real bias introduced here is the manual nature in which they were chosen. Identifying potentially relevant abstracts to annotate via keywords or machine learning would result in a corpus that is more appropriate, as these methods could be re-applied when using the precision oncology NLP model on new abstracts. A second limitation is the training of the annotators was intentionally kept minimal so as to encourage exploration of potential concepts. Also, only one of the two annotators was biomedically trained. We have discussed the need for additional manual annotation, but this will also need to come with additional training and more refined guidelines to ensure annotation quality.

**6 Conclusion**

This work presents a pilot study for NLP information extraction of terms related to precision oncology from biomedical literature abstracts. Five concept types were targeted: CANCER, MUTATION, POPULATION, TREATMENT, and OUTCOME. A small corpus of 250 abstracts was manually annotated and reconciled. Two BioBERT models were evaluated for automatic extraction, with the best results ranging in F1 of 75.0 (for CANCER) to a complete inability to extract OUTCOME information. We finally discussed a set of opportunities for future work to improve these results, including a larger corpus, use of existing biomedical knowledge resources, and additional transfer learning.
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Abstract Under-5 Mortality rates have been decreasing across Africa for the past two decades. Contributing factors include policy changes, technology, and health investments. This study identifies sub-populations that have experienced more-than-expected change in mortality rates (either increasing or decreasing) during this time period. We train under-5 mortality predictive models on Demographic and Health Survey (DHS) datasets from the early 2000s and apply those models to data collected in more recent versions of the survey. This provides an estimate of the risk current families would have faced in the past. We then apply techniques from anomalous pattern detection to identify sub-populations that have the most divergence between their predicted and observed mortality rates; higher and lower. These detected groups are examples of successes and possible misses of the health progress observed in Africa over the course of decades. Identifying these groups through data-driven discovery may lead to a better understanding of health policies in developing countries.

Introduction

Improving child mortality rates is an important Maternal, Neonatal and Child Health (MNCH) priority for global sustainable development. Despite a global decline in child mortality rates, many countries are not on track to achieving the global targets of ending preventable deaths among newborns and children under 5 years the year 20301. We contribute to the body of work which shows the progress towards MNCH-specific targets remains uneven within and across countries, reflected in disparities in access to healthcare services and inequitable allocation of resources for MNCH priorities2.

Some of the key barriers to understand and address MNCH challenges are the complicated interactions of various factors and interventions captured in data. These include socio-economic, health system capacity, and quality of individual care. These scenarios are further complicated when considering health outcome progress over long periods of time (10+ years). The quintessential questions addressed in this paper are, "Which type of women and families are driving the overall decrease in child mortality rates observed in the past decades? Are there groups of women and families that have been left behind?"

This present work leverages data-driven discovery to identify sub-populations of women (and their households) that experience larger-than-expected changes in Under-5 mortality rates between two points in time, spaced approximately 10-15 years apart. The advantage of such approaches is that health investigators do not need to first posit which sub-population to test and then follow up with confirmation analysis and significance testing procedures. Rather, it allows the data to highlight the sub-population(s) that are most anomalous in their divergence between observed and expected rates of Under-5 mortality.

Expected mortality rates are obtained by training a machine learning algorithm (Boosted Decision Trees9,10) on data from the earlier time-point, T0, and then applying that model to data from a more recent time, T1. This is analogous to estimating the mortality rates of recent families if their children had been born 10 to 15 years earlier. Due to shifts in the data that occur over the course of decades (see Table 1 and Table 2), the predictive model is less accurate when predicting mortality at time T1 than T0. "Concept Drift" is expected between time steps and is a key component of this work. Rather than viewing these data shifts as traps to be avoided, we use them to identify sub-populations that do not match the country-wide trends in under-5 mortality during the same time frame. Detecting the sub-populations that undergo the largest amount of shift between their predicted and observed mortality rates is accomplished by Bias Scan.11 See the Methods Section for more details.

Ayele and Zewotir applied a Cox proportional hazard model to Ethiopian Demographic and Health Survey (DHS) data (2000, 2005, 2011) to identify how risk factors for under-5 mortality change over time12. The datasets and temporal component are similar to this present work. However, our goal and methodology differ substantially. We
wish to identify sub-populations (i.e. a subset of feature-values) that remain static over time that experience a large change in their under-5 mortality rates between times $T_0$ and $T_1$. For example, small households in Ethiopia with a single adult living in them and had two births saw their under-5 mortality rates decrease from 47.2% in 2000 to 7.5% in 2016. This drastic change exceeded that of Ethiopia on average between the same time period. More examples of these anomalous sub-populations are provided in the Results section.

Table 1: Description of possible shifts in data.\textsuperscript{13} and how they are addressed in this work.

<table>
<thead>
<tr>
<th>Data Shift Type</th>
<th>Description</th>
<th>MNCH Domain Example</th>
<th>Addressed</th>
<th>How</th>
</tr>
</thead>
<tbody>
<tr>
<td>Covariate Shift $P(X)$</td>
<td>Distribution of features is different</td>
<td>Access to water has changed within the past two decades.</td>
<td>No</td>
<td>Future work may identify the emergence or disappearance of a sub-population over time.</td>
</tr>
<tr>
<td>Prior Probability Shift $P(Y)$</td>
<td>Distribution of labels is different</td>
<td>Under-5 Mortality Rates have decreased in past two decades.</td>
<td>Yes</td>
<td>Our null hypothesis is that all sub-populations of women (households) have undergone the same decrease in odds in the past decade(s).</td>
</tr>
<tr>
<td>Concept Drift $P(Y</td>
<td>X)$</td>
<td>Distribution of labels given features is different</td>
<td>Households with the same education attainment having lower under-5 mortality rates now than before.</td>
<td>Yes</td>
</tr>
<tr>
<td>Confounding Shift $P(Y</td>
<td>X, Z)$</td>
<td>Distribution of labels given a variable that influences both features and labels is different</td>
<td>Changing employment status may influence both wealth index and under-5 mortality rates.</td>
<td>No</td>
</tr>
</tbody>
</table>

Data and Data Shifts

Critical to this work is recognizing and exploiting data shifts over time. Varshney summarizes four relevant data shifts that can cause problems for machine learning models.\textsuperscript{13} These shifts are (re)listed in Table 1 along with MNCH domain examples and how these shifts are used in this work. Arguably the most common type of data shift is the covariate shift which changes the distribution of the features. This is in contrast to the prior probability shift which changes the distribution of the outcomes (or labels). The data shift of primary concern for this paper is the Concept Drift which is a change in the outcome for a given set of features.

We highlight that the unit of analysis for this study is the mother (and her household). We only consider survey respondents who have given birth within the 5 years leading up to the survey date. Births and deaths records within the survey are used to create the binary label for under-5 mortality experienced by the mother (and her household).

Table 2 lists information about the five countries explored in this work including the timesteps $T_0$ and $T_1$, number of mothers (households) in each survey, the under-5 mortality rates, and the discriminating power of a machine learning model to distinguish between women/households who experience under-5 mortality and those who do not (area under the receiver-operator curve, AUC). We highlight the decrease in under-5 mortality rates experienced by each country over time. This change in odds per country $q' = \frac{odds(T_1)}{odds(T_0)}$ is an important part of methodology (see Figure 1). Second, we note that the AUC decreases for $T_1$ because it is using the model trained on $T_0$ data to predict $T_1$ data. This drop in accuracy is expected under data shifts such as temporally-induced Concept Drift. We apply Bias Scan\textsuperscript{11} to exploit this drift and identify which sub-populations in $T_1$ differ the most between their expected and
Table 2: Country-level statistics for years of surveys ($T_0$, $T_1$), sample size, under-5 mortality rates, and predictive model accuracy.

<table>
<thead>
<tr>
<th>Country</th>
<th>Years</th>
<th>Size</th>
<th>Under-5 Mortality(%)</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Burkina Faso</td>
<td>2003</td>
<td>7367</td>
<td>15.9</td>
<td>0.869</td>
</tr>
<tr>
<td></td>
<td>2010</td>
<td>10364</td>
<td>11.7</td>
<td>0.855</td>
</tr>
<tr>
<td>Ethiopia</td>
<td>2000</td>
<td>7245</td>
<td>16.1</td>
<td>0.838</td>
</tr>
<tr>
<td></td>
<td>2016</td>
<td>7193</td>
<td>8.1</td>
<td>0.798</td>
</tr>
<tr>
<td>Kenya</td>
<td>2003</td>
<td>3972</td>
<td>11.0</td>
<td>0.931</td>
</tr>
<tr>
<td></td>
<td>2014</td>
<td>14949</td>
<td>5.5</td>
<td>0.895</td>
</tr>
<tr>
<td>Nigeria</td>
<td>2003</td>
<td>3775</td>
<td>19.6</td>
<td>0.870</td>
</tr>
<tr>
<td></td>
<td>2018</td>
<td>21792</td>
<td>13.1</td>
<td>0.839</td>
</tr>
<tr>
<td>Tanzania</td>
<td>2004</td>
<td>5658</td>
<td>11.6</td>
<td>0.875</td>
</tr>
<tr>
<td></td>
<td>2015</td>
<td>7050</td>
<td>6.8</td>
<td>0.868</td>
</tr>
</tbody>
</table>

observed mortality rates.

Table 3 provides a subset of the features and their values extracted from both timesteps of the DHS data at each country. These features were used both in the training of the predictive classifier and to create the search space for Bias Scan to efficiently identify anomalous sub-populations. In some scenarios, some features were removed to correctly address additions/removals of survey questions over the decades.

Methods: Training, Calibrating, and Shifting Models

In order to capture the relationship between the features $X$ and the mortality label $Y$, we trained a predictive classifier using off-the-shelf software and methods. The advantages to these methods over more standardized regression techniques are well captured in Ogallo’s approach to this similar problem. In summary, boosted decision trees are able to better capture non-linearities in the relationship between the features and the outcome as well as interactions between features. This more expressive form of $P(Y|X)$ typically results in higher discriminating power. The number of trees and depth of individual trees were chosen through cross-validation that optimized the AUC of the held-out cross-validation set.

The second part of Step 1 as shown in Figure 1 is calibrating the model so that the predicted probabilities accurately reflect the true proportion of observed outcomes in time $T_0$. This was done using Platt Scaling option with held out training data.

An example of the calibrated $T_0$ model from Ethiopia is shown in Figure 2 as a calibration plot. When the model is used to predict $T_0$ data, there is strong agreement between the predicted probabilities and the observed fraction of positive cases. However, when predicting $T_1$ data we observe that the model is systematically producing a higher predicted probability for the proportion of true outcomes. This is due to the data shift in Ethiopia’s mortality rates between $T_0$ and $T_1$. The rate decreased from 16.1% to 8.1% over the course of 16 years.

This insight leads us to Step 3 in the workflow diagram (Figure 1). In order for Bias Scan to better identify the temporal Concept Drift in the data, we must separately attempt to address the prior probability shift. On average, the odds of under-5 mortality decreased by a factor of 0.46 in Ethiopia between $T_0$ and $T_1$. Therefore, a more accurate version of the predicted probability on $T_1$ data is to also shift these predictions by the same change in the odds. This shift is done to all records in $T_1$ predicted probabilities before running Bias Scan.

Methods: Bias Scan

Bias Scan efficiently identifies subsets of the data where a predictive classifier is systematically over (or under) estimating the probability of an observed outcome. Bias Scan exploits mathematical properties of the scoring
Table 3: Features and their values used for training and scanning. Due to variations in survey questions, not all countries have all the features.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Feature Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Marital status</td>
<td>Married/Living with Partner, Divorced/Separated, Never in Union/Widowed</td>
</tr>
<tr>
<td>Respondent employed</td>
<td>Not working, Ag-self/Ag-employee, Clerical/Sales, Household/Services/Skilled/Unskilled/Other, Professional, Missing/Unknown</td>
</tr>
<tr>
<td>Source of drinking water</td>
<td>Piped, Well, Borehole, Other, Missing/Unknown</td>
</tr>
<tr>
<td>Ethnicity</td>
<td>Varies by country</td>
</tr>
<tr>
<td>Living with partner</td>
<td>Living with her, Staying elsewhere</td>
</tr>
<tr>
<td>Region</td>
<td>Varies by Country</td>
</tr>
<tr>
<td>Respondent Education Level</td>
<td>Primary, Secondary, Higher, No education</td>
</tr>
<tr>
<td>Visited health facility in the past 12 months</td>
<td>Yes, No</td>
</tr>
<tr>
<td>Gender of Head of Household</td>
<td>Male, Female</td>
</tr>
<tr>
<td>Respondent worked in the past 12 months</td>
<td>Yes, No</td>
</tr>
<tr>
<td>Relationship Structure</td>
<td>Three+ related adults, Two adults - opposite sex, Two adults - same sex/Unrelated, One adult, No adults</td>
</tr>
<tr>
<td>Literacy</td>
<td>No/Blind/Missing/Unknown, Yes</td>
</tr>
<tr>
<td>Number of Children Under 5 who slept under No Mosquito Net</td>
<td>All children, No net in household, No, Some children</td>
</tr>
<tr>
<td>Wealth Index</td>
<td>Poorest, Poorer, Middle, Richer, Richest</td>
</tr>
<tr>
<td>Household Size</td>
<td>Missing/Unknown, 1 to 3, 4 to 5, 6 to 8, 9 and above</td>
</tr>
<tr>
<td>Number Of Births</td>
<td>Missing/Unknown, One, Two, Three+</td>
</tr>
<tr>
<td>Respondent Age</td>
<td>Missing, Below 20, 20 to 29, 30 to 39, 40 to 49, 50 and above</td>
</tr>
<tr>
<td>BMI</td>
<td>Missing/Unknown, Underweight, Normal, Overweight, Obese</td>
</tr>
<tr>
<td>Ever Terminated Pregnancy</td>
<td>Yes, No</td>
</tr>
</tbody>
</table>

Figure 1: Workflow Diagram for detecting Concept Drift between timesteps $T0$ and $T1$. Step 3 uses $q'$ which is the odds ratio of observed mortality between $T1$ and $T0$.

function\(^{16,17}\) which makes it computationally feasible to “scan” over the exponentially-many possible subsets of records in a data set. Scanning for anomalous subsets, rather than investigating subgroups of apriori interest, is the critical component of data-driven discovery.
Bias Scan may be viewed through lens of hypothesis framing. The null hypothesis is that all sub-populations of $T1$ households are accurately predicted by the model trained on $T0$ data. The alternative hypothesis assumes some multiplicative bias, $q$, in the odds for some sub-population, $S$.

$$H_0 : \text{odds}(y_i) = \frac{\hat{p}_i}{1 - \hat{p}_i}, \forall i \in D$$

$$H_1 : \text{odds}(y_i) = q \frac{\hat{p}_i}{1 - \hat{p}_i}, \text{where } q > 1 \forall i \in S \text{ and } q = 1 \forall i \notin S$$

These hypotheses form a log-likelihood ratio based on the Bernoulli distribution and form the "bias score" of some sub-population, $S$. This score appropriately balances the size of the sub-population along with deviation between the predicted probabilities and the proportion of positive outcomes in the subgroup. Any sub-population that has a large number of records with systematically higher predicted probabilities $\hat{p}_i$ as compared to the observed outcomes $y_i$ in the same subgroup, will have a high bias score.

$$score_{bias}(S) = \max_q \log \prod_{i \in S} \frac{\text{Bernoulli}(\frac{q\hat{p}_i}{1 - \hat{p}_i + q\hat{p}_i})}{\text{Bernoulli}(\hat{p}_i)}$$

$$= \max_q \log(q) \sum_{i \in S} y_i \sum_{i \in S} \log(1 - \hat{p}_i + q\hat{p}_i)$$

(1)

Bias Scan uses an iterative ascent procedure to efficiently optimize this objective function over all possible sub-populations. When optimizing over a feature with $k$ possible values, Bias Scan does not consider each of the $2^k - 1$
possible subsets, as that would be computationally infeasible. Rather, previous work\textsuperscript{16} has shown that at most 2\(^k\) subsets must be considered while still guaranteeing that the subset with the highest bias score will be identified. This reduction from exponential to linearly-many subsets to consider is what makes Bias Scan computationally efficient for large data sets. Each ascent is guaranteed to converge to a local optimum and multiple random restarts are used to, ideally, converge to a global maximum. Thirty (30) random restarts were used for this piece of work. Additionally, Bias Scan has a tuning parameter that penalizes complex sub-populations that may span too many features, inhibiting interpretation. We used a penalty value between 2.5 and 4.0 in our experiments. These values resulted in interpretable subsets spanning 1-3 features. See the Results section for more details.

We conclude this section by noting two simple extensions to Bias Scan we used in this current piece. This is the first application of Bias Scan to explicitly search over temporally-induced concept drift. Previous uses of Bias Scan focused more on identifying faults within the predictive classifier. Here, we assume the classifier is operating correctly and it is the data that is shifting between \(T_0\) and \(T_1\). It is these shifts that we extract insights from rather than attempting to highlight weaknesses or bias in the predictive model. Second, this is the first application where prior probability shift is addressed separately from the scanning process. (See Step 3 in Figure 1). Without this global shift of \(T_1\) predictions, the scanning results would typically identify “All” sub-populations as anomalous. However, that result was due to the prior probability shift and not the concept drift. By shifting the predicted probabilities of \(T_1\), we are addressing the country-wide change in outcomes between \(T_0\) and \(T_1\). Therefore, any further deviations between the shifted probabilities and the observed outcomes at \(T_1\) can be more readily attributed to concept drift of a particular sub-population. Tables 4 and 5 in the Results Section provide the average predictions for the identified sub-population before and after this shift (last two columns). This is to reinforce our null hypothesis that all sub-populations have experienced the same decrease in the odds of mortality across the country.

**Results**

Bias Scan\textsuperscript{11} was applied in two “directions”. In the negative direction, it identifies sub-populations that have lower observed rates of mortality in \(T_1\) than expected according to the model trained on \(T_0\) data. These sub-populations are showing gains that outpace the country on average and could be argued as successes. The positive direction detects sub-populations with observed mortality rates higher than expected and highlight possible misses of development efforts to emphasize going forward. These sub-populations are listed in Tables 4 and 5, respectively.

We begin by looking at the successess in Table 4. We categorize these results as “drivers” of the change vs “exceptional cases” of the change. Burkina Faso and Nigeria have sub-populations that could be argued as driving the country-wide decrease in under-5 mortality (due to their large size). For example, in Nigeria women in the South South or South West regions saw their under-5 mortality rates decrease from 14.8% to 7.4%. Although this sub-population was already doing better than average in 2003 (19.6%) the decreases made over the next 15 years were substantial. The last two columns of this table show that the model was accurate in predicting approximately 14.0% mortality rate for the sub-population. If that sub-population experienced the same change in the odds as the rest of the country between \(T_0\) and \(T_1\), then the mean would be 10.3%. However, in reality the observed rate was 7.4% at time \(T_1\). This divergence (and large size of the group) flag it as an anomalous sub-population.

The successes in Kenya and Ethiopia are examples of an exceptional case in the decrease in under-5 mortality. Among educated women in Kenya between the ages of 40 and 49, the mortality rate decreased from 16.7% to 0.0%. Furthermore, in Ethiopia, small households with one adult and two births saw meteoric drops in rates from 47.2% to 7.5%. However, we note that these groups cover a small sub-population.

Finally we note the possible counter-intuitive result in Tanzania. How is it that households without a malaria net had their rates decrease from 8.9% to 0.2%? A household without a net in 2015 likely does not live in a Malaria area, whereas household without a net in 2004 (before their widespread distribution) simply may not have had a net despite living in a Malaria area.

We now look at the groups which are showing delayed improvements in mortality rates (compared to the average change) from the countries under consideration. In Tanzania, the age of the mother (under 20 years) highlights a sub-population that continues to have high under-5 mortality rates. For the women in this subgroup, the under-5 mortality rate has not decreased at the rate of the rest of the country. This result highlights the importance of
### Table 4: Anomalous sub-populations with lower-than-expected under-5 mortality rates for each country.

<table>
<thead>
<tr>
<th>Country</th>
<th>Years</th>
<th>Sub-Population</th>
<th>Size</th>
<th>Mortality %</th>
<th>Mean Model Predictions %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>T0</td>
<td>T1</td>
</tr>
<tr>
<td>Burkina Faso</td>
<td>2003, 2010</td>
<td>Ethnicity = Mossi, Worked in past year = Yes, Visited Health Facility in past year = Yes</td>
<td>1501</td>
<td>3390</td>
<td>15.1</td>
</tr>
<tr>
<td>Kenya</td>
<td>2003, 2014</td>
<td>Respondent Education Level = Higher, Respondent’s Age = 40 to 49 years</td>
<td>6</td>
<td>58</td>
<td>16.7</td>
</tr>
<tr>
<td>Ethiopia</td>
<td>2000, 2016</td>
<td>Relationship structure = One Adult, Number of Births = 2, Household size = 1 to 3</td>
<td>53</td>
<td>67</td>
<td>47.2</td>
</tr>
<tr>
<td>Nigeria</td>
<td>2003, 2018</td>
<td>Region = South South or South West</td>
<td>809</td>
<td>4737</td>
<td>14.8</td>
</tr>
<tr>
<td>Tanzania</td>
<td>2004, 2015</td>
<td>Number of children who slept under mosquito net = No net in household, Number of Births = 1</td>
<td>1660</td>
<td>914</td>
<td>8.9</td>
</tr>
</tbody>
</table>

### Table 5: Anomalous sub-populations with higher-than-expected under-5 mortality rates for each country.

<table>
<thead>
<tr>
<th>Country</th>
<th>Years</th>
<th>Sub-Population</th>
<th>Size</th>
<th>Mortality %</th>
<th>Mean Model Predictions %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>T0</td>
<td>T1</td>
</tr>
<tr>
<td>Tanzania</td>
<td>2004, 2015</td>
<td>Respondent’s Age = Below 20</td>
<td>395</td>
<td>550</td>
<td>7.6</td>
</tr>
<tr>
<td>Burkina Faso</td>
<td>2003, 2010</td>
<td>Visited Health Facility in past year = No Relationship structure = 3 or more adults</td>
<td>2957</td>
<td>1476</td>
<td>16.0</td>
</tr>
<tr>
<td>Kenya</td>
<td>2003, 2014</td>
<td>Number of Births = 2, Gender of Head of Household = Male, Household size = 1-3</td>
<td>60</td>
<td>126</td>
<td>56.7</td>
</tr>
<tr>
<td>Ethiopia</td>
<td>2000, 2016</td>
<td>Null</td>
<td>7245</td>
<td>7193</td>
<td>16.1</td>
</tr>
<tr>
<td>Nigeria</td>
<td>2003, 2018</td>
<td>Relationship structure = Two adults, Number of Births = 2, Household size = 1-3</td>
<td>68</td>
<td>328</td>
<td>73.5</td>
</tr>
</tbody>
</table>
incorporating the prior probability shift before scanning for bias. Without that shift, this group of women would have appeared normal because the model’s raw predictions (mean) was similar to that of the observed mortality rate at time $T_1$. However, maintaining the same under-5 mortality rates while the rest of the country decreases should be reported as anomalous.

Second, we look at Ethiopia’s promising result. There were no (large) sub-populations detected that systematically had higher rates of under-5 mortality. This failure to reject the null hypothesis suggests strong performance in Ethiopia that the overall reduction in mortality appears to be more inclusive than other countries. At lower penalty complexities a low-scoring subset did emerge, however.

Burkina Faso has an interesting result due to the feature of attending a health facility. Those who had not attended a health facility had an under-5 mortality rate that stayed constant at 16.0%. This is in comparison to those who did attend a facility in the past year and that group saw their mortality rates decrease from 15.1% to 8.5%. There are other features involved such as ethnicity and employment status but a plausible hypothesis is that quality of care at these facilities increased between the years 2003 and 2010 (at least for Mossi ethnicity).

We conclude the results section by highlighting the repeated presence of a few features in the groups where changes in the mortality rate were less than the national averages. These are the number of births and household size. We believe their presence is explained by “label leaking” in the predictive model. This occurs in the training stage of a predictive model when combination of features indirectly provide information about the class label that otherwise would not be known. For example, how can a household that has 2 adults and 2 births in the past 5 years be of size 1-3? This is possible if one of those children has died (otherwise the household would be larger). Label leaking results in an artificially strong predictive model, but for the wrong reasons. Future work is needed to determine if Bias Scan can be used as a more generalized detection of the “label leaking” effect. However, Bias Scan correctly identifies these groups as anomalous because the sub-population’s under-5 mortality rate has not changed over the course of a decade of improvements.

**Discussion, Strengths and Limitations**

There are 10’s of trillions of possible sub-populations that span the feature values listed in Table 3. Traditionally, this search space of possible hypotheses to investigate (i.e. Has the under-5 mortality rate of large households in Nigeria’s South South region decreased in the past decade?) is narrowed down by domain experts who then manually inspect a small number of sub-populations of interest. In this work we show that data-driven discovery can be used to identify anomalous sub-populations that are experiencing a changing under-5 mortality rate more extreme than the country, as a whole. Critically, Bias scan efficiently explores this large space and is able to identify sub-populations that maximize a log likelihood ratio statistic based on the Bernoulli distribution. These are the sub-populations with observed mortality rates in $T_1$ that differ from their expected mortality rates as predicted by a machine learning model trained on $T_0$ data.

This is not meant to diminish the role of domain experts, by any means. An excellent example of the role of domain experts that is not explored in this paper is narrowing the search space of Bias Scan. For simplicity, we allowed Bias Scan to search over the exact same feature-values as those used to train (and predict) the under-5 mortality rates. This may result in some awkward sub-populations (See Tables 4 and 5). However, if an investigator wanted to know more about the effect of regional healthcare initiatives, they could remove some demographic features from the search space such as relationship structure of the adults in the household. This does not mean the investigator is specifying the sub-population, but rather the potential space for Bias Scan to efficiently explore. We believe this type of interaction captures the best parts of data-driven and hypothesis-driven research.

The analysis in this paper does fall short in a couple of areas. The primary limitation is our approach’s indifference to covariate and confounding shifts. For example, it is possible that another sub-population experienced a larger change in the odds than the one we detected. However, that sub-population also decreased in size between $T_0$ and $T_1$ due to a covariate shift. This small size at $T_0$ decreases the sub-population’s bias score and therefore goes undetected. Future work in this space may incorporate penalties to the bias score when the sub-population has drastically different sizes between the two time steps. Alternatively, we could attempt to bypass the model training and predicting step entirely and form expectations of mortality directly from the mortality rates at $T_0$. Second, we
are limited by domain expertise to explore the causal factors that may explain why these sub-populations experienced such relative large changes in mortality odds. Perhaps there was increased regional healthcare capacity during those years or government-backed initiatives to actively address under-5 mortality rates? The sub-populations identified in this work may lead to hypothesis generation in follow-up studies designed to identify a causal impact of an intervention put in place between $T0$ and $T1$ on a per-country basis. However, that is outside the scope of the current work.

**Conclusion**

The world’s under-5 mortality rate is decreasing but not everyone is experiencing the gains. To that end, this piece of work demonstrated how temporal data distribution changes, such as concept drift and prior probability shift, can be used to identify sub-populations of women and their households that are benefiting the most (and the least) from these global trends. Data-driven discovery is at the core of this analysis. We do not investigate apriori sub-populations of interest for statistically significant changes in mortality rates. Such an approach puts too much onus on the investigator to correctly hypothesize the sub-population from domain knowledge. Instead, we train predictive classifiers to estimate what the mortality rate would have been if the global trends in reducing under-5 mortality were experienced uniformly across all sub-populations within a country. We then apply Bias Scan, a technique from anomalous pattern detection, to identify sub-populations of records that have mortality rates that differ the most from this expectation. The resulting groups represent the successes and delayed results (or possible missteps) of recent changes in global health developments.

Some of the identified sub-populations, such as the southern regions of Nigeria, can be considered “drivers” of the overall decrease in mortality rates. Other sub-populations, like single mothers in Ethiopia with 2 children, highlight exceptional cases where mortality rates decreased from 47% to less than 8% in 16 years. Future work is needed to appropriately assign causal connections to the observed changes in under-5 mortality rates identified in this work. Bias Scan is a powerful tool for health informatics, more generally. As predictive models become more common-place in healthcare applications it will be more important for researchers to understand and acknowledge data distribution changes and how it impacts the performance of the model across different sub-populations of patients.
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Abstract Excessive paperwork is a considerable issue that leads to additional burdens for health-care professionals. In Thai health-care systems, physicians manually review medical records to select an appropriate principle diagnosis and other co-morbidities and convert them into ICD-10s to claim financial support from the government. Accordingly, 160,000 ICD-10 codes and 46,000 in-patient discharge summaries are documented by physicians at Maharaj Nakorn Chiang Mai hospital each year. As a result, to decrease physicians’ burden of manual paper-work, we created a new approach to automatically analyse discharge summary notes and map the diagnoses to ICD-10s. We combined SNOMED-CT and natural language processing techniques within the approach through 3 steps: cleaning data; extracting keywords from discharge summary notes; and matching keywords to ICD-10. In this paper, we present that mapping clinical documents by using approximate matching and SNOMED-CT shows potential to be used for automating the ICD-10 mapping process.

Introduction

ICD-10 stands for the 10th revision of the international classification of diseases and related health and medical problems documented by the World Health Organisation (WHO)³. The ICD-10 contains international identification numbers for terms such as signs and symptoms, disease names, procedures and abnormal findings, which are used for global health information standard classifications for mortality, morbidity statistics, clinical care and research, to analyse diseases and study disease patterns, as well as to manage health-care, monitor outcomes, and allocate resources²⁴. In Thai health-care systems, physicians review medical records to select an appropriate principle diagnosis and other co-morbidities, and convert them into ICD-10s to claim financial support from the government. Errors occurring in the process, for instance, missing ICD-10 inputs or incorrect interpretation affect the correctness and completeness of the records, resulting in challenges such as: intensive labour necessary for rechecking the ICD-10 inputs; incorrect health epidemiological reports; and insufficient reimbursement for managing a hospital²⁵.

Paper-work overload is a major problem and leads to a heavy burden for health-care professionals⁶. On average, each year there are 160,000 ICD-10 codes documented by physicians and 46,000 discharge summaries generated at inpatient departments at the Maharaj Nakhon Chiang Mai hospital. Due to the massive workload, there is an increased risk of human error during the processing of ICD-10 documentation.

To address the challenges involved in human ICD-10 processing, computer technologies could help to assist or automate the ICD-10 mapping process. In 2008, a study was conducted into reverse mapping of ICD-10-CA (Canadian version of the 10th revision of the International Statistical Classification of Diseases) to SNOMED-CT by applying an exact and partial mapping algorithm⁷. However, this method had limitations for mapping abstract terms. Because of the limitations of this study, the algorithms were only recommended to semi-automate the ICD-10 mapping process and support humans to complete the documentation. Consequently, in 2009, natural language processing techniques were applied to increase the efficacy of the ICD-10 mapping process, producing more precise results using acronym processing and noun phrase extraction⁸.

To address the ICD-10 mapping problem, we developed a new approach by combining SNOMED-CT and natural language processing techniques to automatically extract electronic discharge summary notes recorded by physicians in Maharaj Nakorn Chiang Mai hospital into ICD-10. Our goal is that this approach could help to decrease the burden of manual ICD-10 mapping processes for healthcare professionals, provide more complete documents with reduced errors, and further help the hospital administrators to fully and accurately claim financial support from the government.
Materials and Methods

Samples
We randomly collected 560 discharge summaries at Maharaj Nakhon Chiang Mai hospital from 2006 to 2016 to test our approach. The data were retrospectively retrieved under an ethical approval by the Research Ethics Committee of Faculty of Medicine, Chiang Mai University (Study code: PHY-2562-06152). All methods were carried out with exemption criteria (waiver of informed consent) in accordance with the Faculty of Medicine, Chiang Mai University regulations.

SNOMED-CT ICD-10 dictionary
We used the SNOMED-CT dictionary (version 45_THIS_SNONMED_CT_US_201903_Full_Excel) provided by the Thai Health Information Standards Development Centre (THIS). The dictionary included the SNOMED-CT terms of abnormalities, disorders, findings, and procedures that map to ICD-10. The dictionary provides a complete map (representing relationship and hierarchy by concept id) between medical terms and ICD-10. SNOMED-CT or Systemic Nomenclature of Medicine Clinical Terms is an organised collection of clinical terms arranged in a comprehensive manner, created by the International Health Terminology Standards Development Organisation (IHTSDO) in 2007. The library consists of core general terminology for electronic hospital documentation. It covers a wide variety of medical categories such as clinical signs and symptoms, findings, diagnoses, organisms, procedures, pharmaceuticals, medical devices, and so forth. A collaboration between the IHTSDO and the WHO in 2012 linked SNOMED-CT nomenclature to ICD-10 terminology using concept ids. Based on this relationship, we applied these concepts to link medical terms in the discharge summary notes to ICD-10.

Map discharge summaries to ICD-10
The discharge summaries were processed to map to ICD-10 with the following 3 steps:

1. Cleaning data
2. Extracting keywords from discharge summary notes
3. Matching keywords to ICD-10

Because the discharge summary notes and ICD-10 description terms of SNOMED-CT were in a free-form text, we were not able to directly map the contents to ICD-10. The contents were required to be tokenised and pre-processed to remove irrelevant words and characters. Regular expression was used to convert text to lowercase and remove non-English alphabet items, non-digits, and stop words. The remaining contents were treated as keywords. The keywords contained patient information, findings, abnormalities and some keywords or phrases related or relevant to ICD-10. Mapping keywords from the notes directly to ICD-10 is less likely to achieve matches because ICD-10 terms were not the sole terms recorded in the notes. Therefore, we need to find a bridge between keywords and ICD-10. The SNOMED-CT dictionary links medical terms and ICD-10 by concept id which allowed us to match the keywords in the notes to concept id and then link the id to related ICD-10s. Because of the variation of the keywords in the notes, Levenshtein Distance was utilised to map terms between the keywords and SNOMED-CT terms. Levenshtein Distance theory was introduced by Vladimir Levenshtein in 1965. The theory is used to measure the distance between two words (text similarity) by finding the minimum number of operations needed to change a word sequence into another word using insertions, deletions, or substitutions. For example, the Levenshtein distance between “Oedema” and “Edema” is 1 (1 deletion of “O”) or the Levenshtein distance between “Mycoplasma infection” and “Mycoplasma pneumonia” is 7 (3 substitutions of “i”, “t”, “i”, 2 insertions of “f” and “c”, and 2 deletions of “i” and “a”). The greater the distance, the more difference between two words.

We applied the Levenshtein Distance for measuring text similarity using a Fuzzy wuzzy package to compute the standard Levenshtein distance and calculate similarity ratios (presented as percentages) between a collection of words of two sentences. We used the token_set_ratio function that performed a set operation to pairwise intersect words.
and then paired these with other non-intersected words to calculate the ratio, then selected the highest ratio. The set operation allows flexibility of comparing unsorted words and sentences with different sizes. The higher the similarity ratio, the more similarity between two sequences. The performance of token set ratio function was compared with the other two baseline algorithms: 1) character set ratio and 2) Jaccard similarity. Character set ratio is calculated by the number of characters that intersects between two strings divided by the size of the union of all unique characters. Jaccard similarity is calculated similar to the character set ratio but it is applied on the token level. All tokens of the discharge summary notes were compared with SNOMED-CT tokens. In case of one ICD-10 was linked to multiple SNOMED-CT terms, the term with the highest similarity was selected. Finally, we ranked ICD-10s by the similarity values and reset index to a percentage scale, ranked from 100 to 0.

We evaluated the algorithm performance by calculating the minimum, maximum, median, average and standard deviation of the ranks and compared between the three algorithms. The higher number of the rank of actual ICD-10s represented the higher quality of the ICD-10 mapping. We are interested to see how the actual ICD-10s were correctly detected (rated in a high rank) and the actual ICD-10s that were missed by the algorithms (rated in a low rank). In addition, we explored false predicted ICD-10s which were ranked higher than the actual ICD-10s. True and false positive were defined by the following criteria. True positive was the actual ICD-10s which were ranked higher than 50%. False positive was the false predicted ICD-10s which were ranked higher than actual ICD-10s. False negative was the actual ICD-10s which were ranked lower than 50%. True negative was not evaluated in this study. Finally, we manually evaluated and discussed the pattern of true positive, false positive, and false negative.

Results

We demonstrated how the raw discharge summary note was processed until mapping relevant ICD-10s was achieved. First, the raw notes were cleaned by using regular expressions to remove non-English alphabet items, non-digits, and stop words. Figure 1 shows text before and after the discharge summary was cleaned. SNOMED-CT terms were also cleaned by the same process (data not shown).

Figure 1: Text comparison between pre (raw text on the left hand side) and post (clean text on the right hand side) data pre-processing process.

We applied Levenstein Distance using fuzzywuzzy package to compare keywords (from the clean discharge summary notes as presented in Figure 1) and SNOMED-CT terms in the SNOMED-CT dictionary to calculate pair-wise similarity ratios. We compared all keywords, ranked the similarity ratios, and linked them to ICD-10s using concept id. Table 1 shows the list of the top thirteen predicted ICD-10 mapping results. This case was diagnosed with pneumonia.
due to Mycoplasma pneumoniae (J157) and Spastic tetraplegia (G824) which were both matched at the fourth, seventh and thirteenth orders, respectively.

Table 1: SNOMED-CT terms mapped to ICD-10

<table>
<thead>
<tr>
<th>Concept id</th>
<th>SNOMED-CT terms</th>
<th>ICD-10s</th>
<th>ICD-10 terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>25797006</td>
<td>blood aspiration</td>
<td>P242</td>
<td>Neonatal aspiration of blood</td>
</tr>
<tr>
<td>56018004</td>
<td>wheezing</td>
<td>R062</td>
<td>Wheezing</td>
</tr>
<tr>
<td>233604007</td>
<td>pneumonia</td>
<td>J189</td>
<td>Pneumonia, unspecified</td>
</tr>
<tr>
<td>186464008</td>
<td>mycoplasma infection</td>
<td>A493</td>
<td>Mycoplasma infection, unspecified</td>
</tr>
<tr>
<td>125591009</td>
<td>injury pharynx</td>
<td>S198</td>
<td>Other specified injuries of neck</td>
</tr>
<tr>
<td>238159008</td>
<td>desaturation blood</td>
<td>P84</td>
<td>Other problems with newborn</td>
</tr>
<tr>
<td>46970008</td>
<td>mycoplasma pneumonia</td>
<td>J157</td>
<td>Pneumonia due to Mycoplasma pneumoniae</td>
</tr>
<tr>
<td>65520001</td>
<td>ph</td>
<td>E748</td>
<td>Other specified disorders of carbohydrate metabolism</td>
</tr>
<tr>
<td>299989006</td>
<td>infection toe</td>
<td>L089</td>
<td>Local infection of the skin and subcutaneous tissue, unspecified</td>
</tr>
<tr>
<td>722435003</td>
<td>dystonia 16</td>
<td>G248</td>
<td>Other dystonia</td>
</tr>
<tr>
<td>128601007</td>
<td>lung infection</td>
<td>J189</td>
<td>Pneumonia, unspecified</td>
</tr>
<tr>
<td>28276008</td>
<td>injury toe</td>
<td>S999</td>
<td>Unspecified injury of ankle and foot</td>
</tr>
<tr>
<td>192965001</td>
<td>spastic tetraplegia</td>
<td>G824</td>
<td>Spastic tetraplegia</td>
</tr>
</tbody>
</table>

Overall, there were 498 actual unique ICD-10s recorded by humans in the 560 discharge summaries. Figure 2 shows the frequency of ICD-10s grouped by ICD-10 categories, sorted from A to Z. The three most common ICD-10 categories are: Diseases of the circulatory system (I), Neoplasms (C), and Endocrine, nutritional and metabolic diseases.
Table 2 shows the distribution of the rank of the actual ICD-10s predicted by character set ratio, Jaccard similarity, and set token ratio. The performance of set token ratio is the best compared with the other algorithms. Fifty percent of the correct predicted ICD-10s were ranked within the top two percent of the distribution.

**Table 2:** Statistical analysis of the prediction of actual ICD-10s

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Median</th>
<th>Average</th>
<th>Max</th>
<th>Min</th>
<th>Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>Character set ratio</td>
<td>93.28</td>
<td>87.57</td>
<td>99.99</td>
<td>15.97</td>
<td>14.08</td>
</tr>
<tr>
<td>Jaccard similarity</td>
<td>97.05</td>
<td>86.41</td>
<td>100.00</td>
<td>1.12</td>
<td>23.57</td>
</tr>
<tr>
<td>Set token ratio</td>
<td>98.72</td>
<td>92.31</td>
<td>100.00</td>
<td>9.33</td>
<td>13.92</td>
</tr>
</tbody>
</table>

**Figure 3:** Distribution of predicted ICD-10 rank grouped by ICD-10 categories

Figure 3 shows the distribution of predicted ICD-10 rank grouped by ICD-10 categories. The distribution of prediction performance of set token ratio shows the best performance across all categories compared with the other algorithms. The performance of Jaccard similarity generally has better performance than character set ratio except in Z category. The poor performance of category Z in Jaccard similarity causes low general performance (as presented in the average in Table 2).

**Figure 4:** Distribution of actual ICD-10 rank predicted by set token ratio

Figure 4 shows the rank distribution of actual ICD-10s in each category predicted by set token ratio (x-axis). 485 ICD-10s (97.39%) with the average rank above 50% represent true positive and 13 ICD-10s (2.61%) with the average rank below 50% represent false negative (annotated with ICD-10s in the figure). The false negative instances are the actual ICD-10s that the algorithm did not recognise ICD-10 related terms in the discharge summary notes.

**Discussion**

Mapping clinical documents to SNOMED-CT or ICD-10 is a challenging task and we have explored how to improve the process by utilising computerised techniques in order to reduce human work load. Our study showed that combining the fuzzy wuzzy approximate matching algorithm and using SNOMED-CT allowed flexibility to map clinical documents to ICD-10 which helped to discover more missing relevant ICD-10s that were not detected by humans in the document. SNOMED-CT terms cover major medical terms that commonly appear in clinical notes and the dictionary helped us to link the terms to related ICD-10s. By applying the approximate matching technique, the target words or phrases did not need to be in the perfect correct order with the same length or spelling in order to be matched. For example, Mycoplasma pneumonia was detected although this was not an exact phrase written in the notes. The flexibility of the automated system has a main advantage in that it has a higher sensitivity than a physician to match related ICD-10 from the discharge summary notes. Typically, a physician only selects a few important ICD-10s because of time limitations while our process is able to fully explore all relevant ICD-10s. This is very helpful for finance reimbursement because it could produce a more complete ICD-10 coding to report to the government, especially, for example, in a case presenting with many complications such as ectopic pregnancy.

In the example shown in Figure 5, a physician using manual coding determined one actual ICD-10 “Other ectopic pregnancy” for this case, while the algorithm detected the correct ICD-10 of “tubal pregnancy” and additionally
identified other missing relevant ICD-10s from the discharge summary including pallor, abnormal bleeding, present pain, ovary tender, and history of doxycycline allergy. However, the advantage of flexibility also creates a major disadvantage of recruiting non-related ICD-10s, thus an optimal system needs to be able to distinguish sensible and irrelevant responses. In this case, irrelevant or incorrect ICD-10s such as murmur, single pregnancy, edema, small uterus, normal pregnancy, heart irregular, small ovary, conjunctiva closed, and lung cyst were also matched. We manually analysed the mapping results from all notes and especially 13 false positives. We found that the mapping process worked well when there were SNOMED-CT terms present (but not necessarily in the same order or with an exact match) in the discharge summary. However, there are some major multiple flaws that could be improved in future studies. First, the algorithms were unable to comprehend abbreviations that were not internationally used and not pre-documented in the mapped SNOMED-CT. For example, referring to “ICD-10: O820, Delivery by elective caesarean section”, our results show that the algorithm incorrectly matched this discharge summary to an ICD-10 code when the physician noted C/S in the discharge summary instead of spelling out “caesarean section”. Second, the

Figure 4: Rank distribution of actual ICD-10s in each category predicted by the set token ratio
Figure 5: Ectopic pregnancy case

The algorithm did not weigh the importance of term sequences. If a term that was placed in the beginning of a paragraph could meaningfully match with terms from later in the document, the algorithm combined those terms to form ICD-10 match. For example, Figure 6 shows a document with an incorrect ICD-10 mapping of IUD contraception instead of malignant neoplasm of the endocervix.

Figure 6: Malignant neoplasm of endocervix case

The algorithm combined “Contraception” with “iub” and then converted “b” in “iub” to “D” according to Levenstein Distance and considered that these two words were similar. The correct ICD-10, malignant neoplasm of endocervix (C530), was not detected in a top ranking position in this case because of the abbreviation problem. HSIL stands for High grade squamous intraepithelial lesion (R87), a type of malignant neoplasm of the endocervix which was not fully named in the document. Regarding the abbreviation problem, we did try to apply Allie: a database of abbreviation to convert abbreviations in the discharge summary notes to full text. We found that by applying the database to directly map abbreviations to full text created a lot of incorrect mappings. For example, “PE” was commonly noted in the document as “Physical Examination” but “PE” also mean “Pulmonary Embolism”. Physical examination has less meaning to ICD-10 mapping in opposite to pulmonary embolism. Therefore, the automatic direct conversion trended to convert PE to pulmonary embolism which was mostly incorrect. Human doctor is able to distinguish between those two terms by considering surrounding context. Therefore, we might need to add this factor to achieve better conversion performance in the future work.

A third challenge was that negative findings are commonly reported in a physician’s discharge summary notes. Typical negative findings such as no palpable mass, no pale conjunctiva, no jaundice, no hepatosplenomegaly were generally found in the notes; the algorithms were not sophisticated enough to comprehend the negated phrases. Negative findings of relating to murmur, single pregnancy, edema, small uterus, normal pregnancy, heart irregular, small ovary, conjunctiva closed, and lung cyst in the ectopic pregnancy case were all detected as false positives. The same pattern of false positive was also found in the malignant neoplasm of endocervix case with “Bleeding” identified while the document clearly noted “inactive bleeding”.
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Lastly, the algorithms were not able to distinguish past, present and future when noted in the discharge summary. For example, a patient presented at a hospital with dyspnea on exertion and had a history note of acute myocardial infarction and ruptured appendicitis 10 years ago. Although the events of appendicitis and myocardial infarction were already completed in the past, the algorithm still comprehended both diseases as present problems which will lead to ICD-10 mismatching.

In conclusion, the results of this study show that mapping clinical documents by using approximate matching and SNOMED-CT has the potential to be used to screen keywords to map relevant ICD-10s, although there are some clear challenges still to be addressed. Prior research showed that using advanced machine learning methods on mapping ICD-10s from clinical text have shown the significant improvement. In the future work, we aim to apply the machine learning methods and compare the results with the method in this paper.

**Conclusion**

Using approximate matching and the SNOMED-CT dictionary to map ICD-10 from discharge summary notes shows potential for use case for improving the intensive documentation workload in a health-care system. Although there are still some limitations of this approach, we may consider continuing doing further research to improve this approach, including pre-processing common abbreviation terms, utilising term frequency-inverse document frequency or TF-IDF to prioritise the importance of keywords, weighing the importance of word sequencing to minimise the effects of negative findings, and applying advanced machine learning methods.
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Abstract Reinforcement learning (RL) has the potential to significantly improve clinical decision making. However, treatment policies learned via RL from observational data are sensitive to subtle choices in study design. We highlight a simple approach, trajectory inspection, to bring clinicians into an iterative design process for model-based RL studies. We identify where the model recommends unexpectedly aggressive treatments or expects surprisingly positive outcomes from its recommendations. Then, we examine clinical trajectories simulated with the learned model and policy alongside the actual hospital course. Applying this approach to recent work on RL for sepsis management, we uncover a model bias towards discharge, a preference for high vasopressor doses that may be linked to small sample sizes, and clinically implausible expectations of discharge without weaning off vasopressors. We hope that iterations of detecting and addressing the issues unearthed by our method will result in RL policies that inspire more confidence in deployment.

Introduction

Reinforcement learning (RL) has emerged as a popular tool for trying to learn effective policies for managing sequential decisions in patient treatments, including applications in sepsis treatment1–3, ventilation weaning4, acute hypotension treatment5,6, and HIV7. RL has the potential to provide significant support in clinical decision making. However, in using purely retrospective data, these approaches inherit the usual challenges of learning and evaluating dynamic treatment regimes from observational data, a well-studied topic in epidemiology and bio-statistics8,9. For instance, evaluation methods typically assume that all confounding variables are included in the model, and that either existing clinical practice or the dynamics of patient health can be accurately modelled. Just as in any observational study, if the assumptions do not hold, the analysis can lead to misleading results that could adversely affect clinical practice if adopted. Small effective sample sizes and inadequate specification of the clinical outcome or available actions can further exacerbate the problem10,11. Research has been ongoing to overcome these challenges5,6,12. Because these problems are nuanced, model-checking and interpretability techniques are needed to detect these issues and allow clinicians to actively engage in an iterative process of study design. We use the term “study design” to emphasize that this goes beyond choosing a statistical model and encompasses all the design choices involved in translating a clinical decision problem into a RL problem that produces clinically sensible results. By iteratively detecting and fixing these problems until the study is clinically sound, the RL algorithm will be more robust for deployment.

In this work, we highlight a simple approach for examining learned models and policies in model-based RL, a common technique used in recent work to improve clinical decision-making in the management of sepsis1,3. Our workflow is shown in Figure 1 and proceeds as follows: (i) Select patient cases using one of two heuristics: First, we identify patient states where the learned policy suggests far more aggressive treatment than the observed standard of care, and second, we find patients where the learned policy is predicted to dramatically out-perform the current standard. We hypothesize that both cases may be due to flaws in the study design. (ii) Contrast the observed trajectories of these patients with the predicted trajectories under the learned model and policy, and flag suspicious model behavior by also...
Comparing predictions against the actual clinical course of patients documented in the medical record. (iii) Investigate questions and hypotheses raised by suspicious model behavior. The code for reproducing our work is located at https://github.com/clinicalml/trajectory-inspection.

We demonstrate the utility of this approach by applying it to recent work published in Nature Medicine\textsuperscript{1} that we replicate using MIMIC-III, a freely available ICU dataset\textsuperscript{13}. We generalize our anecdotal observations through aggregate analysis and discover that the data pre-processing heuristic used in recent works on RL for sepsis management\textsuperscript{1,2} can lead to biases in estimating the model. We also observe that high recommended vasopressor doses may be linked to small sample sizes, and that the model has clinically implausible expectations, such as patient discharge from the ICU within 4 hours of receiving large doses of vasopressors.

**Background**

**Reinforcement learning methods:** The approach that we replicate\textsuperscript{1} learns to manage sepsis using RL\textsuperscript{14,15}. The framework is a Markov decision process (MDP). This model specifies a set of possible states and actions called the state space and action space, respectively. The state contains patient features, such as demographics, vital signs, and prior treatment. The action corresponds to a treatment decision. At each time step, an action is taken based on the current state, and the patient transitions to a new state. This transition model captures how the patient responds to treatment and evolves over time. The Markov property states that this transition depends only on the most recent state and action and is otherwise independent of history. The reward function specifies how each transition maps to a positive or negative outcome. Each sequence of states and actions and the reward forms a trajectory and represents the course of the patient stay. A policy specifies which action to take from each state. This can be a behavior policy observed in the training samples or a more optimal policy. The goal is to learn a policy that maximizes the reward.

**Model-based trajectories:** In model-based RL, a transition model and reward function are estimated, and the policy is learned using those estimates.\textsuperscript{8} We can generate model-based trajectories (sometimes referred to as “roll-outs”) given an initial state, a transition model, and a policy. These trajectories are predictions, made by the model, for how a patient would progress under the policy. Concretely, at each time step, an action is drawn from the distribution specified by the policy for the current state. Then, the next state is drawn from the distribution specified by the transition model for that state-action pair. This process repeats until an absorbing state (with a reward) or a maximum length of 20 steps is reached. Because the transitions and sometimes the policy are probabilistic, multiple different model-based roll-outs can be generated from the same initial state. A conceptual illustration is shown in Figure 2.

**Notable challenges with off-policy evaluation:** Just as with any observational study, confounding and other biases can lead to unreliable estimates of the value of a policy. As a conceptual illustration, imagine that all patients are either “healthy” or “sick”, that doctors tend to aggressively treat sick patients, and that sick patients have higher mortality rates than healthy patients, even with aggressive treatment. In this setting, if we do not adjust for comorbidities and severity of the presenting illness (by including it in the state space of our model), then our evaluation might wrongly conclude that “never treating” patients is a good policy, due to the association between treatment and mortality.

Indeed, this phenomenon has been observed in the literature on applying RL to sepsis management. In some cases, it has been noted that a “zero-drug” policy has a high estimated value relative to current practice, using the same evalua-

\textsuperscript{8}Alternatively, model-free RL still relies on modelling existing practice, but no explicit transition model is learned.
tion methodologies that are used to justify the value of RL policies\textsuperscript{1,16,17}. In other instances, the RL policy associates the more intensive treatments observed for high acuity patients with high mortality and instead recommends less intensive treatments that are rarely observed\textsuperscript{10}. Possible unmeasured confounding is not the only hurdle to performing valid inference. Other challenges include small effective sample sizes and inappropriate reward definitions\textsuperscript{11}.

Related work: We differentiate our approach from recent work in counterfactual off-policy evaluation\textsuperscript{18}. While that work also involves simulating from a model and has a similar heuristic for selecting trajectories, it requires additional causal modelling assumptions, and we view our approach as simpler to apply. More importantly, we demonstrate our approach on a real dataset and model, while that work only considered a synthetic dataset.

Methods: Setup

Main outcome measurement: Our primary objective is necessarily qualitative, demonstrating that our approach can help researchers better understand the challenges in designing RL studies and give them a concrete tool to integrate clinician input into improvement of study design. That said, we do provide quantitative metrics related to our trajectory selection heuristics, e.g., what it means for a recommended action to be surprisingly aggressive, or a model-based rollout to have a surprisingly positive outcome (see Figure 3). We also compute several diagnostic metrics during our investigation of specific questions raised by trajectory inspection.

Design/patient cohort: Our work is a secondary use of electronic health record data, specifically the MIMIC-III dataset\textsuperscript{13}. As we are replicating Komorowski et al (2018)\textsuperscript{1}, we use their code\textsuperscript{b} for defining the sepsis cohort: adults fulfilling the sepsis-3 criteria\textsuperscript{19,20}, including antibiotic prescription, lab work for signs of infection, and a sequential organ failure assessment (SOFA) score $\geq 2$. Patients with missing fluids or mortality data are excluded. Patients who satisfy all of the following conditions are also excluded as they may have been placed on comfort measures: (a) died within 24 hours of the end of the data collection window, (b) received vasopressors at any point, and (c) whose vasopressors were stopped at the end of the data collection. Our cohort consists of 20,090 ICU admissions.

Setup of Komorowski et al (2018)\textsuperscript{1} The state space includes demographics (e.g., age), vital signs (e.g., blood pressures, sequential organ failure assessment), lab values (e.g., white blood cell count, creatinine), ventilation parameters (e.g., FiO2), and treatment information (e.g., fluid balance and output aggregated over 4-hour intervals). The policy takes in these state features and gives a recommendation on vasopressors and fluids. We follow the publicly available code provided by the authors and use the same version of the MIMIC-III dataset\textsuperscript{13} in our replication. In this section, we review some details of the set-up, focusing on modelling decisions. Other details can be found in the original paper.

Trajectories are discretized into 4-hour intervals and limited to a maximum of 20 time steps, representing up to 28 hours before and 52 hours after onset of sepsis\textsuperscript{c}. Starting from a set of continuous and discrete variables\textsuperscript{d}, the state space is discretized using k-means clustering with 750 clusters, and two absorbing states are added for 90-day survival and 90-day mortality (including in-hospital mortality). Model actions are limited to providing blood pressure support through intravenous fluids or adjusting vasopressors. The action space contains 25 discrete choices, corresponding to either zero or one of four quartiles of total fluid input and maximum vasopressor dosage over each 4-hour time step. Rewards are defined as $\pm 100$ depending on 90-day mortality and are recorded in the retrospective trajectories as a transition into an absorbing state described above. After replicating this work, we have a transition model, a behavior policy, and a target policy, learned from observational data.

Methods: Selecting trajectories for inspection

As previously described, our approach relies on inspecting clinical trajectories alongside their model-based roll-outs. We propose two heuristics for selecting trajectories: (i) Surprisingly aggressive treatments: We find states where the RL-recommended action is rarely observed and more aggressive than the observed practice of clinicians. We then start the roll-outs where those states occur in trajectories. (ii) Surprisingly positive outcomes: We select clinical trajectories with initial states that have the largest differences between predicted and actual outcomes.

\textsuperscript{b}https://github.com/matthieukomorowski/AI_Clinician
\textsuperscript{c}The paper reports using 24 hours before and 48 hours after. Our implementation follows their publicly released code, which uses 28 and 52.
\textsuperscript{d}Our replication follows the publicly available code, which uses 47 (excluding Elixhauser Index) state variables instead of the stated 48.
Figure 3: Visualization of our heuristics for trajectory selection. (a) Observed frequency of the RL action for each state in the training data. States are sorted by this quantity on the X-axis. (b) Differences between the RL action (blue cross) and the action most commonly observed in the training data (green dot) from the 10 states whose RL action was rarest. The X-axis is total milliliters over the past 4 hours for fluids and micrograms per kilogram of body weight per minute for vasopressors. Each row is a state, with the one we inspect in red. (c) Differences in predicted outcomes. X-axis sorts states by the average difference between model-based and observed rewards for trajectories with that initial state. The black line denotes the overall average difference weighted by initial state.

**Selecting states with surprisingly aggressive treatments:** To select trajectories, we identify instances where the learned policy recommends aggressive treatment even though conservative management is observed. Concretely, across all states, we first look for actions recommended by the learned policy that occur at most 1% of the time in the training data at that state, as visualized in Figure 3a. This yields 15 states, and we plot the differences between the most common clinician action and the RL action of the top 10 in Figure 3b. We analyze a state where the patient receives significantly higher amounts of fluids and vasopressors under the RL policy as compared to standard clinical practice. The clinical parameters that characterize this state are mostly within normal limits except for a mildly elevated white blood cell count. The most common action performed by the clinicians for patients in this state was to provide 30cc of fluids, which is suggestive of a very low infusion necessary to maintain the patency of the IV line, and no vasopressors. In contrast, the RL policy recommends 848cc of fluids and 0.13 micrograms/kg/min of vasopressors. Of the 632 times the state is observed in the training data, the common action noted above is taken 161 times, while the ‘optimal’ action according to the learned RL policy is chosen only 6 times by clinicians. For these trajectories, we start the model-based roll-outs at the time step where the selected state and common action occurred.

**Selecting initial states with surprisingly positive outcomes:** To select trajectories under this heuristic we identify patients where the model expects that the new policy will most out-perform the observed current practice. We hypothesize that by focusing on extremes, we will enrich for instances that highlight problems with the RL model. Concretely, we create model-based roll-outs for each actual trajectory in the test set, starting from the observed initial state. We then select trajectories with substantially higher model-based reward than the actual reward. In particular, for each state, we examine all trajectories that start in that state and take the mean difference between (a) the reward of 5
Transferred in from outside hospital after undergoing cardiac catheterization that revealed coronary artery disease. She was brought to the operating room for coronary artery bypass graft surgery. She was transferred to the intensive care unit for post operative management. In the first twenty four hours she was weaned from sedation, awoke neurologically intact, and was extubated without complications. She was started on betablockers and gently diuresed toward preoperative weight. On post operative day one she was transferred to the floor. Chest tubes and pacing wires were discontinued without complication. By the time of discharge on POD 5 the patient was ambulating freely, the wound was healing and pain was controlled with oral analgesics. The patient was discharged to home in good condition.

(a)

Pt had Septic physiology on admission […] and the most likely source was felt to be postobstructive pneumonia and parapneumonic effusion […] Pt was intubated […] [and] R-sided chest tube initially drained a large volume of mucinous fluid […] non-contrast chest CT showed a RLL rounded opacity […] CT chest with contrast showed the RLL opacity was a large mass with significant surrounding lymphadenopathy and marked pleural tumor, with possible invasion into the chest wall […] pt was ultimately diagnosed with stage IIIA lung cancer. Pt’s progressive respiratory failure was treated with BiPAP and nebs […] Pt ultimately died of respiratory failure likely due to a combination of COPD, pneumonia and lung cancer.

(b)

Figure 4: Selected extracts from the de-identified medical record for Patient 1 (a) and Patient 2 (b). Emphasis added. Acronyms: POD, post-operative day. Pt, patient. RLL, right lower lobe. BiPAP, Bilevel Positive Airway Pressure model-based roll-outs and (b) the observed reward. We then inspect trajectories for which this difference is largest. In Figure 3c, we visualize this difference across individual states and highlight some initial states for inspection. We choose one of the highlighted initial states, where 90-day mortality is observed in the actual data, but all model-based roll-outs (from the same initial state) end in 90-day survival. We investigate a clinical trajectory with this initial state.

Results: Examining trajectories alongside the medical record

In this section, we present two patient trajectories, selected using the heuristics described above. In both cases, we examine the full set of clinical notes available for the patient stay, along with their actual trajectories of vital signs. We compare this against the model-based trajectories predicted by the RL model under the learned RL policy. We can ask whether these model-based predictions seem clinically sensible, particularly in light of the notes.

Clinical review of patient 1: Surprisingly aggressive treatment: We present a snippet from the de-identified medical record in Figure 4a, and in Figure 5a, we present selected vital signs, along with the actions. We have the following takeaways from the notes: (i) Cause of admission: This patient presented with shortness of breath and chest pain after a previous visit had revealed coronary artery disease. As a result, she underwent coronary artery bypass graft (CABG) surgery and was transferred to the ICU for post-operative management on the same day as the surgery. (ii) Treatment during ICU stay: Around 12 hours into the ICU stay, radiology notes indicated signs of pulmonary edema. After 24 hours, the patient was recovering well, weaned from sedation, and extubated without complications. The patient received cardio-protective beta blockers on post-operative day 1, suggesting that she was in a stable condition from a hemodynamic standpoint. Stability was further evidenced by the fact that diuretics were used to gently remove fluids and bring her volume status back to pre-surgery levels. The patient was transferred out of the ICU and sent home without pulmonary edema and in good condition on post-operative day five.

In light of these points, we make the following observations regarding the trajectories in Figure 5a: (i) The RL policy suggests unnecessary prolonged use of aggressive treatments. In the actual trajectory, clinicians initiated IV fluids and vasopressors approximately 8 hours into the ICU stay and in the immediate post-operative period. By the time we start model-based roll-outs, 20 hours into the ICU stay, the amount of fluids and vasopressors had already been greatly reduced or completely discontinued given the patient’s uncomplicated recovery.6 Despite the benign hospital course for the patient, the RL policy recommended restarting larger dosages of both fluids and vasopressors, which would likely have increased risk of pulmonary edema and fluid overload. (ii) Expected patient discharge while on vasopressors is clinically implausible: In two of the model-based trajectories, the model anticipates that the patient will leave the ICU within 4 hours of giving vasopressors at the start of the roll-outs, and in most of the model-

6All the time steps are 4 hours apart, except there are 20 hours between steps 6 and 7.
Figure 5: Comparison of actual trajectories and model-based roll-outs for patient 1 (a) and patient 2 (b). Five model-based trajectories per patient start at the blue dots: In (a), two of these end when they start at time step 5, and in (b), two end at time step 0. Model-based roll-outs are in various colors, and vitals are derived from the k-means medians. At the ends of the trajectories, green dots indicate 90-day survival, red crosses indicate 90-day mortality, and grey dots indicate maximum allowed length without discharge. Black dotted lines show actual values, while black solid lines denote median values from k-means clustering. Red dotted lines are reference ranges. HR: heart rate. SysBP: systolic blood pressure. DiaBP: diastolic blood pressure. WBC Ct: white blood cell count. Vaso: vasopressors. Fluids dosage in total milliliters over the past 4 hours and vasopressor levels in micrograms per kilogram of body weight per minute.

Based trajectories, the patient is discharged while on vasopressors. This goes against clinical intuition that a patient on vasopressors should be weaned off and monitored prior to leaving the ICU. (ii) Response in state variables is inconsistent with action. The effect of vasopressors becomes apparent within half an hour, as evidenced by how blood pressure rose at time step 2 following a dosage at the previous time step in the actual trajectory. In the model-based trajectories, however, vasopressors are administered at time step 5, but all of the trajectories show little change in blood pressure at the next time step. For the model-based roll-out indicated in purple, 0.675 micrograms of vasopressors per kilogram of body weight per minute were administered at 32-36 hours, which is even higher than the doses for the other model-based trajectories. However, blood pressure does not rise until 40-44 hours. This may indicate that the model is not accurately modelling the drug response. The rationale for the RL policy is also unclear given the lack of a clear indication for blood pressure support.

Clinical review of patient 2: Surprisingly positive outcomes: We present a selected snippet from the medical record in Figure 4b, and in Figure 5b, we present selected vital signs, along with the actions. We summarize the major takeaways here from the full medical record: (i) Cause of admission: This patient was admitted after collapsing, thought secondary to either respiratory or cardiac failure. The patient was taken immediately to the cardiac catheterization lab.\footnote{A cath lab is an exam room with diagnostic imaging equipment to visualize the heart.}
where a myocardial infarction due to coronary artery disease was ruled out. Chest imaging showed a large amount of fluid around the right lung and a large mass in the lower right lobe. This was later discovered to be Stage IIIA lung cancer\(^6\). The sum of the diagnostic studies suggested that the most likely etiology of the patient’s presentation was cardiovascular collapse\(^b\) and a secondary post-obstructive pneumonia that were both due to the mass effect of the tumor.

(ii) **Treatment before and during ICU:** The pleural effusion was felt to be multifactorial and likely due to poor forward flow as well as inflammation from the adjacent pneumonia\(^g\). A chest tube was placed, which subsequently drained >1L of exudative serous fluid. The patient’s clinical status responded rapidly, suggesting the external compression from the fluid was a major contributor to his course. Upon transfer to the ICU, physicians continued to administer vasopressors and antibiotics, with the former being gradually weaned starting 44 hours into the trajectory. (iii) **Cause of death:** Despite the placement of a chest tube, the underlying problem of a large lung mass leading to cardiovascular compromise remained unaddressed. In part due to the morbidity of the necessary chemotherapy, the providers, the patient, and the family decided that further aggressive interventions would not have been in the patient’s interests and he was made ‘comfort measures only’ 12 days after the end of this trajectory. He passed away shortly thereafter.

In light of these points, we make the following observations regarding the visualization in Figure 5b: (i) **Surprisingly early termination of several trajectories:** Two of the model-based trajectories end after the first 4 hours, and another ends after the first 12 hours. However, the average length of an ICU stay is 3.3 days\(^\rangle\). (ii) **The anticipated outcomes are not credible given the medical record:** The cause of death in this patient was irreversible lung damage caused by Stage IIIA lung cancer and pneumonia. As such, the only interventions that would have resulted in survival would have been aggressive chemotherapy, careful cardiovascular support, and a short course of antibiotics. Restrictive fluid and vasopressor therapy (the RL policy) on its own would be very unlikely to have a major salutary effect on the clinical course. Yet, all model-based trajectories result in subsequent 90-day survival.

### Results: Investigation of questions raised by trajectory inspection

Although our anecdotal analysis from investigating specific trajectories does not prove that something is fundamentally amiss with the model, the examples serve as inspiration for improving study design. We examine the following three questions suggested by the previous section: (i) **Why do trajectories seem to end early?** For patient 1, we observed that two of the five model-based roll-outs ended within 4 hours. Similarly for patient 2, we observed several trajectories that ended surprisingly early. This may suggest that the model is overly optimistic about how quickly patients will be discharged. (ii) **Why does the model learn to use uncommonly high vasopressor doses?** The RL-recommended aggressive treatment of patient 1 did not appear to have a clinical basis. Indeed, while selecting trajectories via our “surprising treatment” heuristic, we observed in Figure 3b that these RL-recommended actions tend to involve higher levels of vasopressor support. (iii) **Why does the model learn to expect discharge while on vasopressors?** In several model-based roll-outs for patient 1, the model predicts discharge (and positive outcomes) to occur while the patient was still on vasopressors. In the remainder of this section, we move from these anecdotal observations to a more thorough analysis across the entire dataset and seek to understand the answers to these questions.

#### The model is biased towards early discharge, in part due to censoring

We seek to demonstrate that early predicted discharge is common and due to the transition model rather than the RL policy. To do so, we compare the lengths of training trajectories and model-based roll-outs under the behavior policy (the actions taken by clinicians) in Figure 6. Because the transition model and behavior policy are derived from the training data, we should expect close matches in the distribution of trajectory lengths if the model is a good fit to the data. Instead, we make the following observations: First, a large proportion of trajectories in the training data are “censored”, i.e., they do not end within the defined time window. Second, shorter trajectories are indeed more common in the model-based roll-outs, where the distribution of lengths resembles a regular decay rather than the “bell shape” observed in the training data.\(^f\)

Third, we argue that early termination of model-based roll-outs arises from the heuristic combination of (i) censoring of trajectories after 20 time steps and (ii) the addition of a pseudo-transition at the end of each censored trajectory to

---

\(^{6}\)Stage IIIA lung cancer is defined as spread to nearby lymph nodes, but not other organs.

\(^{b}\)Cardiovascular collapse is the rapid or sudden development of cardiac failure. This was a symptom that resulted from the tumor.

\(^{g}\)The pleural space is the thin fluid-filled space between the two membranes around each lung

\(^{f}\)While clear when examining the distribution of trajectory lengths, this model mismatch may not be as obvious if one only looks at average length of trajectories, as done in the “Goodness of fit of the transition matrix” analysis in follow-up work\(^\rangle\) to the model we replicate.
Figure 6: Histogram of trajectory lengths, comparing the training data on the left with the model-based roll-outs under the behavior policy on the right from the same distribution of initial states.

Figure 7: (a) At each time point, the actual proportion of remaining trajectories that immediately terminate (in blue) vs the average predicted probability of immediate termination (in orange). The latter is calculated using the learned transition model and the states and actions that are observed at that time step. (b) Across all time points before the 20th step, we compute the actual and estimated average probabilities of immediate termination. For both (a) and (b), 95% confidence intervals are generated with 1000 bootstrapped samples using the seaborn package in Python.

either the 90-day survival or mortality absorbing state. We refer to this heuristic as censoring with terminal rewards. To demonstrate that this heuristic leads to a bias towards discharge in the learned transition model, we focus on the transition to an absorbing state (corresponding to end of trajectory with 90-day survival or 90-day mortality). Figure 7a compares the mean estimated probability of trajectory termination to the observed proportion at each time step. We note in particular that the model cannot capture the fact that at the final time step every remaining trajectory will end, due to the censoring with terminal rewards heuristic. To match the overall termination probability it observes, the model is forced to systematically over-estimate the probability of transition to an absorbing state in the time steps prior to the 20th one as seen in Figure 7b. If we interpret the transition to an absorbing state as the event “patient is discharged from the ICU and then lives/dies in the subsequent 90 days”, then most observed “discharges” at the 20th step do not reflect an actual discharge from the ICU, and this can mislead the model. For instance, suppose that many patients are in critical condition at the 20th step and are receiving aggressive interventions. In reality, these trajectories likely continue as the physicians work to stabilize these patients. However, because the processed data implies that these patients are immediately discharged, this can lead the model to believe that when another patient is in critical condition, even at the start of a trajectory, there is some moderate probability that their stay will immediately end.

High vasopressor doses may be linked to small sample sizes: The RL model does not consider sample size. In the
work that we replicate1, actions that are taken less than 5 times from a particular state are removed from the training data. Among the training data, the RL action from the state analyzed for patient 1 was observed for only 6 patients (who survived), while the common action was observed for 148 patients who survived and 13 patients who died. Thus, the model learns that the rare RL action leads to better outcomes on average. This selection of rare (but aggressive) actions is a common phenomenon: Using the training samples, we compute the frequency with which the RL action was chosen by clinicians in each state. Among the 100 states where this proportion was smallest, the RL action is observed 1.5% of the time on average (6.4 observations per state), while the action most frequently chosen by clinicians (“common practice”) is observed 35.7% of the time on average (154.5 observations per state). These states collectively make up 26.2% of the transitions in the training data, a nontrivial fraction. The RL policy tends to recommend more vasopressor treatment than common practice. For 99 of these 100 states, common practice involves zero vasopressors. Yet, the RL policy recommends vasopressors in 87 of those states, with 49 of those recommendations being large doses, which we define as those in the upper 50th percentile of nonzero amounts. Recent work has proposed various methods to constrain the RL policy to more closely resemble the behavior policy, which may be required here5,22.

**Clinically implausible discharges may be related to discretization of time and censoring:** We observed for patient 1 that the model expects discharge even while on vasopressors. This is clinically surprising but not obvious to the model given the data pre-processing: Of the 8271 training trajectories that end with discharge leading to survival, 4.9% end on non-zero vasopressor dosages, and 2.6% have large dosages, as defined in the previous paragraph. This may be because the data is discretized into 4-hour time intervals, an issue noted by other authors16, and the action captures the maximum vasopressor dosage during that interval. Thus, it is possible that vasopressors were administered briefly towards the start of that interval, and the patient was stabilized afterwards. As a result, the model contradicts clinical intuition by optimizing for discharge with vasopressors as a desirable goal: Of the model-based roll-outs (based on test trajectories) that end with discharge leading to survival, 52.8% end on non-zero vasopressor dosages, and 31.2% end with large dosages. This may be driven in part by censoring: Of the 1714 training trajectories that get censored but eventually lead to 90-day survival, 10.3% end on nonzero vasopressor dosages, and 5.6% are large dosages. Even when we consider the censored samples, discharging a patient on vasopressors is still much more common in the roll-outs than would be expected in actual clinical practice.

**Other factors to investigate:** We observed that the model may have insufficient knowledge about underlying conditions, including the surgical context for admission for patient 1 and specific comorbidities like lung cancer for patient 2. Features like these that could impact both treatment decisions and patient outcome may need to be added to the model to address unobserved confounding. The reward function is another part of the model that may be misspecified. For patient 2, the clinician could have already been aware during the ICU stay that patient comfort is the goal, while the RL model is still optimizing for patient survival. Learning better reward functions is an active area of research6. Our approach can help check whether the learned reward functions lead to models that align with expected outcomes.

**Discussion**

Reinforcement learning has the potential to support clinicians in patient care. To ensure that new policies are safe before deployment5 and this exciting potential can reach fruition, we develop a strategy that allows researchers to bring clinicians into the study design process, identify potentially dangerous flaws in the model, and incorporate that information into models that are safe for deployment. To summarize, our workflow consists of three steps: (1) selecting trajectories for inspection based on surprisingly aggressive treatment recommendations or surprisingly positive outcomes, (2) inspecting the factual and model-based trajectories alongside the medical record, and (3) formulating insights for study design improvement. We demonstrate that applying our approach to a recent work on RL for sepsis suggests better reward specification, data preprocessing, and sample size considerations can help improve the design of the RL study. Our method only requires simulating from a learned model and can therefore be used in any model-based RL application, including more complex models involving neural networks2 and latent variables12. Our approach can also help build trust for models that accurately reflect patient dynamics, by allowing clinicians to check that the model correctly anticipates the impact of the policy it recommends. We see our workflow as a helpful procedure for checking model behavior in various applications of RL to healthcare, including ventilation weaning4 and HIV7, and a key step for bringing RL into meaningful clinical decision support tools.

---

1 If all actions at a state occur less than 5 times, the RL policy is set to give no treatment. We omit such states from our analysis in this paragraph.
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Abstract

Extracting clinical concepts and their relations from clinical narratives is one of the fundamental tasks in clinical natural language processing. Traditional solutions often separate this task into two subtasks with a pipeline architecture, which first recognize the named entities and then classify the relations between any possible entity pairs. The pipeline architecture, although widely used, has two limitations: 1) it suffers from error propagation from the recognition step to the classification step, 2) it cannot utilize the interactions between the two steps. To address the limitations, we investigated a discrete joint model based on structured perceptron and beam search to jointly perform named entity recognition (NER) and relation classification (RC) from clinical notes.

Introduction

Clinical natural language processing (NLP) plays a critical role in unlocking important patient information embedded in clinical narratives of electronic health records (EHRs).¹² Leveraging such information can facilitate the second use of EHRs to promote clinical and translational research. One of the fundamental tasks in clinical NLP research is to identify clinical concepts, and the relations between them.¹ Recently, several challenges have been proposed to automatically extract such information from clinical texts, such as the i2b2 2010 shared task, the i2b2 2012 temporal relation extraction task⁴ and the 2015/2016/2017 Clinical TempEval Challenges⁵, etc.

In this study, we investigated an end-to-end relation extraction task, which is to extract the clinical concepts from the texts and the relations between the extracted concepts. Existing solutions⁶⁷ often address the problem with two separate steps in a pipeline: first recognize the named entities and then classify the relations between any possible entity pairs. The two steps can be treated as two traditional subtasks, i.e., named entity recognition (NER) and relation classification (RC). The pipeline architecture, although widely used, has two limitations⁸. One is that errors propagate from NER to RC, and there is no feedback from the RC step to the NER step to correct for these errors. The other one is that it over-simplifies the whole task as two independent subtasks, and it cannot utilize the interactions between them.

To address the limitations of the pipeline architecture, joint models were recently proposed in the general domain and biomedical literature to perform NER and RC simultaneously⁹¹⁰. Li and Ji¹¹ proposed a discrete joint model based on structured perceptron with beam search using both local and global features. Experiments conducted on Automatic Content Extraction (ACE) corpus showed that the discrete joint model significantly outperformed a strong pipelined baseline. Inspired by the work of Li and Ji¹¹, Li et al.⁸⁹ applied similar discrete joint models to extract adverse drug events (ADEs) between drug and disease entities from PubMed abstracts.

Despite that joint models were successfully applied to address the limitations of the pipelined method for performing NER and RC in both the general domain⁹¹⁰ and biomedical literature⁸⁹, few work has been done with the clinical narratives. We are aware of two published studies on joint methods¹¹¹¹² for recognizing some specific entities and their relations with medications. Wei et al.¹³ proposed a joint model only for attribute detection, which identifies only attribute entities and classifies their relations with medications in one step. Leeuwenberg and Moens¹¹ employed a structured perceptron to jointly predict temporal relations between events and temporal expressions (TLINKS), and the relation between these events and the document creation time (DCTR) from clinical narratives. However, their joint model only focuses on joint extraction of different relations given gold standard entities. Li and Ji¹¹ did not release their code for their seminal work on joint NER and RC. Although Li et al.¹ released their code for a short period, their method only addressed two types of entities and their relations. It cannot be directly used to address multiple entities and relations. In addition, due to the different writing styles and audiences, the challenges in clinical narratives when compared with literature publications are significant¹⁴. Consequently, it is necessary to investigate whether or not a joint model could outperform the pipelined method when performing NER and RC from clinical narratives in EHRs.

As a preliminary study, here we proposed to develop a discrete joint model for joint NER and RC from clinical narratives, using two public datasets from previous studies³¹⁵.
Materials and Methods

Dataset

We used two datasets in this study, namely the i2b2 2010 shared task challenge dataset and Lee et al.’s direct temporal relation extraction dataset. The first dataset was collected from discharge summaries from three different hospitals and was manually annotated by experts with three types of entities including PROBLEM, TEST, and TREATMENT, and eight types of relations including treatment improves medical problem (TrIP), treatment worsens medical problem (TrWP), treatment causes medical problem (TrCP), treatment is administered for medical problem (TrAP), treatment is not administered because of medical problem (TrNAP), test reveals medical problem (TeRP), test conducted to investigate medical problem (TeCP), and medical problem indicates medical problem (PIP). out of 477 original 170 were available for download and we randomly split them in a 60:20:20 ratio for training, development, and test sets respectively. The statistics of this dataset is shown in Table 1.

The second dataset was constructed by Lee et al. to extract direct temporal relations from discharge summaries by leveraging the i2b2 2012 temporal relation extraction dataset. This dataset contains entity types EVENT and TIMEX3 and three types of relations between them (AFTER, BEFORE, and OVERLAP), which followed the types used in the i2b2 2012 shared task. In this study, in order to get a development set to tune the model, we also combined the original 190 training documents and 120 testing documents and randomly split them in a 60:20:20 ratio for training, development, and test sets respectively. The statistics of this dataset are shown in Table 2.

Table 1. Statistics of the i2b2 2010 dataset.

<table>
<thead>
<tr>
<th></th>
<th>Train</th>
<th>Development</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>#documents</td>
<td>266</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>#sentences</td>
<td>27,429</td>
<td>7,707</td>
<td>8,805</td>
</tr>
<tr>
<td>#entities (PROBLEM)</td>
<td>12,610</td>
<td>3,088</td>
<td>3,966</td>
</tr>
<tr>
<td>#entities (TEST)</td>
<td>8,619</td>
<td>2,558</td>
<td>2,654</td>
</tr>
<tr>
<td>#entities (TREATMENT)</td>
<td>8,949</td>
<td>2,259</td>
<td>2,978</td>
</tr>
<tr>
<td>#relations (TrIP)</td>
<td>130</td>
<td>36</td>
<td>37</td>
</tr>
<tr>
<td>#relations (TrWP)</td>
<td>91</td>
<td>19</td>
<td>23</td>
</tr>
<tr>
<td>#relations (TrCP)</td>
<td>333</td>
<td>110</td>
<td>83</td>
</tr>
<tr>
<td>#relations (TrAP)</td>
<td>1,685</td>
<td>391</td>
<td>541</td>
</tr>
<tr>
<td>#relations (TrNAP)</td>
<td>112</td>
<td>28</td>
<td>34</td>
</tr>
<tr>
<td>#relations (TeRP)</td>
<td>2,061</td>
<td>429</td>
<td>563</td>
</tr>
<tr>
<td>#relations (TeCP)</td>
<td>330</td>
<td>73</td>
<td>101</td>
</tr>
<tr>
<td>#relations (PIP)</td>
<td>1,348</td>
<td>367</td>
<td>488</td>
</tr>
</tbody>
</table>

Table 2. Statistics of Lee et al.’s direct temporal extraction dataset.

<table>
<thead>
<tr>
<th></th>
<th>Train</th>
<th>Development</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>#documents</td>
<td>190</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>#sentences</td>
<td>7,888</td>
<td>2,613</td>
<td>2,610</td>
</tr>
<tr>
<td>#entities (EVENT)</td>
<td>12,611</td>
<td>4,478</td>
<td>4,125</td>
</tr>
<tr>
<td>#entities (TIMEX3)</td>
<td>2,517</td>
<td>882</td>
<td>789</td>
</tr>
<tr>
<td>#relations (AFTER)</td>
<td>382</td>
<td>133</td>
<td>129</td>
</tr>
<tr>
<td>#relations (BEFORE)</td>
<td>464</td>
<td>139</td>
<td>139</td>
</tr>
<tr>
<td>#relations (OVERLAP)</td>
<td>1,598</td>
<td>563</td>
<td>529</td>
</tr>
</tbody>
</table>

The Baseline Pipeline Architecture

A straightforward solution to the end-to-end relation extraction task is first to recognize the entity mentions from a given sentence and then to classify the relations between any possible entity pairs. We employed this pipelined solution (shown in Figure 1(a)) for both subtasks as baselines, using the same implementation as we did in the previous challenges, in which our entries ranked top on both datasets.

NER: We cast the NER task as a sequential token tagging task, adopting the well-known BIO scheme. We employed a linear-chain Conditional Random Fields (CRF) model for the NER subtask, since it has shown state-of-the-art
performance in many clinical NER systems\textsuperscript{1-4} in several challenges. The CRFsuite package\textsuperscript{5} was used to train the CRF models. The features used for the CRF model are the token-based features for NER listed in Table 3.

![Diagram of Pipeline Architecture](attachment:Pipeline_Architecture.png)

(a) Pipeline Architecture

![Diagram of Joint Framework](attachment:Joint_Framework.png)

(b) Joint Framework

**Figure 1.** Overview of the pipeline architecture and the joint framework for end-to-end relation extraction

**RC:** Given a sentence with the recognized entity mentions, the RC task is to classify each pair of entity mentions into one of several pre-defined relation types. We employed a support vector machine (SVM) classifier for the RC subtask, since it has shown state-of-the-art performance in many clinical RC systems\textsuperscript{5, 6, 15, 16} in several challenges. The LIBLINEAR package\textsuperscript{21} was used to train the SVM classifiers. We also employed cost-sensitive learning\textsuperscript{6, 15, 22} in order to counterbalance the effect of dominating number of negative instances, since the type distributions of the relations are unbalanced (see Table 1 and Table 2). To each relation type, we assigned a weight that is inversely proportional to the class frequency, adjusting the penalty factor in the SVM training\textsuperscript{21}. The features used for the SVM classifier are the local features for RC listed in Table 3.

**The Joint Framework**

Inspired by previous work\textsuperscript{3-5, 8}, we cast the whole task as a structured prediction problem, which performed the two subtasks jointly. This overcomes the two main issues with the pipeline architecture, error propagation and failure to model interactions between related subtasks.

**Output Structure Representation:** We first introduced a new representation for the output of the end-to-end relation extraction task. Given an input sentence $x$, the output structure $y$ consists of the following two types of nodes:

- **Segment Node** $S(j, i, t)$: A segment is a sequence of tokens. $j$ and $i$ denote the left and right boundaries of a segment, $1 \leq j \leq i \leq |x|$, where $|x|$ is the length of a sentence $x$; the type $t$ of the segment is drawn from a task-specific set of labels $T_S$. For example, in Lee et al.’s direct temporal relation extraction dataset, $T_S = \{\text{EVENT}, \text{TIMEX3}, \text{O}\}$. Namely, $t = \text{EVENT}$ if the segment is an event mention, $t = \text{TIMEX3}$ if the segment is a time expression mention, and $t = \text{O}$ if the segment is neither an event mention nor a time expression mention. The length of a type $O$ segment is always 1.

- **Relation Node** $R(i_1, i_2, r)$: $i_1$ and $i_2$ denote the right boundaries of two segment nodes; $r \in T_R$ is the type of the relation node. For example, in Lee et al.’s direct temporal relation extraction dataset, $T_R = \{\text{AFTER}, \text{BEFORE}, \text{OVERLAP}, \text{NIL}\}$. Here, $r = \text{AFTER}$ if the two segment nodes have the AFTER relation, $r = \text{BEFORE}$ if they have the BEFORE relation, $r = \text{OVERLAP}$ if they have the OVERLAP relation and $r = \text{NIL}$ if they do not have any direct temporal relations.

**Structured Prediction Formulation:** With the new output structure representation, the end-to-end relation extraction task becomes a structured prediction problem, which is to predict the most probable output structure $\hat{y}$ for a given sentence $x$. Let $x \in X$ be an input sentence, and $y' \in Y(x)$ be a candidate output structure. Our goal is to predict the most probable output structure $\hat{y}$ for $x$. We use the following linear model to predict the most probable output structure $\hat{y}$ for $x$:

$$\hat{y} = \arg \max_{y' \in Y(x)} w^T \cdot \Phi(x, y')$$  \hspace{1cm} (1)
where $\Phi(x, y')$ is the feature vector that characterizes the input sentence $x$ together with a candidate output structure $y'$, and $w$ is the corresponding feature weights. With the new problem definition, the end-to-end relation extraction can be performed naturally in a joint search space simultaneously, shown in Figure 1(b).

**Table 3.** Summary of the features used in this work

<table>
<thead>
<tr>
<th>Feature Type</th>
<th>Feature Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Local Features for Named Entity Recognition (Token-based)</strong></td>
<td></td>
</tr>
<tr>
<td>Word Shape Features</td>
<td>The word itself, its stemmed form and its shape with converting all the numbers, capital and lowercase letters to '!', 'A', 'a'</td>
</tr>
<tr>
<td>N-gram Features</td>
<td>Bag-of-words or POS tags of the context window up to 5 words</td>
</tr>
<tr>
<td>Prefix / Suffix Features</td>
<td>Word prefixes and suffixes, from 1 to 3 characters</td>
</tr>
<tr>
<td>Sentence Features</td>
<td>Sentence length and whether the sentence starts with enumerate words</td>
</tr>
<tr>
<td>Section Features</td>
<td>Which section of the clinical note the word appears in</td>
</tr>
<tr>
<td>Regular Expression Features</td>
<td>Whether or not the word matches with a predefined regular expression set</td>
</tr>
<tr>
<td>Dictionary Features</td>
<td>Pre-label of words with a given domain dictionary based on BIO schema</td>
</tr>
<tr>
<td>Brown Clustering Features</td>
<td>Brown clustering features based on the 4th, 8th, and 12th bits of the path</td>
</tr>
<tr>
<td>Word Embeddings Features</td>
<td>Word embeddings of the context window up to 5 words</td>
</tr>
<tr>
<td><strong>Local Features for Named Entity Recognition (Segment-based)</strong></td>
<td></td>
</tr>
<tr>
<td>Segment Shape Features</td>
<td>The segment itself, its stemmed form and its shape with concatenating the shape of each word in the segment</td>
</tr>
<tr>
<td>Context Features</td>
<td>Bag-of-words or POS tags of the preceding / following two words</td>
</tr>
<tr>
<td>Dictionary Features</td>
<td>Whether the segment appears in a given domain dictionary</td>
</tr>
<tr>
<td><strong>Local Features for Relation Classification</strong></td>
<td></td>
</tr>
<tr>
<td>Entity Features</td>
<td>The type of an entity, the surface form and stemmed form of an entity, and the combinations of the stemmed words in both the entities involved</td>
</tr>
<tr>
<td>Context Features</td>
<td>The surface form and stemmed form of (1) the preceding / following two words of an entity mention and (2) the words between the two entity mentions</td>
</tr>
<tr>
<td>Position Features</td>
<td>The position and direction (left or right) information between the two entity mentions</td>
</tr>
<tr>
<td><strong>Global Features for Named Entity Recognition</strong></td>
<td></td>
</tr>
<tr>
<td>Neighbor Coherence Features</td>
<td>Neighbor coherence between two neighboring segments</td>
</tr>
<tr>
<td><strong>Global Features for Relation Extraction</strong></td>
<td></td>
</tr>
<tr>
<td>Neighbor Coherence Features</td>
<td>Neighbor coherence between two relations if an entity mention is shared</td>
</tr>
</tbody>
</table>

**Joint Decoding Algorithm:** The key step in both training and test is the decoding algorithm, which aims to search for the best output structure under the current model parameters. Since it is intractable to perform exact search in the joint framework, we employed a beam-search algorithm, an instance of inexact search, to approximate Equation (2).

Specifically, for an input sentence, the beam-search algorithm incrementally expands partial output structures to find the optimal output structure with the best score. The $k$-best partial output structures for $x$ ending at the $i$th token is:

$$B[i] = \arg \max_{y_{1:i} \in Y(x, i)} w^T \cdot \Phi(x, y_{1:i})$$  \hspace{0.5cm} (2)

where $y_{1:i}$ denotes the partial output structure whose last segment ends at the $i$th token, and $Y(x, i)$ stands for the search space. The joint decoding algorithm is shown in Algorithm 1. For each token index $i$, the algorithm maintains a beam $B[i]$ for the partial output structures whose last segments end at the $i$th token (line 11 and 22 in Algorithm 1).
Algorithm 1 Joint Decoding Algorithm based on Beam-Search

Input: a sentence \( x = x_{[1..|x|]} \)
\( k \): beam size
\( T_s \): types of a segment node
\( T_r \): types of a relation node
\( \bar{d}_t \): maximum length of a segment with type \( t \), \( t \in T_s \)

Output: best output structure \( \hat{y} \) for \( x \)

1: initialize \( |x| \) empty beams \( B[1..|x|] \)
2: for \( i \in 1..|x| \) do
   /* recognition action */
   3: \( \text{buf} \leftarrow \emptyset \)
4: for \( t \in T_s \) do
5:   for \( d \in 1..\bar{d}_t \) do
6:     \( j \leftarrow \max(1,i-d+1) \)
7:     \( S(j,i,t) \leftarrow \text{New\_Segment}(j,i,t) \)
8:     for \( y_{[1..d]} \in B[i-d] \) do
9:       \( y_{[1..j]} \leftarrow \text{Append}(y_{[1..d]},S(j,i,t)) \)
10:      \( \text{buf} \leftarrow \text{buf} \cup \{y_{[1..j]}\} \)
11:     \( B[i] \leftarrow k\text{-best}(\text{buf}) \)
   /* relation action */
12: for \( j \in (i-1)\ldots1 \) do
13:   \( \text{buf} \leftarrow \emptyset \)
14: for \( y_{[1..j]} \in B[i] \) do
15:   if Has\_Valid\_Pair\( (y_{[1..j]}, j, i) \) then
16:     for \( r \in T_r \) do
17:       \( R(i, j, r) \leftarrow \text{New\_Relation}(y_{[1..j]}, j, i, r) \)
18:       \( y'_{[1..j]} \leftarrow \text{Append}(y_{[1..j]}, R(i, j, r)) \)
19:       \( \text{buf} \leftarrow \text{buf} \cup \{y'_{[1..j]}\} \)
20:     \( \text{else} \)
21:     \( \text{buf} \leftarrow \text{buf} \cup \{y_{[1..j]}\} \)
22: \( B[i] \leftarrow k\text{-best}(\text{buf}) \)
23: return \( B[|x|][0] \)

Algorithm 2 Structured Perceptron Algorithm with Beam-Search & Early-Update

Input: training data \( \mathcal{D}^T = \{x_i, y_i\}_{i=1}^n \)
\( I \): maximum iteration number

Output: model parameters \( w \)

1: initialize \( w \leftarrow 0 \)
2: for \( t \in 1..I \) do
3:   for each \( (x, y) \in \mathcal{D}^T \) do
4:     \( (y', z) \leftarrow \text{BeamSearch}(x, y, w) \)
5:     if \( z \neq y' \) then
6:       \( w \leftarrow w + \Phi(x, y') - \Phi(x, z) \)
7: return \( w \)

Model Training: We employed a structured perceptron\(^2\), an extension of the standard perceptron for structured prediction, to estimate the model parameters \( w \) from the training data. For each labeled example \((x_i, y_i)\), the algorithm uses Equation (3) to search for the best output structure \( \hat{y}_i \) for \( x_i \) under the current model parameters. If \( \hat{y}_i \) is different from the ground truth \( y_i \), then the parameters are updated as follows:

\[
 w \leftarrow w + \Phi(x_i, y_i) - \Phi(x_i, \hat{y}_i) \tag{3}
\]

Huang et al.\(^3\) proved the convergence of the structured perceptron when violation-fixing update methods such as early-update\(^4\) are applied to beam search. In this work, we employed the early-update method for model training, as shown in Algorithm 2. For each training example \((x, y)\), the algorithm performs beam-search, which is Algorithm 1
with one exception. If $y'$, the prefix of the ground-truth $y$, falls out of the beam after each execution of $k$-best function (line 11 and 22 in Algorithm 1), then $y'$ and the top partial output structure $z$ in the current beam are returned for updating parameters (line 4 in Algorithm 2). In practice, we used averaged parameters to avoid overfitting\textsuperscript{22} when decoding the test examples.

Features: We used local and global features in the joint framework as shown in Table 3.

- **Local Features:** Local features are only related to the individual segments, which include the token-based features for NER, the segment-based features for NER, and the local features for RC.

**Global Features:** One advantage of the joint framework is that we can easily exploit arbitrary global features from the entire output structure to capture long-distance dependencies within a task and cross-task dependencies\textsuperscript{7}. We developed an NER-specific global feature (i.e., the Neighbor Coherence Feature for NER shown in Table 3) once a new segment node is made during decoding. The assumption of this global feature is that neighboring entity mentions tend to have coherent entity types.

Evaluation Metrics

For both NER and RC, we adopt three widely used metrics for evaluation: Precision ($P$), Recall ($R$) and $F_1$. $P$ is a measure of what percentage the predicted output labels are correct, and $R$ tells us to what percentage the gold-standard dataset are correctly labeled by the system. $F_1$ is the harmonic mean of $P$ and $R$.

Parameters Setting

There were several parameters to be set in Algorithms 1 and 2. The maximum length $\hat{d}_t$ for each segment with type $t$ was collected from the training data at the beginning of the training phase. Table 4 shows the maximum length of each type of segment node in the training, development and test sets. We found that the numbers collected from the training data were larger than those in both the development and test data. The beam size $k$ and maximum iteration number $I$ were learned from the development set. Similar to the findings in previous work\textsuperscript{9}, larger beam sizes lead to marginal increase in performance but much longer decoding time. As a trade-off, we set the beam size $k = 2$ throughout the experiments. We set the maximum number of training iterations $I = 40$ throughout the experiments.

Table 4. Maximum length of each type of segment in the two datasets.

<table>
<thead>
<tr>
<th>Segment Node Type</th>
<th>Maximum Length $\hat{d}_t$</th>
<th>train</th>
<th>development</th>
<th>test</th>
</tr>
</thead>
<tbody>
<tr>
<td>PROBLEM</td>
<td>12</td>
<td>8</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>TEST</td>
<td>11</td>
<td>6</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>TREATMENT</td>
<td>8</td>
<td>7</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>EVENT</td>
<td>10</td>
<td>9</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>TIMEX3</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
</tbody>
</table>

Results

Results on Development Sets

Figure 3 and Figure 4 show the learning curves on the development set of the i2b2 2010 dataset and Lee et al.’s direct temporal relation extraction dataset, respectively. The learning curves compare both the NER and RC performance of the joint model with and without global features in terms of $F_1$. From these figures, it is clear that the global features are effective at improving the extraction performance on both tasks. We can also see that the performance gap between the model with and without global features becomes smaller when the number of iterations increases to 40. Finally, we set the number of training iterations as 20 and 11 for the two datasets based on the learning curves.
Overall Performance on Test Sets

We compared the following three methods on the end-to-end relation extraction task from the two test sets.

- **Pipeline**: This baseline method is based on the pipeline architecture.
- **Joint (l)**: This method is based on the joint framework with only local features.
- **Joint (l+g)**: This method is based on the joint framework with both local and global features.

Table 5 illustrates the overall performance on the NER and RC subtasks on the i2b2 2010 dataset and Lee et al.’s direct temporal relation extraction dataset. From the table, we observe that (1) Both Joint (l) and Joint (l+g) consistently outperformed Pipeline on the two datasets in precision score by 1.2-1.6% on the NER subtask and by 4.1-7.5% on the RC subtask. There was no significant improvement when comparing Joint (l+g) with Joint (l) in precision score on the NER subtask, while Joint (l+g) outperformed Joint (l) in precision score by 1.3-1.6% on the RC subtask. (2) Both Joint (l) and Joint (l+g) outperformed Pipeline on Lee et al.’s direct temporal relation extraction dataset in recall score by 0.5-0.6% on the NER subtask and by 0.8-1.8% on the RC subtask, while both the joint models did not improve recall on the i2b2 2010 dataset on both the NER and RC subtasks. (3) Both Joint (l) and Joint (l+g) consistently outperformed Pipeline on the two datasets in $F_1$ score by 0.7-0.9% on the NER subtask and by 0.5-3.5% on the RC subtask. Similar to the precision score, there was no significant improvement when comparing Joint (l+g) with Joint (l) in $F_1$ score on the NER subtask, while Joint (l+g) outperformed Joint (l) in $F_1$ score by 0.8-1.4% on the RC subtask.

In summary, both Joint (l) and Joint (l+g) consistently achieved higher precision and $F_1$ than Pipeline, although these joint models did not significantly improve recall on the RC subtask (in fact, recall decreased on the i2b2 2010 dataset). Joint (l) outperformed Pipeline on the two datasets in $F_1$ score by up to 0.8% on the NER subtask, and by up to 2.1% on the RC subtask. When the global features were introduced, Joint (l+g) further improved the performance and
outperformed \textit{Pipeline} on the two datasets in $F_1$ score by up to 0.9\% on the NER subtask and by up to 3.5\% on the RC subtask.

**Table 5.** Overall performance on the NER and RC subtasks on the i2b2 2010 dataset and Lee et al.’s direct temporal relation extraction dataset

<table>
<thead>
<tr>
<th>Method</th>
<th>NER</th>
<th>RC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P$</td>
<td>$R$</td>
</tr>
<tr>
<td><strong>i2b2 2010 dataset</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>\textit{Pipeline}</td>
<td>0.8395</td>
<td>0.8240</td>
</tr>
<tr>
<td>\textit{Joint (l)}</td>
<td>0.8554</td>
<td>0.8223</td>
</tr>
<tr>
<td></td>
<td>+1.6%</td>
<td>-0.2%</td>
</tr>
<tr>
<td>\textit{Joint (l+g)}</td>
<td>0.8533</td>
<td>0.8255</td>
</tr>
<tr>
<td></td>
<td>+1.4%</td>
<td>+0.2%</td>
</tr>
<tr>
<td><strong>Lee et al.’s direct temporal relation extraction dataset</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>\textit{Pipeline}</td>
<td>0.8120</td>
<td>0.8026</td>
</tr>
<tr>
<td>\textit{Joint (l)}</td>
<td>0.8238</td>
<td>0.8077</td>
</tr>
<tr>
<td></td>
<td>+1.2%</td>
<td>+0.5%</td>
</tr>
<tr>
<td>\textit{Joint (l+g)}</td>
<td>0.8236</td>
<td>0.8085</td>
</tr>
<tr>
<td></td>
<td>+1.2%</td>
<td>+0.6%</td>
</tr>
</tbody>
</table>

**Table 6.** Performance on each entity and relation type on the i2b2 2010 dataset and Lee et al.’s direct temporal relation extraction dataset.

<table>
<thead>
<tr>
<th>Type</th>
<th>\textit{Pipeline}</th>
<th>\textit{Joint (l)}</th>
<th>\textit{Joint (l+g)}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P$</td>
<td>$R$</td>
<td>$F_1$</td>
</tr>
<tr>
<td><strong>i2b2 2010 dataset</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>\textsc{PROBLEM}</td>
<td>0.8268</td>
<td>0.8283</td>
<td>0.8276</td>
</tr>
<tr>
<td>\textsc{TEST}</td>
<td>0.8528</td>
<td>0.8271</td>
<td>0.8397</td>
</tr>
<tr>
<td>\textsc{TREATMENT}</td>
<td>0.8452</td>
<td>0.8156</td>
<td>0.8301</td>
</tr>
<tr>
<td>\textsc{TrIP}</td>
<td>0.6190</td>
<td>0.3514</td>
<td>0.4483</td>
</tr>
<tr>
<td>\textsc{TrWP}</td>
<td>0.2727</td>
<td>0.1304</td>
<td>0.1765</td>
</tr>
<tr>
<td>\textsc{TrCP}</td>
<td>0.3000</td>
<td>0.2892</td>
<td>0.2945</td>
</tr>
<tr>
<td>\textsc{TrAP}</td>
<td>0.4509</td>
<td>0.5009</td>
<td>0.4746</td>
</tr>
<tr>
<td>\textsc{TrNAP}</td>
<td>0.3846</td>
<td>0.1471</td>
<td>0.2128</td>
</tr>
<tr>
<td>\textsc{TeRP}</td>
<td>0.5565</td>
<td>0.5595</td>
<td>0.5580</td>
</tr>
<tr>
<td>\textsc{TeCP}</td>
<td>0.3659</td>
<td>0.2970</td>
<td>0.3279</td>
</tr>
<tr>
<td>\textsc{PIP}</td>
<td>0.2762</td>
<td>0.1783</td>
<td>0.2167</td>
</tr>
<tr>
<td><strong>Lee et al.’s direct temporal relation extraction dataset</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>\textsc{EVENT}</td>
<td>0.8138</td>
<td>0.8075</td>
<td>0.8107</td>
</tr>
<tr>
<td>\textsc{TIMEX3}</td>
<td>0.8024</td>
<td>0.7769</td>
<td>0.7894</td>
</tr>
<tr>
<td>\textsc{AFTER}</td>
<td>0.3934</td>
<td>0.1860</td>
<td>0.2526</td>
</tr>
<tr>
<td>\textsc{BEFORE}</td>
<td>0.3902</td>
<td>0.2319</td>
<td>0.2909</td>
</tr>
<tr>
<td>\textsc{OVERLAP}</td>
<td>0.4223</td>
<td>0.4518</td>
<td>0.4365</td>
</tr>
</tbody>
</table>

**Performance of each entity and relation type**

To give a more nuanced view of the comparative performance of the models, we show the performance of each entity and relation type on the two datasets in Table 6. From the table, we see that (1) Both \textit{Joint (l)} and \textit{Joint (l+g)} consistently outperformed \textit{Pipeline} on the two datasets in $F_1$ score in all entity types. \textit{Joint (l+g)} further outperformed \textit{Joint (l)} in $F_1$ score in the \textsc{PROBLEM} entity type and \textsc{TIMEX3} entity type on the i2b2 2010 dataset and Lee et al.’s
direct temporal relation extraction dataset, respectively. (2) Both Joint (l) and Joint (l+g) outperformed Pipeline on the i2b2 2010 dataset in $F_1$ score in most of the relation types except TrIP, TeCP and PIP, and Joint (l+g) further outperformed Joint (l) in the TrIP, TrCP, TrAP and TeRP relation types. Joint (l) outperformed Pipeline on Lee et al.’s direct temporal relation extraction dataset in $F_1$ score in all relation types except BEFORE, while Joint (l+g) outperformed Pipeline and Joint (l) in all relation types.

In summary, both Joint (l) and Joint (l+g) outperformed Pipeline on the two datasets in $F_1$ score in all entity types and most relation types. Joint (l+g) further outperformed Joint (l) on the two datasets in $F_1$ score in most of the entity and relation types.

Discussion

In this study, we investigated the impact of a discrete joint model for entity and relation extraction from clinical notes, using two public datasets. The joint model with both local and global features outperformed the state-of-the-art pipelined methods on the two datasets in $F_1$ score by up to 0.9% on the NER subtask and by up to 3.5% on the RC subtask. To the best of our knowledge, this is one of the initial studies to investigate discrete joint models for the end-to-end relation extraction in clinical notes.

Although the discrete joint model outperformed the pipelined method on both the NER and RC subtasks in terms of precision and $F_1$, it didn’t improve significantly in terms of recall and actually decreased performance (compared to the pipelined approach) on the RC subtask on the i2b2 2010 dataset. We believe the main reason is that the combination of the subtasks led to feature sparsity in the discrete joint model, which requires more effective learning algorithms for training, or an alternate representation. We will try to apply k-best MIRA method, an online large-margin learning algorithm, to address this issue. Another possible solution to this issue is to introduce low-dimensional dense features (e.g., neural features) into the joint framework.

One advantage of the joint framework is that we can easily introduce arbitrary global features into the model. In this work, we introduced neighbor coherence features for both the NER and RC purpose as shown in Table 3. As shown in the overall results of both the development and test sets, Joint (l+g) consistently outperformed Joint (l) in $F_1$ score, indicating the effectiveness of the introduced global features. We also noticed that the RC subtask benefited much more from the global features than that of the NER subtask. One possible reason is that the RC subtask relies much more on the long-distance dependencies than that of the NER subtask, which can be well captured by the introduced global features. When we further investigated the performance of each entity and relation type on the test sets, Table 6 shows that Joint (l+g) outperformed Joint (l) in most of the entity and relation types.

From Table 6, we observed for the i2b2 2010 dataset, the joint models were very worse than pipeline in the TrIP and PIP relation types, although they outperformed pipeline in most of the relation types. This shows the difficulty of the joint models on the two relation types. One possible reason is that the size of the data in the TrIP relation type is not enough to train a good joint model. For the data in the PIP relation type, although the size of the data is reasonable, it would be confusing for the discrete joint model to predict the relation between two problem entities. On possible solution is to introduce some global features to rescue these errors. We will leave it as future work.

Finally, our discrete joint models for the end-to-end relation extraction from clinical notes required a substantial feature engineering effort. Recently, neural joint models have alleviated these concerns. Thus, we will investigate such neural joint models for joint information extraction from clinical data. We will also develop some strategies to combine the discrete joint model and neural joint model in the future.

Conclusion

In this study, we applied a discrete joint model based on structured perceptron and beam search to jointly perform NER and RC from clinical notes, in order to address the limitations of the traditional pipeline architecture. Results showed that the discrete joint model effectively improved the performance compared to its pipelined counterpart on the end-to-end relation extraction from clinical notes.
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Abstract

Rare diseases affect between 25 and 30 million people in the United States, and understanding their epidemiology is critical to focusing research efforts. However, little is known about the prevalence of many rare diseases. Given a lack of automated tools, current methods to identify and collect epidemiological data are managed through manual curation. To accelerate this process systematically, we developed a novel predictive model to programatically identify epidemiologic studies on rare diseases from PubMed. A long short-term memory recurrent neural network was developed to predict whether a PubMed abstract represents an epidemiologic study. Our model performed well on our validation set (precision = 0.846, recall = 0.937, AUC = 0.967), and obtained satisfying results on the test set. This model thus shows promise to accelerate the pace of epidemiologic data curation in rare diseases and could be extended for use in other types of studies and in other disease domains.

Introduction

In the United States, a rare disease is defined as affecting fewer than 200,000 people.¹ It is estimated that between 6,000 and 8,000 rare diseases exist,² and that they affect between 25 and 30 million people in the United States.³ Among rare diseases, there is a significant range in prevalence. Some disorders with higher prevalence rates are well-documented in the population; for instance, sickle cell disease is estimated to affect 100,000 people in the United States.⁴ Other diseases are much rarer, affecting only a handful of patients. Fewer than twenty cases of Jansen’s metaphyseal chondrodysplasia have been reported, for example.⁵ Still others are sporadically documented only in occasional case reports. Accurate estimates of prevalence and incidence rates are critical to developing an understanding of a disease’s scope and population burden. Continued epidemiological data on a greater distribution of rare diseases can help in recognizing patterns in etiology and inform decisions on research funding by providing quantifiable indications of impact.⁶

Epidemiologic data can be discovered and presented in several ways. The most complete findings are provided through epidemiologic studies, which describe the frequency of a disease in a certain population group by both geographic and demographic distribution. Such studies are often found for rare diseases whose affected population sizes range closer to the upper margins of the US rare disease definition, as they are prevalent enough to warrant a large-scale study and for results to have sufficient statistical strength. For the majority of rare diseases, however, no epidemiology studies have been conducted and population estimates are often derived solely from expert opinions and published case reports.⁷ As such, remaining vigilant of newly published epidemiologic studies in these diseases is an important task in guiding research efforts focused on the broader field of rare diseases.

The Genetic and Rare Diseases (GARD) Information Center, a program managed by the National Center for Advancing Translational Sciences (NCATS) within the National Institutes of Health (NIH), aims to curate and disseminate freely accessible consumer health information on over 6,500 genetic and rare diseases.⁸ Currently, GARD curators search PubMed for relevant articles and manually review them for curation, which is a tedious and error-prone process. Curators noted that searching with keywords on PubMed returned relevant results, but they found less utility in the ranking of those results and were reliant on a manual process of reviewing and selecting evidence to pick as sources for curating knowledge. By leveraging natural language processing (NLP) techniques to automatically identify rare disease epidemiologic studies from a very large volume of PubMed articles, we aim to supplement this evidence selection process and reduce the need for strict manual review of publications.
Previously, traditional machine learning approaches have been applied to classify electronic health records for epidemiologic studies. Biomedical text classification has been performed using convolutional neural networks and support vector machines. In this work, we explored the use of a recurrent neural network (RNN) to predict the probability that a given scientific abstract on a rare disease is epidemiology related. In particular, we applied long short-term memory units, a type of recurrent neural network that is well-suited for NLP because their ability to store an internal state allows them to effectively process sequential data such as text. RNNs are considered state-of-the-art for sentiment analysis, machine translation, and speech recognition. RNNs have also shown to perform well for biomedicine-related NLP tasks, such as named entity recognition for biomedical related terms and chemical-protein interaction extraction from scientific papers.

To our knowledge, this work represents the first attempt to automatically classify epidemiologic publications for rare diseases. Based on the performance of RNNs in related tasks, we hypothesize that this model will also be well-suited for epidemiology identification. We suspect that an RNN will be able to identify more sophisticated and semantically meaningful features than other machine learning approaches such as rule-based models or support vector machines, due to its mathematical complexity and broad success across NLP applications. This feature is important for this task because of the variation in the structure and content of epidemiologic studies, and the superficial similarities with other publication types, particularly in the limited dataset that is available. In addition, the flexibility of neural networks could allow for other types of publication classification tasks to benefit from this approach.

**Methods**

**Dataset construction**

We considered epidemiologic study identification as a binary classification task, which thus requires a positive set, containing PubMed abstracts that are rare disease-related epidemiologic studies, and a negative set, consisting of abstracts that are not rare diseases-related epidemiologic studies. As no such datasets already exist, and manually labeling articles would be labor-intensive, we utilized Medical Subject Headings (MeSH) and NLP techniques to create our own datasets.

Our positive dataset was constructed from a list of reference articles with epidemiologic data curated by Orphanet, which provides datasets relating to rare diseases. We selected only the references indexed by PubMed, which allowed us to retrieve their abstracts and MeSH terms through the EBI RESTful API. While many of these articles were epidemiologic studies, some focused on treatments or genetic causes, and instead contained references to data obtained in previous epidemiologic studies for the disease. Others were case reports, which were excluded from this study. To filter out these types of articles, we retrieved the MeSH terms tagged to each PubMed article through the EBI API. If the PubMed article is tagged with the epidemiology-related MeSH terms including “Epidemiology (MeSH:D004813),” “Prevalence(MeSH:D015995),” or “Incidence(MeSH:D015994),” then the article was retained; otherwise, it was excluded. Articles that are categorized as case reports based on their publication types were also removed. Abstracts were retrieved from the API if available based on their PMIDs.

To construct our negative dataset, we began with a list of 6,073 rare diseases included in GARD. For each of these diseases, we invoked the EBI API to retrieve the top five associated PubMed articles. From these results, we removed articles that fall into one of the following criteria: 1) the article is part of the reference list from the Orphanet epidemiologic data; 2) the article is associated with any of the aforementioned epidemiology related MeSH terms; 3) the abstract mentions any of the keywords of “epidemiology”, “prevalence”, or “incidence.”

We combined the above two sets and used an 80:20 training/validation split. From the Orphanet dataset, we randomly selected one hundred articles to form a test set.

**Text preprocessing**

**Text normalization.** Abstracts for epidemiologic studies often include the region in which the study was conducted and numerical statistics for prevalence data. The particular region and specific numerical values would add noise to the interpretation. Thus, we replaced all instances of percentage, geopolitical entities (countries, cities, and states), other locations, dates, times, quantities, ordinal values, and cardinal values with their entity types using the spaCy library. In addition, we applied the scispaCy package to normalize individual biomedical entities with their corresponding entity types, such as diseases, tissues, organs, and chemicals. We also removed stop words from the text. Figure 1 shows an example of the text normalization process for one abstract. All mentions of the specific disease, numeric values and geographic locations in this example have been normalized by their entity types.
Chagas disease causes the highest burden of any parasitic disease in the Western hemisphere. By applying published seroprevalence figures to immigrant populations, we estimate that 300,167 individuals with Trypanosoma cruzi infection live in the United States, with 30,000-45,000 cardiomyopathy cases and 63-315 congenital infections annually. T. cruzi causes a substantial disease burden in the United States.

Text normalization example (the abstract is from 24)

Tokenization. We also fit a preprocessing tokenizer from the TensorFlow library on the training set. We limited our vocabulary size to 5,000, and the words that are not within the 5,000 most frequently used words in the training set are replaced with the <OOV> (out of vocabulary) token. In the example abstract shown in Figure 1, “seroprevalence,” “immigrant,” and “cruzi” were all replaced with “<OOV>,” as these words do not occur frequently in rare disease texts. The tokenizer additionally vectorizes the set of abstracts and adds padding to standardize the length of the abstracts.

Recurrent neural network

We fit a shallow recurrent neural network on the training set. Figure 2 diagrams the model architecture. The network begins with an embedding layer, which converts the input into dense vectors representing the meaning of the abstract. The embedding layer is followed by two long short-term memory layers, the first with 64 units, and the second with 32 units. The output of the second LSTM layer feeds into a fully-connected (dense) layer with a ReLU activation function. The final output layer is followed by the softmax activation function, which adjusts the output to create probabilities. We used two LSTM layers as we found that this improved the model performance compared to one layer, and given the size of the dataset, we suspected that additional layers could cause overfitting. We begin with 64 units in the first LSTM layer to match the dimensionality of the embedding layer, and we decrease the dimensionality in the second LSTM layer to 32 to more densely represent the data. The model was compiled using the sparse categorical cross entropy loss function, and the Adam stochastic optimization function is applied. To reduce overfitting, we used early stopping with validation loss as the monitor. We set the maximum number of epochs to 10, as the preliminary results suggested that overfitting would compromise the performance with further epochs.

Evaluation

We conducted three steps to evaluate our model. 1) The model was evaluated on the hold-out validation set of 5,275 abstracts, of which 295 were epidemiologic studies. From this set, we calculated precision, recall, F1 score, and area under the ROC curve (AUC). 2) One GARD curator manually validated the predictive results on the test set consisting of 100 abstracts, none of which were included in the training or validation sets. 3) To further assess the performance of the model with practical cases, we performed five case studies with five rare diseases, namely Tay-Sachs disease, Turner syndrome, sickle cell disease, cystic fibrosis, and Ehlers-Danlos syndrome. Specifically, for each disease, we identified epidemiologic studies from their top fifty PubMed articles retrieved via EBI API. We sorted the articles in
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Figure 1: Text normalization example (the abstract is from 24)

Figure 2: The RNN model architecture. “Params” indicates the number of trainable parameters in the layer, and “units” indicates the number of basic computational nodes.
order of their predicted epidemiology probability and compared with our baseline results, which are the top five results by searching for the disease name and epidemiology related MeSH terms from PubMed.

Results

Dataset preparation

From the Orphanet epidemiology dataset, we extracted 10,845 articles with corresponding PMIDs. There are 4,691 PubMed articles associated with any MeSH terms. Of these, 1,506 articles have been tagged with epidemiology-related MeSH terms (“Epidemiology,” “Prevalence,” or “Incidence”) and were not categorized as case reports based on their publication types. After excluding 93 articles without abstracts, 1,413 articles comprised our positive set. Manual inspection on a sample set that confirmed that these articles represent epidemiologic studies. Figure 3 shows the results of creating the positive dataset.

![Figure 3](image)

**Figure 3**: Stepwise results for the preparation of the positive dataset.

28,515 PubMed articles were retrieved for the 6,073 GARD rare diseases. Of these articles, we excluded 469 articles that are part of the Orphanet epidemiology dataset, and 3,056 articles with epidemiology related MeSH terms or keywords, leaving 24,990 articles in the negative dataset. Manual examination on randomly selected articles was performed and showed that they cover a wide spectrum of topics, including case reports, treatment explanations, genetic analyses, and general literature reviews of disorders. The results of the negative dataset preparation are shown in Figure 4.

![Figure 4](image)

**Figure 4**: Stepwise results for the preparation of the negative dataset.
Table 1 provides the breakdown statistics of the dataset. In Discussion, we discuss the reason of having the imbalance in the training set and its influence on the model performance. Note that the total positive and negative dataset sizes were slightly reduced from the aforementioned numbers as articles in the test set were removed.

### Table 1: The composition of the training and validation sets.

<table>
<thead>
<tr>
<th></th>
<th>Positive dataset (epidemiologic studies)</th>
<th>Negative dataset (not epidemiologic studies)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Training set</strong></td>
<td>1119</td>
<td>19,981</td>
<td>21,100</td>
</tr>
<tr>
<td><strong>Test set</strong></td>
<td>268</td>
<td>5007</td>
<td>5275</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>1387</td>
<td>24,988</td>
<td>26,375</td>
</tr>
</tbody>
</table>

**Holdout validation set evaluation**

The recurrent neural network achieved promising results on the holdout validation set. Early stopping halted training after three epochs because of an increase in loss in the validation set. At this point, the precision on the validation set was 0.846, the recall was 0.937, the F1 score was 0.886, and the AUC was 0.967. The receiver operating characteristic (ROC) curve is given in Figure 5.

Overall, while the average epidemiology probability among the true positives was 0.966, the false positives received an average epidemiology probability of 0.892. Conversely, the epidemiology probability among the true negatives was 0.0229, while it was 0.0563 for false negatives. Of the 28 false negatives, only eight abstracts included epidemiologic information based on our manual review. Thus, given the focus of our study, the other twenty should be considered as true negatives, as our classification used only the abstract.

![ROC curve for the holdout validation set](image)

**Figure 5**: ROC curve for the holdout validation set.

**Manual evaluation**

A GARD curator manually validated the predictive results on the test set consisting of 100 articles, and these results suffered slightly compared to results on the holdout validation set. The precision was 0.726, the recall was 0.700, the F1 score was 0.701, and the AUC was 0.751. We discuss the reasons behind this discrepancy in the Discussion section.

Of the twenty false negatives based on the test result, twelve articles described epidemiologic information only in the full text, instead of in the abstracts themselves, such as with the two article “Chromosome 1p36 deletions: the clinical phenotype and molecular characterization of a common newly delineated syndrome” and “Mutations in KANSL1 cause the 17q21.31 microdeletion syndrome phenotype”. Thus, these errors were likely an artifact of the differing
focus of the manual evaluation. The false positives included genealogy and genetics studies, a case report, and two epidemiologic studies in geographic regions that were too constricted for use by GARD.

Case studies

On the case studies we performed for five rare diseases, our model generally successfully identified epidemiologic studies from PubMed. We set the probability threshold for an epidemiology article to be 0.5, and additionally included the exact probability for analysis. In most cases, the results returned with our method were more relevant than those found via filtering by epidemiology related MeSH terms from PubMed. The PubMed search query was composed as “(((epidemiology[MeSH Terms]) OR (prevalence[MeSH Terms]) OR (incidence[MeSH Terms])) AND (Disease Name))”, where “Disease Name” is replaced with the specific disease name.

Tay-Sachs disease.31 Four of the five articles that are predicted as epidemiologic studies by our model contain epidemiologic information, as shown in Figure 6. The article without epidemiologic information was ranked fourth of the five and had an epidemiology probability of 0.644. In contrast, out of the top five results from the manual PubMed search for Tay Sachs with epidemiology related MeSH terms, only one article titled “Insights into the genetic epidemiology of Crohn's and rare diseases in the Ashkenazi Jewish population”32 was epidemiology related and contained minimal information on Tay-Sachs disease. None of the four epidemiology articles discovered by our model appeared in the PubMed search results.

Turner syndrome.33 Two articles were predicted as epidemiologic studies. The first article does in fact give the prevalence of the syndrome,34 while the second article described the risk of coronary artery disease, a known clinical complication amongst Turner syndrome patients.35 The manual PubMed search does not include any epidemiologic studies in the top five results; notably, two of them were not related to Turner syndrome at all, and another two articles detail bone fragility and autoimmune thyroid disease in Turner syndrome, but are not epidemiologic studies.

Sickle cell disease (SCD).36 Of the four articles predicted as epidemiologic studies for SCD, one stated a rough estimate for its prevalence in the United States,37 one referred to the millions of patients affected worldwide,38 one compared the prevalence of priapism in those with and without SCD,39 and one detailed an approach to treatment.40 None of the results from the manual PubMed search were epidemiologic studies or provided epidemiologic information in their abstracts.

Cystic fibrosis.41 One positive result from the model for cystic fibrosis described the prevalence of fungal disease within the disorder.42 None of the results from the manual PubMed search were epidemiologic studies, although one provided an estimate for the worldwide prevalence of the disease.43

Ehlers-Danlos syndrome.44 One of the two positive results generated from the model, detailed the prevalence of cardiovascular disorders in patients with this syndrome.45 The other was did not involve epidemiology.46 One result classified as negative did include a prevalence statistic, but the topic of the article was surgical outcomes.47 None of the manual search results were epidemiologic studies or included epidemiologic information for Ehlers-Danlos syndrome.

<table>
<thead>
<tr>
<th>PMID</th>
<th>Title</th>
<th>Probability of epidemiology</th>
<th>Relevant text</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>The incidence and carrier frequency of Tay-Sachs disease in the French-Canadian population of Quebec based on retrospective data from 24 years, 1992-2015.</td>
<td>0.999</td>
<td>This corresponds to an incidence of 1/218,144, which in turn corresponds to a carrier frequency of 1/204.</td>
</tr>
<tr>
<td>1</td>
<td>Presentation of central precocious puberty in two patients with Tay-Sachs disease.</td>
<td>0.998</td>
<td>The disease is very rare in Turkey, with an incidence of 0.54/100,000</td>
</tr>
<tr>
<td>2</td>
<td>Prenatal Diagnosis of Tay-Sachs Disease.</td>
<td>0.823</td>
<td>TSD is more prevalent among Ashkenazi Jewish (AJ) individuals and some other genetically isolated populations with carrier frequencies of approximately ~1/27 which is much higher than that of 1/300 in the general population.</td>
</tr>
<tr>
<td>3</td>
<td>Patient-Derived Phenotypic High-Throughput Assay to identify Small Molecules Restoring Lysosomal Function in Tay-Sachs Disease.</td>
<td>0.644</td>
<td>None</td>
</tr>
<tr>
<td>4</td>
<td>Amyotrophy, cerebellar impairment and psychiatric disease are the main symptoms in a cohort of 14 Czech patients with the late-onset form of Tay-Sachs disease.</td>
<td>0.622</td>
<td>(a calculated birth prevalence of 1 per 325,175 live births)</td>
</tr>
</tbody>
</table>

Figure 6: Predictive results generated for the case study of Tay-Sachs disease.
Discussion

Epidemiologic studies provide insights and directions for basic and clinical research to determine the causes and mechanisms of rare diseases and develop methodologies for prevention, diagnosis, and treatment. However, epidemiologic data curation in the rare disease field continues to rely heavily on human effort, from identification of epidemiologic studies from PubMed to data curation. In this study, we presented a computational model by applying recurrent neural networks and NLP techniques to programatically identify epidemiologic studies from PubMed. This work can reduce the human effort required from the epidemiologic data curation process and holds promise for other applications beyond rare diseases and with other types of studies.

Quantitatively, our model performed very well on the holdout validation set, with a high AUC of 0.967. Our manual inspection of the results further proved that our model can consistently assign high epidemiology probabilities (above 0.98) for standard epidemiologic studies, and strong correlation is found between the predicted epidemiology probability and the amount of epidemiologic information mentioned in the abstract. For example, an article titled “Birth prevalence of Prader-Willi syndrome in Australia”, whose abstract details an epidemiologic study, obtained an epidemiology probability of 0.999. However, the article titled “Th17 cytokine deficiency in patients with Aspergillus skull base osteomyelitis”, which is a molecular study, is predicted to have an epidemiology probability of 0.00956. In addition, the five case studies demonstrated that this model was effective at surfacing epidemiologic studies for individual diseases. Compared to the baseline results with manual PubMed search, our model captured more epidemiologic studies, which were not part of the top five results, or were even not found in the entire list of PubMed search results. However, we observed the performance of the model on the test set was not as promising as the holdout validation set. Our analysis indicated this discrepancy was likely due to our focus on the content of the abstract, while the curators often examined the full text in addition to the abstract when labeling the dataset.

Notably, our model reached satisfying performance even with a dataset that is small and imbalanced: non-epidemiology articles outnumbered epidemiologic studies by roughly 20:1. Initially, we expanded our positive dataset by including articles tagged with epidemiology-related MeSH terms that were not referenced by Orphanet. However, this did not significantly improve the performance. This was likely because some of the MeSH terms may have been assigned incorrectly, whereas restricting the dataset to those also used by Orphanet added another layer of confirmation that the articles were likely related to epidemiology. The success of our model in light of this illustrates that the features of an epidemiologic study are easily identifiable and significantly distinct from those characteristic of case reports, clinical guidelines, genetic analyses, and other types of studies. For instance, of the 1702 case reports in the validation set, only 17 were predicted as epidemiologic studies. Since case reports rarely include epidemiology information about a disease, this result suggests that the model was able to identify features distinguishing case reports from epidemiologic studies.

Given the lack of available training data relating to epidemiology, we used a combination of Orphanet data, MeSH terms, and keyword searches to generate our dataset. This approach could introduce bias based on the types of sources selected by Orphanet and the process used to assign MeSH terms. The strategy of generating the negative set by excluding abstracts containing epidemiology keywords set might also bias the model toward over-relying on keywords to generate its predictions rather than more sophisticated linguistic features. We did not observe significant negative impact as a result, but a follow-up analysis could better characterize any bias. Relatedly, a more robust evaluation of the model from a larger and more consistently labeled dataset would assist in confirming our results.

The computational approach established in this study will be able to support the task of supplementing epidemiology curation for GARD and other applications in multiple ways. First, our model can identify and rank epidemiologic studies relating to rare diseases. This would allow curators to begin by reviewing the articles with the highest predicted epidemiology probability, rather than searching for relevant articles manually. Second, the model could be integrated into an alert system to notify curators about the publication of new epidemiologic studies. From a set of epidemiologic studies identified by the model, we could apply information extraction to their text following previous work, which could lead to a process to fully automate the curation of epidemiology data.

Furthermore, there are several directions for expanding this work. A deeper analysis into the results of our model could reveal features or patterns in its predictions that would allow the model to be refined to achieve better performance, as the interpretability of the model at present is limited. The addition of more data, particularly epidemiology articles, could also improve performance. In this study, we limited the dataset to articles addressing rare diseases as this was the immediate use case of the model, and this approach accounts for any unique structural and content features of rare disease epidemiologic abstracts. In future work, epidemiologic studies addressing diseases that are not rare may also be included. Because the text processing steps remove the specific disease features, this
change will likely improve the capacity of the model to identify rare disease epidemiologic studies, as the benefit of increasing the size of the dataset could outweigh any noise that is introduced. Furthermore, an expanded dataset could allow for more advanced approaches such as Bidirectional Encoder Representations from Transformers (BERT) or a deeper neural network architecture; these approaches were not used in this study due to concerns about overfitting on a limited dataset. In order to capture epidemiologic information beyond epidemiologic studies, our model framework could be applied to identify case reports, as these can be aggregated to determine case or family counts. When we combined case reports with epidemiologic studies in our dataset, the model performance suffered, likely because the structure and content of case reports differ from epidemiologic studies. However, case reports could be considered independently in a separate model. Similarly, because of the generalizability of neural networks, our approach could also be used to develop classifiers for natural history studies or clinical trials, and in other domains beyond rare diseases.

Conclusion

In this paper, we demonstrated that a recurrent neural network with long short-term memory architecture achieved good performance in classifying epidemiologic studies of rare diseases. Our model can be leveraged to greatly shorten the manual curation process for evidence selection in curating epidemiologic information. We hypothesize that the success of our model suggests that our approach can be applied to other similar tasks such as classifying natural history studies and in other medical domains.
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Abstract

Restrictions in sharing Patient Health Identifiers (PHI) limit cross-organizational re-use of free-text medical data. We leverage Generative Adversarial Networks (GAN) to produce synthetic unstructured free-text medical data with low re-identification risk, and assess the suitability of these datasets to replicate machine learning models. We trained GAN models using unstructured free-text laboratory messages pertaining to salmonella, and identified the most accurate models for creating synthetic datasets that reflect the informational characteristics of the original dataset. Natural Language Generation metrics comparing the real and synthetic datasets demonstrated high similarity. Decision models generated using these datasets reported high performance metrics. There was no statistically significant difference in performance measures reported by models trained using real and synthetic datasets. Our results inform the use of GAN models to generate synthetic unstructured free-text data with limited re-identification risk, and use of this data to enable collaborative research and re-use of machine learning models.

Introduction

Rapid uptake of Health Information Systems (HIS) has enabled the accessibility and availability of structured and unstructured electronic health data. These data, together with the rapid evolution of Artificial Intelligence (AI) and various analytical and machine learning toolkits has led to the widespread development of machine learning solutions(1, 2) designed to address organizational-level challenges using organizational-level data. However, the current U.S. regulatory framework limits sharing of Patient Health Identifiers (PHI) outside the healthcare organization(3). Limited or burdensome data access hinders (a) sharing and re-using machine learning solutions across larger audiences, (b) promoting inter-organizational collaboration addressing various healthcare challenges, and (c) building generalized machine learning models targeting diverse populations.

There have been significant efforts to de-identify structured and unstructured patient data for research and dissemination purposes(4, 5). Traditional de-identification efforts focus on the perturbation of potentially identifiable patient demographic attributes such as names, addresses, identifiers, and contact information via randomization, suppression or generalization(6, 7). However, such efforts are not foolproof – patient records scrubbed of PHI may be susceptible to re-identification based on residual clinical information contained in symptoms, diagnosis, medications or lab results(8). This significantly impacts de-identification of structured data due to difficulty in identifying potentially sensitive information from free-text data. Researchers have proposed various approaches for creating synthetic data that mimics clinical patterns in medical records as a solution to re-identification risk based on clinical information(9). A synthetic patient dataset that has been scrubbed of any PHI elements using traditional de-identification methods would be significantly harder to re-identify than a real dataset that has only been scrubbed of PHI elements. However, previous synthetic data generation efforts have resulted in data that are not sufficiently realistic for machine learning(7).

Generative Adversarial Networks (GAN) are a class of deep learning algorithms that offer significant promise to improve synthetic data generation. GAN algorithms are implemented by a system of two neural networks(10). One neural network, the generator, attempts to create synthetic data, while the other neural network, the discriminator, seeks to distinguish between synthetic data and real data. As these networks are trained, the generator network successfully develops synthetic data that cannot be flagged by the discriminator. Initial GAN models were designed to mimic real-valued data(10). As such, they have been used to produce high quality categorical(11) and image datasets(12, 13). In the healthcare domain, GAN models have been used to generate numerical clinical data that is statistically similar to real data(7, 14).
Recent improvements to GAN algorithms enable them to generate synthetic free-text data\(^{(15)}\). Researchers have applied these models to successfully generate text data such as molecules encoded as text sequences, musical melodies\(^{(16)}\), reviews, dialogues\(^{(17)}\), poetry and image captions\(^{(18)}\). These innovations offer much potential to the medical field, where a large quantity of clinical information may be trapped within unstructured free-text\(^{(19, 20)}\).

We evaluate the potential to leverage GAN models to produce synthetic unstructured free-text medical data that closely reflect characteristics of real data, and thus, may be used to develop machine learning models that approximate similar models created using original data. Next, we will assess the re-identification potential of these synthetic, informationally similar, unstructured datasets.

**Materials and methods**

**Test data selection**

We extracted all laboratory messages pertaining to cases of Salmonella reported to the Indiana Network for Patient Care (INPC)\(^{(21)}\) during 2016-2017. The INPC is a statewide Health Information Exchange (HIE) that facilitates interoperability across 117 hospitals, 38 health systems, other free-standing laboratories, and physician practices across the state of Indiana. We parsed these messages, which were obtained in the form of Health Level Seven (HL7) version 2 messages, and extracted the free-text report data included in each message. Laboratory messages for salmonella were selected due to the semi-structured nature of the HL7 messages, which allowed us to separate PHI from the unstructured text, as well as the brevity of the free-text laboratory messages. Each message was manually reviewed, and labelled as positive or negative for Salmonella. We randomly selected 90\% of each of the positive and negative salmonella messages, hereafter known as positive (train) and negative (train) datasets for training GAN models. The remainder of the datasets, hereafter known as the positive (holdout) and negative (holdout) datasets, were used to test the performance of GAN generated data.

**Development of GAN models for synthetic data generation**

We adopted SeqGAN, a GAN algorithm designed to generate textual data\(^{(22)}\). SeqGAN models approach the sequence generation procedure as a sequential decision-making process. The generative model is treated as an agent of reinforcement learning; the state is the generated tokens while the action is the next token to be generated. The discriminator evaluates the sequence and feeds back the evaluation to guide the learning of the generative model\(^{(22)}\). GAN models consist of a number of parameters that can be fine-tuned to optimize model performance. We explored model performance by training multiple GAN models using the positive (train) and negative (train) datasets, and varying several parameters (Appendix A). We adopted a Gaussian distribution as the default initial parameter for all generators. Performance of these models were compared using two document similarity based metrics; embedding similarity, which measures similarity between two documents using similarity between word embeddings, and NLL-test, which evaluates a model’s capacity to fit real test data\(^{(15)}\). Optimal models selected using this approach were used to generate positive (synthetic) and negative (synthetic) laboratory messages. To build compatible decision models, we generated \(n\) positive synthetic reports, where \(n\) equals the number of positive (train) messages, and \(m\) negative synthetic reports, where \(m\) equals the number of negative (train) messages. We trained SeqGAN models using Texygen, a benchmarking platform for GAN based text generation models\(^{(15)}\).

**Machine learning process**

Features extracted from the positive (train) and negative (train) datasets, (jointly known as the real dataset), and positive (synthetic) and negative (synthetic) datasets (jointly known as the synthetic dataset) were used to train multiple classification models using the following approach.

**Feature extraction**

We mimicked the feature extraction process adopted in our previous work on predicting cancer cases using free-text data obtained from the INPC\(^{(23, 24)}\). We developed a Perl script to parse the positive and negative training datasets, and identify all unique stemmed tokens present within these reports. Next, we used the Negex algorithm\(^{(25)}\) to identify the context of use (positive or negative) for each stem. We counted the presence of each feature in positive and negated context, and used this data to prepare an input vector for each laboratory message. A similar approach was used to generate vectors of counts representing each message in the synthetic dataset.

**Decision model building and evaluation**

We applied the Gini impurity\(^{(26)}\) metric to rank features in the real and synthetic datasets by order of importance. We used subsets of the top 5, 10, 15 and 20 features selected from the real and synthetic datasets to train a series of decision
models using the Random Forest classification algorithm (27). Random forest was selected due to its proven track record in health care decision-making applications (24, 28, 29). The real and synthetic decision models were tested using feature vectors derived from the positive and negative holdout datasets. We calculated sensitivity (True Positive Rate or Recall), specificity (True Negative Rate), F1-Measure and Area Under the ROC Curve (AUC) for each decision model. Paired t-tests were used to compare the performance of synthetic and real data-based decision models.

Evaluation of re-identification risk

Risk of presence disclosure, aka membership inference assesses an attacker’s ability to determine if any real patient records in their possession were used to train GAN models by comparing these records against the synthetic patient dataset (30, 31). Assessing risk of presence disclosure ensures the privacy of individuals whose data was used to train a decision model (32), as well as the interests of the healthcare entity where the individual received treatment (33). Thus, presence disclosure is a widely evaluated measure of re-identification risk (34, 35). We assessed risk of presence disclosure using the following experiment (7); we re-purposed vectors that represented the training and synthetic datasets using binary values representing the presence or absence of each feature in positive and negative context. We compared each synthetic record with all training messages using various hamming distance cutoff scores (36), a measure of the minimum number of substitutions required to change one string into the other. The identification of a synthetic record that matched with any training message using a hamming distance equal or smaller to the hamming score threshold would label it as a ‘match’ to the synthetic record under study. We computed the frequency of matches across each hamming score threshold, and used these metrics to evaluate re-identification risk.

Figure 1 presents our complete workflow, from data extraction to decision model evaluation.

Figure 1. A workflow depicting our study approach from laboratory message extraction to decision model evaluation.

Results

We identified a total of 6,770 laboratory messages pertaining to salmonella. Manual review labelled 1,213 (17.91%) of these messages as positive, and 5,557 (82.08%) as negative. We identified optimal SeqGAN models for generating positive and negative laboratory messages using hyperparameters identified in appendix A. Using these models, we generated 1092 positive synthetic messages and 5001 negative synthetic messages to correspond with the 90% training messages for each dataset. Appendix B presents representative samples from the positive (train), negative (train), positive (synthetic) and negative (synthetic) lab report sets. These samples were manually reviewed, and any PHI elements masked. As seen in appendix B, the only PHI elements identified within these report sets were date, time and report identifier fields. We computed several Natural Language Generation (NLG) measures to evaluate similarity between real and synthetic datasets; a) Bilingual Evaluation Understudy (BLEU) scores (37) are widely used to compare similarity between real and synthetic datasets. We calculated BLEU-1, BLEU-2, BLEU-3 and BLEU-4 scores that evaluated the quality of synthetic datasets using 1-gram, 2-gram, 3-gram and 4-gram matches respectively. b) Google-BLEU (GLEU) scores, a measure that seeks to address limitations in BLEU score calculations and are better suited for sentence level comparisons (38). The GLEU score is a composite of all 1-grams, 2-grams, 3-grams and 4-gram matches (table 1).

<table>
<thead>
<tr>
<th>NLG measure</th>
<th>Positive (train) vs. Positive (synthetic)</th>
<th>Negative (train) vs. Negative (synthetic)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLEU-1</td>
<td>0.913</td>
<td>0.944</td>
</tr>
<tr>
<td>BLEU-2</td>
<td>0.675</td>
<td>0.742</td>
</tr>
</tbody>
</table>
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These results are comparable to those produced by prior researchers (15), and indicate considerable similarity between real and synthetic datasets. Further, NLG measures comparing negative (train) and negative (synthetic) datasets were higher than the positive (train) and positive (synthetic) datasets. We hypothesize this is because negative reports are more similar due to uniform text documenting negative status. The positive (train) dataset comprised of 2,551 unique stemmed features. 1,827 (71.6%) of these features were present within the positive (synthetic) dataset. The negative (train) dataset comprised of 5,803 unique stemmed features. 4,093 (70.5%) of these stemmed features were present within the negative (synthetic) dataset. With stop words and dates removed, the overall training dataset of positive and negative reports consisted of 3810 unique stemmed features. 2651 (69.6%) of these were present within the overall synthetic dataset. Appendix C lists the top 20 features identified across the real and synthetic datasets using gini impurity scores. Appendix D presents the overlap between the top 5, 10, 15, 20, 50 and 100 features identified across the real and synthetic datasets. We note significant similarity between real and synthetic datasets with between 70% to 80% overlap across each of the feature subsets being compared. Figure 2. presents the sensitivity, specificity, F1-measure and Area under the ROC curve scores reported by decision models built using the top 5, 10, 15 and 20 real and synthetic features upon being tested using the holdout test datasets.

Due to the discriminatory power of the features, each model achieved high-performance measures despite being trained on a small number of features. Further, paired t-tests reported statistical significance levels (alpha) of > 0.65. As such, there is no significant difference between performance measures reported by real and synthetic decision models built using any of the feature subset sizes. Given high overlap between top 50 and 100 feature sets (appendix D), we hypothesize that decision models built using the top 50 and 100 real and synthetic features would also report statistically similar performance measures.

Evaluation of re-identification risk

Results of the presence disclosure test are presented in appendix E. We conclude that these results indicate acceptable levels of re-identification risk given that the number of positive matches identified by a hamming threshold of 10 was reasonably small.
Discussion

Our results further two challenges; the use of GAN models to generate synthetic free-text medical data with limited re-identification risk, and use of these datasets to develop machine learning models with statistically similar performance metrics to models developed using the original test data, thereby enabling cross-institutional collaboration and broader dissemination of machine learning models.

Comparison of unique features across test and synthetic datasets revealed that the synthetic dataset contained only 69.6% of the features in the test dataset. We attribute this to the mode collapse problem(39), which leads to reduced diversity of synthetic data(15, 17). NLG scores reported by our models were compatible to scores reported by other efforts to generate synthetic text data extracted from non-medical sources(15). However, we note that the synthetic data presented reduced syntactic/grammatical correctness (appendix B), a common pitfall in deep learning based text generation approaches(40). However, this was irrelevant for our purposes as we only sought to demonstrate that synthetic data could be used to replicate machine learning performance, and not as a tool for training or teaching of humans. Thus, no human evaluation of the synthetic reports was performed. The synthetic dataset also contained a quantity of recurring phrases such as hospital and laboratory test names. The recurrence of such phrases may have positively influenced NLG scores. Despite these limitations, there was 70-80% overlap between the top 5, 10, 15, 20, 50 and 100 features extracted from both datasets (appendix D). Performance measures generated by models trained using top 5, 10, 15 and 20 features extracted from the test and synthetic datasets were high, as well as statistically similar. These results present the possibility of using synthetic datasets to share machine learning solutions, and foster cross-institutional collaboration on various challenges.

Our findings help inform data de-identification efforts. As discussed previously, de-identification efforts involve (a) removal of PHI elements, and (b) addressing re-identification risk based on clinical information in patient records. Adoption of GAN models alone do not result in de-identified data. However, synthetic data generation reduces re-identification risk by creating new patient records with similar, but different content. It also removes any 1-to-1 mapping between test and synthetic reports. Our results using presence disclosure tests confirmed that synthetic datasets pose a small chance of re-identification based on clinical information. However, synthetic data produced by these efforts must undergo rigorous de-identification of PHI elements before they can be distributed for public use. Removal of PHI elements will not impact decision model performance as the top 100 features listed in appendix D did not include any PHI elements.

An alternate approach to evaluate re-identification risk is attribute disclosure, which evaluates an attacker’s ability to derive additional attributes (features) for a patient based on a subset of attributes they are aware of(41). We did not evaluate our datasets for attribute disclosure as a) unlike longitudinal patient datasets that consist of varied clinical diagnoses that are not necessarily related, the salmonella lab reports consisted of very specific features that are often highly correlated. Thus, it would be relatively easy to predict missing features in our dataset based on those present. Secondly, a considerable number of features presented very low prevalence across the laboratory reports. Thus, predicting ‘absence’ of these features was relatively easy. However, we argue that these factors pose low risk to the patient because unlike studies that deal with clinical diagnosis that if revealed, may impact the patient’s privacy, our dataset focusses on salmonella alone. As an example, discovery of any of the top features listed in appendix C using an attribute disclosure attack would not lead to any harm beyond the awareness that the patient was tested for, and diagnosed as positive or negative for Salmonella. In contrast, attribute disclosure across a different dataset may lead to discovery of multiple clinical diagnosis, patient demographics or other treatment information. We propose the following hypothetical scenario to demonstrate how our approach could be applied in a real-life setting: An organization that possesses rich free-text data sources, but lacks adequate machine learning expertise can leverage our approach to create synthetic data. They de-identify and share the synthetic data with experts who use it to build machine learning models. Once optimal models have been identified, they can be implemented across the original dataset with compatible performance measures.

We identified a number of limitations in our study. Our test dataset consisted of structurally similar reports describing a very specific illness. This, together with the overall simplicity of our predictive outcomes (positive vs. negative for salmonella) may have contributed to our positive results. Datasets that are not structurally similar, nor restricted to a specific illness, or consist of more colloquial language may be harder mimic, and thus, produce less optimal results. Such datasets may require more robust decision models built using other free-text friendly GAN models such as Maximum-Likelihood augmented discrete Generative Adversarial Networks (MaliGAN)(42) or Long Text Generative Adversarial Networks (LeakGAN)(18), and more complex feature vectors consisting of n-grams. Further, our approach was restricted to mimicking synthetic free-text data. It is unclear if our models are able to learn or mimic the
significance of various numeric values such as age or other measurements present in free-text data. This limitation did not impact the performance of our current effort as no numerical values were selected as top features. However, it may impact models built using other datasets.

Future research avenues include use of GAN models to create truly de-identified synthetic free-text data that does not require additional de-identification, and expansion of our work across other more challenging healthcare datasets. Other researchers have demonstrated the ability to mimic numerical and categorical patient data using GAN models(7, 14). Integrating these efforts with ours would enable researchers to share comprehensive synthetic patient health records consisting of both structured and unstructured data for secondary research purposes. Furthermore, our study did not include any analysis of the readability or syntactic/grammatical accuracy of the synthetic reports. As such, these results are suitable for machine learning, and not for teaching or learning resources. Next steps include a) manual assessment of the readability and correctness of synthetic reports using human experts (Turing test), and b) investigation of other word and grammar-based measures that inform synthetic data assessment.

Conclusions
GAN models can be used to generate synthetic unstructured free-text medical data that can be used to replicate the performance of machine learning models with high, as well statistically similar results. Further, synthetic datasets poise limited risk of re-identification based on clinical features. As such, these synthetic datasets can be easily de-identified, and used to champion cross-organizational collaboration efforts.

Appendices

Appendix A. List of hyperparameters evaluated as part of the SeqGAN training process.

<table>
<thead>
<tr>
<th>Parameter name</th>
<th>Description</th>
<th>Variations attempted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-training epochs</td>
<td>The generator is trained for n epochs, followed by n epochs for the discriminator.</td>
<td>Increments of 5 between 10 and 100</td>
</tr>
<tr>
<td>Adversarial epochs</td>
<td>Number of adversarial epochs</td>
<td>Increments of 5 between the values 5 and 50</td>
</tr>
<tr>
<td>Embedding dimensions</td>
<td>Dimensionality of embedding layer</td>
<td>32, 64, 128</td>
</tr>
<tr>
<td>Hidden dimensions</td>
<td>Number of neurons in hidden layer</td>
<td>32, 64, 128</td>
</tr>
<tr>
<td>sequence length</td>
<td>Length of each training sequence</td>
<td>Increments of 10 between the values 10 and 120</td>
</tr>
</tbody>
</table>

Appendix B. Representative samples of the train and synthetic datasets with HL7 tags removed.

Positive (train) messages

A) culture in progress. identifications performed by maldi tof mass spectrometry were developed and performance characteristics were determined by pcl alverno hammond in. salmonella species numerous. susceptibility not routinely performed. gastroenteritis due to non typhoidal salmonella spp. is generally self limiting in patients without underlying medical issues. for salmonella typhi isolates azithromycin is the drug of choice. identified by maldi tof mass spectrometry. sent to indiana state department of health.

B) additional organisms present as probable contaminants. salmonella species 100000 cfu/ml this strain tested resistant to naladixic acid. treatment of extraintestinal salmonella infections may not be eradicated by fluoroquinolone treatment. therefore ciprofloxacin and levofloxacin are reported as resistant.

Negative (train) message

A) identifications performed by maldi tof mass spectrometry were developed and performance characteristics were determined by pcl alverno hammond in. no salmonella shigella aeromonas plesiomonas edwardsiella isolated. no predominant growth of klebsiella oxytoca present. one or more organisms were isolated and found to be normal flora through maldi tof mass spectrometry. campylobacter jejuni numerous. identified by maldi tof mass spectrometry. drugs of choice are ciprofloxacin erythromycin clindamycin tetracycline.

B) one or more organisms were isolated and found to be normal flora through definitive biochemical testing. no salmonella shigella plesiomonas edwardsiella or campylobacter isolated. no predominant growth of klebsiella
oxygen present. Aeromonas species moderate. Susceptibility not routinely performed. Aeromonas spp. are associated with gastrointestinal disease. Symptoms are usually mild and self-limiting. Individuals with impaired immune systems or underlying malignancy are susceptible to more severe infection. Antibiotics maybe indicated if symptoms are prolonged and in systemic infections. Identified by MALDI TOF mass spectrometry.

Positive (synthetic) messages

A) Client services present. Moderate salmonella spp result progress called faxed to Dr. Chang Stroman at <time> on <date> by Dr. Maritza Cahans Office salmonella species sent to state lab salmonella group ser. JG salmonella spp

B) Identifications performed by MALDI TOF mass spectrometry were developed and performance characteristics were determined by PCL Alverno Hammond in. Salmonella species identified by MALDI TOF mass spectrometry. Salmonella species sent to Indiana state department of health reportable confirmed by Indiana state dept. of further testing performed. salmonella performed performed on up please contact the laboratory if serotyping is required.

Negative (synthetic) messages

A) Normal GI flora present no enteric pathogens isolated stool screened for salmonella shigella staphylococcus aureus campylobacter and sorbitol negative e. coli O157 this culture is a prior result no further 15d062599 date called to difficult m at Dr. Nichols office on <date>

B) Test culture stool specimen type stool specimen received <date> <time> est final reports verified date/time <date> <time> final reports verified date/time <date> <time> no salmonella shigella species isolated no salmonella species no shigella species isolated no salmonella or shigella plesiomonas isolated. no shigella aeromonas plesiomonas edwardsiella or campylobacter isolated not routinely cultured is desired. no campylobacter specie scalled to Indiana dept. of at <time>

Appendix C. List of top 20 features selected from the real and synthetic datasets using gini impurity scores.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Real (train) dataset</th>
<th>Synthetic dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Shigella</td>
<td>Salmonella</td>
</tr>
<tr>
<td>2</td>
<td>Salmonella</td>
<td>Speci</td>
</tr>
<tr>
<td>3</td>
<td>Speci</td>
<td>Shigella</td>
</tr>
<tr>
<td>4</td>
<td>Isol</td>
<td>Health</td>
</tr>
<tr>
<td>5</td>
<td>Campylobact</td>
<td>Campylobact</td>
</tr>
<tr>
<td>6</td>
<td>Health</td>
<td>Isol</td>
</tr>
<tr>
<td>7</td>
<td>Indiana</td>
<td>Set</td>
</tr>
<tr>
<td>8</td>
<td>Group</td>
<td>State</td>
</tr>
<tr>
<td>9</td>
<td>Suscept</td>
<td>Group</td>
</tr>
<tr>
<td>10</td>
<td>Typhi</td>
<td>Confirm</td>
</tr>
<tr>
<td>11</td>
<td>Confirm</td>
<td>Chslb</td>
</tr>
<tr>
<td>12</td>
<td>Depart</td>
<td>Indiana</td>
</tr>
<tr>
<td>13</td>
<td>Ml</td>
<td>Suscept</td>
</tr>
<tr>
<td>14</td>
<td>Spp</td>
<td>Typhi</td>
</tr>
<tr>
<td>15</td>
<td>Call</td>
<td>Call</td>
</tr>
<tr>
<td>16</td>
<td>Cultur</td>
<td>Depart</td>
</tr>
<tr>
<td>17</td>
<td>Stool</td>
<td>Sent</td>
</tr>
<tr>
<td>18</td>
<td>Chslb</td>
<td>Test</td>
</tr>
<tr>
<td>19</td>
<td>Coli</td>
<td>Self</td>
</tr>
<tr>
<td>20</td>
<td>Enter</td>
<td>Cultur</td>
</tr>
</tbody>
</table>

Appendix D. Intersection of top 5, 10, 15, 20, 50 and 100 features selected from the real and synthetic datasets using gini impurity scores.

<table>
<thead>
<tr>
<th>Feature subset size</th>
<th># features present in both datasets</th>
<th>List of features present in both datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td>341</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Appendix E. Presence disclosure test

We computed frequency of a synthetic report matching with 1-to-n many real reports using a hamming score threshold of 10, which was selected based on its use in prior research(7). We hypothesized that negative synthetic reports stood a much greater chance of matching with negative (train) reports because negative (train) reports tend to be similar to each other due to uniform text used to report a negative outcome. Thus, separate tests were performed against positive and negative datasets. We tabulated counts of how many positive reports were matched to each synthetic report. Next, we plotted the frequency of n synthetic reports matching with m training reports.
Figure 3. (3.a). Frequency of positive (synthetic) reports matched with positive (train) reports (hamming threshold <=10). (3.b). Frequency of negative (synthetic) reports matched with negative (train) reports irrespective of report status (hamming threshold <= 10).

We determined that re-identification risk is greater when,

a) A synthetic report is matched with a smaller number of real reports. Linking a synthetic report to a smaller number of real reports offer attackers a greater chance of pinpointing true matches via manual review. Re-identification risk falls as the number of real reports matched with a single synthetic report increases, as attackers must manually review each of these matches to pinpoint patients.

b) Synthetic reports are matched with real reports using smaller hamming cutoff thresholds. Smaller hamming distance thresholds indicate smaller differences between records, and thus, raises the likelihood that two matched reports are the same.

An evaluation of matches across a hamming distance of 10 presents that positive synthetic reports were matched to positive real reports (figures 3.a) at a lower rate than negative reports (3.b). As such, they pose significantly low chance of re-identification. We hypothesize that negative reports were matched with more certainty because they included boilerplate phrases reporting negative status. As anticipated, chances of matching a negative synthetic and real reports were larger than matching positive synthetic and real reports.
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Abstract

Deep learning models in healthcare may fail to generalize on data from unseen corpora. Additionally, no quantitative metric exists to tell how existing models will perform on new data. Previous studies demonstrated that NLP models of medical notes generalize variably between institutions, but ignored other levels of healthcare organization. We measured SciBERT diagnosis sentiment classifier generalizability between medical specialties using EHR sentences from MIMIC-III. Models trained on one specialty performed better on internal test sets than mixed or external test sets (mean AUCs 0.92, 0.87, and 0.83, respectively; p = 0.016). When models are trained on more specialties, they have better test performances (p < 1e-4). Model performance on new corpora is directly correlated to the similarity between train and test sentence content (p < 1e-4). Future studies should assess additional axes of generalization to ensure deep learning models fulfil their intended purpose across institutions, specialties, and practices.

Introduction

Natural Language Processing (NLP) models could enhance clinical research and patient care by automatically curating electronic health record (EHR) notes. The state-of-the-art NLP models are high capacity deep neural networks, and other deep neural networks (for image recognition) have been shown to be particularly prone to overfitting in healthcare contexts (Badgeley et al. 2019; Zech et al. 2018)¹¹,¹². Generalizability is the capacity of a model to perform comparably on test sets derived from domains not used for model training. NLP models that better generalize would enable models trained on existing labelled datasets to be deployed to new research questions and EHRs.

A major reason for the generalizability issue is that medical notes are largely entered as free text, and therefore lack the organization typical of structured data in the EHR. Different hospital systems may use different note styles, as can different medical specialties or caregivers within an institution. Thus, any generalizable NLP model must make accurate predictions on a wide range of note styles after training on medical notes from a small number of institutions.

Current approaches to work around the generalizability problem have included using domain adaptation and model retraining, which must be applied each time a model is used on data from a new hospital system (Wu et al, 2014)¹⁰. This precludes large-scale application of NLP for medical note curation.

Some prior studies have assessed how well NLP models generalize across institutions, but not at other levels of healthcare organization. Cancer diagnosis has been shown to be generalizable when using training data from multiple hospitals, at the expense of a slight loss in performance on test sets derived from hospitals used for model training (Santus et al. 2019)⁷. Similarly, temporal reasoning can also be considered generalizable when a diverse training set is used (Velupillai et al. 2015)⁹. Another group trained a model to predict the prognosis of ICU patients at an academic medical center, and found that results generalized better to another academic medical center than a local community hospital (Marafino et al. 2018)⁵. Marafino et al note that case mix and documentation practices may differ between academic and community hospitals, thus possibly explaining some of the difference in AUCs. On the other hand, existing models for negation detection have not generalized well across institutions (Wu et al. 2014)¹⁰.

It remains unclear whether NLP models are generalizable on finer axes of generalization such as medical specialty and the type of EHR note. In this study, we used MIMIC-III, an ICU EHR dataset from Beth Israel Deaconess Medical Center (Johnson et al. 2016)³. We trained state-of-the-art NLP models (Bidirectional Encoders, BERT)² to classify
the sentiment of possible diagnoses across three medical specialties. Using training and test sets containing sentences from either one, two, or all three medical specialties, we answer questions about NLP generalizability at the medical specialty level. We investigated the effect of increasing the training set diversity, defined as the number of specialties represented in our study. Additionally, we examined how semantic similarity between a training set and a test set is correlated to model performance.

Methods

Dataset

Our study used both structured data and text from MIMIC-III, an EHR dataset from the Beth Israel Deaconess Medical Center (BIDMC) critical care units between 2001 and 2012. We primarily used the NOTEEVENTS table which contains over 2 million medical notes’ text and metadata fields such as note type (e.g. ECG, Nursing, Discharge Summary).

Our main objective was to assess whether an NLP model could generalize to sentences from medical specialties other than the one(s) which the model was trained on. We performed 2 types of analyses 1) unsupervised clustering of the EHR note embeddings and 2) supervised modeling of diagnosis sentiment for three specialties. We randomly sampled 5,020 “background” notes and fetched 2,955 sentences containing a medical diagnosis term. The unsupervised analysis used both background sampling and sentences containing diagnoses, whereas model training and testing only involved sentences containing diagnoses.

We identified sentences containing disease names from three medical specialties: oncology, cardiology, and pulmonology. These specialties were selected because of the high prevalence of disease in critical care patient populations. Disease tokens for these specialties were identified from the NIH TCGA project and the International Classification of Diseases-10 (ICD-10) (https://www.cancer.gov/tcga and World Health Organization, 2019 respectively). Disease names for cardiology and pulmonology were simplified to match shorthand commonly used by clinicians in EHR notes. For example, in our cardiology disease names, we selected the simplified term “heart failure” instead of specific variants such as “systolic (congestive) heart failure”, “right heart failure”, and “end stage heart failure”. The most common disease names found for each specialty are included in Supplementary Table 2.

Language Processing

Each medical note was broken into sentences using the SpaCy English sentencizer. Sentences were then broken into words (excluding punctuation characters). Continuous stretches of 1-6 words were matched with the disease names from the medical specialty being searched for, to account for all disease names containing 5 or less words e.g. clear cell renal cell carcinoma or chronic obstructive pulmonary disease. If a match was found, the sentence, name of the disease, and the associated note metadata were collected. If a sentence contained multiple disease names from the same specialty, the sentence was evaluated for the first disease in the sentence. For example, the sentence “The patient has cardiomyopathy and heart failure” would be evaluated for cardiomyopathy. Sentences with more than 512 tokens were excluded, since our model architecture had a limit of 512 tokens per sentence. All sentences were unique.

Unsupervised Techniques

We used a deep bidirectional encoder model (BERT) to create language embeddings (Devlin et al. 2018) The variant we used is called SciBERT, which was pre-trained on text from scientific publications (Beltagy, Lo, and Cohan 2019) and is available in the python transformers package (Wolf et al. 2019). The transformer generates embeddings for individual words. To compute sentence or document embeddings we apply mean pooling as previously described and implemented in the sentence-transformers package (Reimers and Gurevych 2019).

BERT embeddings of sentences and documents are 768-dimensional numerical representations of the texts’ semantic content. We projected these embeddings into 2-dimensional spaces using t-distributed Stochastic Neighbor Embedding (tSNE, (Maaten and Hinton 2008)) and Principal Component Analysis (PCA) for unsupervised analyses. tSNE and PCA projections were generated and visualized using the scikit-learn and plotly packages. tSNE was used to identify
Table 1: Train and Test Set Compositions by Specialty

<table>
<thead>
<tr>
<th>Medical Specialty Sets</th>
<th>Oncology</th>
<th>Cardiology</th>
<th>Pulmonology</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Train</td>
<td>Test</td>
<td>Train</td>
</tr>
<tr>
<td>Oncology Only</td>
<td>783</td>
<td>337</td>
<td>0</td>
</tr>
<tr>
<td>Cardiology Only</td>
<td>0</td>
<td>0</td>
<td>631</td>
</tr>
<tr>
<td>Pulmonology Only</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Oncology and Cardiology</td>
<td>392</td>
<td>168</td>
<td>316</td>
</tr>
<tr>
<td>Oncology and Pulmonology</td>
<td>392</td>
<td>168</td>
<td>0</td>
</tr>
<tr>
<td>Cardiology and Pulmonology</td>
<td>0</td>
<td>0</td>
<td>316</td>
</tr>
<tr>
<td>All Three Specialties</td>
<td>261</td>
<td>112</td>
<td>210</td>
</tr>
</tbody>
</table>

local clusterings of notes; we used a perplexity value of 15 when creating tSNE projections to allow separation of points into separate clusters when visualized. PCA was used to retain distances between points and project queried sentences into an unbiased background distribution. The PCA rotation was fit on 1,004 randomly sampled sentences from MIMIC-III, and then the learned rotation was applied to the 2,955 specialty sentences.

Semantic similarity between sentences was measured by computing the cosine distance between pairs of sentences’ 768-dimensional embeddings. The similarity of 2 data partitions was estimated by measuring the cosine distance between all pairs of sentences and computing the median: the Median Cosine Distance (MCD). Median rather than mean cosine distance was used to mitigate the effect of outliers.

Supervised Model Development

Sentence Annotation

Sentences with diagnoses were annotated by one of two authors: a resident physician (WS) or a physician scientist (MAB). Given a sentence and the disease contained in that sentence, the annotator marked the sentence as one of three ground truth labels: “Yes” (indicating the patient had the disease, or if a fetus had the disease in obstetric cases), “No” (if the patient did not have the disease), or “Maybe” (if there was insufficient evidence to exclude or confirm the disease). No inter-annotator agreement was used, since overlap between sentences annotated by both the resident physician and the physician-scientist was minimal.

An example “Yes” sentence is “pt was found to have cardiomyopathy and is in heart failure”, since the patient has a positive diagnosis for cardiomyopathy. An example “No” sentence is “No episodes of tachycardia at this time”. An example “Maybe” sentence is “Some left heart failure cannot be excluded since the patient is supine”; there is insufficient evidence to mark this sentence as either positive or negative for heart failure. If a sentence contained information for a family member (which is routinely collected as part of the medical history), the sentence was marked as “No” even if the relative had the indication.

The initial round of labeling saw an overwhelming majority of sentences annotated as “Yes”. To mitigate the class imbalance, we collected additional sentences from MIMIC-III that the preliminary BERT model predicted as “Maybe” or “No”, and our annotators (WS, MAB) confirmed or corrected each of the model’s predictions.

Train-Test Split

We created seven different combinations of sentences from the 3 specialties - and split each into a train and test set. For each medical specialty, approximately 70% of sentences were used for training (selected at random) while the rest were used for testing. Each train-test set contained sentences from one, two, or three medical specialties (see Table 1). For datasets containing sentences from multiple specialties, we used roughly the same number of sentences from each of the component specialties while keeping the total number of sentences consistent from train set to train set and from test set to test set. We trained sciBERT classification models on each of the 7 training datasets and then tested each model on all 7 test datasets, yielding 49 different train-test performance tests.
We define the following relations for train-test set pairs based on whether the same or different medical specialties are included: 1) native, 2) partial, and 3) external. “Native” performance tests include the same set of specialties in training and test sets. If there is no overlap between the specialties included in the training and test set, we designate the performance test as “external”. All performance tests with any but not complete overlap are designated “partial”.

Model Architecture

Our model included three modules. The first module was a cased sciBERT transformer which generated 768-dimensional embeddings from an input sentence. The embeddings were fed into a linear module with three output units. Lastly, a 3-class softmax unit generated confidences (probabilities) for each of the three output classes, such that the predicted class was that with the highest confidence.

Training used a categorical cross-entropy loss for each sentence using the ground truth labels and the model outputs from the softmax layer. Our model used a learning rate of 3e-5 in order to preserve the pre-training weights while fine-tuning the model. We chose hyperparameters of dropout rate = 0.9, and used the Adam optimizer along with a warmup schedule and LayerNorm. 10% of the training data was held out and used as a validation set. The model was trained until the validation set balanced accuracy worsened, up to 4 epochs.

Evaluating Model Performance

We generated receiver operator characteristic (ROC) and precision-recall (PR) curves for each train-test pair on each output class using the scikit-learn package. The primary performance metric was the area under the ROC curve (AUC) on the epoch with the lowest validation loss.

We compared how well 7 models performed on different tests to assess how model performance is affected by generalization across specialties and the diversity of training data. There are 3 train-test set relations for generalizability across specialties and up to 3 specialties included in training, so we use the ANOVA repeated measures (extension of a paired t-test) to see if the explanatory variable has a significant impact on a model’s relative performance across tests. Repeated-measures ANOVA test was implemented with the python pingouin package.

Finally, we analyzed the relationship between AUC and MCD between a train-test set to determine whether similarity between a train-test set is correlated to how well models generalize. Significant associations between model test performance and MCD were evaluated using a two-tailed t-test implemented with the python statsmodels package.

Results

Data Characteristics

We queried medical notes from the MIMIC dataset to obtain 1) a random subset of 5,020 documents for unsupervised note analysis and 2) 2,955 sentences containing medical diagnosis terms from one of 3 medical specialties to train diagnosis models. The distribution of note types was unbalanced in both cohorts, and the notes containing oncology diagnoses were notably enriched in discharge summaries (Supplementary Table 1). The medical diagnoses that were found most frequently are shown in Table S4.

Documents and sentences were split into subword tokens. Sentences with pulmonology, cardiology, and oncology diagnoses had an average of 43, 48, and 65 tokens per sentence (see full distributions in Figure S10).
Unsupervised Analysis of Clinical Text Embeddings

Figure 1: Unsupervised analysis of medical notes. (A) Document-level tSNE for 5,020 randomly sampled medical notes. Sentence-level (B, C) tSNE and (D, E) PCA for 2,955 sentences containing diagnoses. Each point represents a document or sentence that was embedded using a sciBERT model and projected into 2-dimensions with tSNE (A, B, C) and PCA (D, E). Colors indicate the (A, B, D) type of note (e.g. nursing, physician, pharmacy) and (C, E) diagnosis specialty (cancer, cardiac, pulmonary).

Documents were vectorized using the sciBERT model which was pre-trained on scientific corpora. The tSNE projection of SciBERT embeddings of randomly sampled notes are shown in Figure 1A. Each point, whose xy-coordinates represent the 2-dimensional projection of a document-vector embedding, was subsequently colored according to note type in the document metadata. Document-vector embeddings cluster into neighborhoods primarily based on the type of note. General note types were intermixed and overlapping (e.g. nursing and physician notes). Specialty notes are packed into single isolated clusters (e.g. ultrasound and respiratory notes) or distributed into several subpopulations (e.g. radiology and ECG). For example, the radiology cluster centered roughly around (-50, -75) in the tSNE projection corresponds to notes for patients undergoing catheterization for angiography and other vascular procedures, while the nursing cluster centered around (10, -70) contains notes related to the care of newborns in the ICU.

Sentences containing diagnoses were similarly embedded and visualized with SciBERT. Like the document tSNE, the sentence clusters coincide with the type of note they came from (Figure 1B); however, the sentence-level clustering is much less pronounced than the document-level clustering. The specialty coloring (Figure 1C) reveals the disproportionate note types for each specialty. Manual review of sentence clusters reveals content-based neighborhoods. For example, cardiology sentences projected near (-50, 0) discuss arrhythmias such as tachycardia and ventricular fibrillation.

In addition to tSNE, we visualized our sentence embeddings using PCA, which preserves longer distance relations between high-dimensional data points (Figures 1C, D). PCA was fitted using an unbiased distribution of approximately 1,000 sentences sampled from across MIMIC-III. There is a primary group of sentences with all 3 specialty diagnoses as well as a secondary group of sentences from radiology notes that only contains cardiac and pulmonary sentences. As in tSNE, we see that sentences are more separated based on note type than the diagnosis token medical specialty. The bivariate principal component distributions of cardiac and pulmonary specialty sentences appear more similar than the oncology sentence distribution.
Model Performance

Model performance was assessed by measuring AUC for each train-test pair and label (Supplementary Table 3), as well as by constructing precision-recall curves (Supplementary Figure 2).

We first investigated whether models could generalize across medical specialties. We summarize test set performance for models trained on a single specialty by macro-averaging AUC across labels and averaging across train-test relationships (native, partial overlap, and external; see methods). We find that AUC monotonically decreases as the overlap between specialties decreases (Figure 2A; repeated measures ANOVA p = 0.0163).
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Figure 2: AUC bar plots of model performance tests with different groupings to test primary hypotheses. (A) AUC vs train-test set relation for each single-disease model, averaged over labels and test sets. (B) AUC vs how many specialties were used to train the model. Bars are colored by the number of medical specialty diagnoses used in model training and grouped by test set name, averaged over labels and training specialties.

To test whether the diversity of training data improves test performance, we grouped models based on how many specialties they were trained and summarized performance on each test set. Specifically, we take a macro-average across labels and average the results for models trained on diagnoses from 1, 2, or 3 specialties (Figure 2B). We found that for every single test set, the average model performance monotonically increased as more training data specialties are used to train the models. Using the repeated-measures ANOVA test, we found that the differences in macro-average AUC were statistically significant (p < 1e-4).

Secondary Performance Evaluation

Secondary Performance Evaluation

We used MCD to measure the semantic similarity between different train-test sets and investigated how this affects model performance. We measured MCD both between and within every combination of train and test datasets (see supplementary tables 2 and 3). We group dataset pairs using the following relations: intra-dataset, internal, partial, and external (the latter three relations are between training set-test set pairs only). We found significant differences between the mean MCDs of native, partial, and external train-test pairs (mean MCDs: 0.230, 0.237, and 0.245, respectively; one-way ANOVA p = 5.78e-5). However, we did not find significant differences between intra-set and native train-test MCDs (mean MCD 0.230 vs 0.231; one-sample t-test p = 0.819). We validated that MCD is not different for subsamples from the same distribution, and that it progressively increases for train-test sets from 1) same distribution, 2) distribution mixtures, and 3) separate distributions.

Model test AUCs are shown as a function of the MCD for every combination of train-test sets in Figure 3. Using
ordinary least-squares (OLS) regression, we find an inverse relationship between MCD and AUC for unequivocal diagnoses (p=6.5e-6 and 4.5e-5 for sentences labelled “Yes” or “No” respectively) but no difference when a diagnosis is uncertain (p = 0.70 for “Maybe”) (Table 2). The median cosine distances and AUCs for each train-test set are provided in Supplementary Table 3. Baseline median cosine distances between each dataset and itself are given in Supplementary Table 2.

![Graph showing AUC vs. semantic similarity between a model’s training and test datasets. Semantic similarity is measured with median cosine distance. Each point represents one performance test (train-test pair) for each label. Trend lines are fitted using OLS.](image)

**Figure 3:** AUC vs. semantic similarity between a model’s training and test datasets. Semantic similarity is measured with median cosine distance. Each point represents one performance test (train-test pair) for each label. Trend lines are fitted using OLS.

<table>
<thead>
<tr>
<th>Diagnosis Label</th>
<th>Slope</th>
<th>$R^2$</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Yes”</td>
<td>-5.3</td>
<td>0.354</td>
<td>0.000006</td>
</tr>
<tr>
<td>“No”</td>
<td>-7.9</td>
<td>0.301</td>
<td>0.000045</td>
</tr>
<tr>
<td>“Maybe”</td>
<td>-0.2</td>
<td>0.003</td>
<td>0.700000</td>
</tr>
</tbody>
</table>

**Table 2:** Ordinary Least-squares regression statistics

Alternative Choice of Performance Measure

We also investigated the use of a precision (also known as positive predictive value or PPV) as a performance measure. For each train-test set pair, we measured PPV at a recall cutoff of 0.9. We repeated the analyses in the Model Performance and Secondary Performance Evaluation sections using PPV rather than AUC (see Supplementary Figures 6-7 and Supplementary Table 7).

Discussion

Comparison with Previous Studies

Generalizability continues to be one of the most important concerns in biomedical natural language processing, since a resolution of the generalizability problem would allow for widespread deployment of NLP models to both research and clinical practice. Previous studies have qualitatively highlighted the difficulty of making NLP models generalize across institutions in applications such as negation detection, cancer diagnosis, and temporal reasoning (Wu et al, Santus et al, Velupillai et al respectively)\(^7,8,10\). Here we provide systematic and quantitative testing that reveals that even within a single medical unit there are generalizability differences across medical specialties and labels.

Wu et al examined whether a rule-based negation detection model could generalize to clinical text corpora on which it
was not trained\textsuperscript{10}. The authors established that while a model could be optimized to increase F1-score on an individual corpus of text, that model could not then be deployed on another corpus with comparable performance without first undergoing domain adaptation.

Santus et al investigated the generalizability of a breast cancer diagnosis model across institutions. Their model used a convolutional neural network (CNN) coupled with a logistic regression unit to predict the presence of breast cancer based on a medical note (represented as a matrix of sentence embeddings)\textsuperscript{7}. Santus et. al. combined data from 2 or 3 specific institutions to “increase diversity” and showed improved accuracy on test data from an unseen institution.

Our study improved upon the work from Santus et al\textsuperscript{7} in several ways. We used a state of the art NLP classification architecture (sciBERT), designed training and test cohorts in a combinatorial fashion, and used more refined performance metrics and distance measures between datasets. A BERT-based architecture allowed our model to consider the relationship between any two tokens in an input sentence as opposed to older language models. We trained models on all combinations of 2 (or all 3) medical specialties to better estimate model performance trends and computed group-comparison statistics. We used AUC as a performance measure rather than accuracy since AUC can be computed separately for each class and measures. We use MCDs (which are mentioned descriptively in Santus et al\textsuperscript{7}) to explain and statistically test differences in model generalization across this continuous measure of train-test dataset difference.

We discovered that generalization is even an issue within a single critical care unit when models are tested on new medical specialties, how well a model will generalize is related to training and testing conditions as well as train-test data-distance, and there are finer differences between specific labels’ generalizability.

Unsupervised Result Interpretation

We used tSNE and PCA to examine whether the sciBERT embeddings would cluster according to some property of the corresponding sentences/notes.

tSNE demonstrated that both note and sentence embeddings clustered based on the type of EHR note (Figure 1A, B), but is markedly more pronounced at the document level. This could be explained by the smaller size of individual sentences compared to entire notes, and is likely reinforced by different medical specialties using different sets of EHR note templates.

We found that sentences/notes clustered in the tSNE projection by note type rather than medical specialty. This is consistent with the notion that different note types require different vocabulary and may be written by different types of caregivers (e.g respiratory therapists for respiratory notes, nurses for nursing notes).

PCA confirmed the notion that note type is the primary signal in clustering sentence embeddings (Figure 1D, 1E). In addition, cardiology and pulmonology sentences are more similarly distributed in the PCA projection than either is to oncology sentences. This is not unexpected since cardiac and pulmonary conditions share underlying physiology and often present together in ICU patients.

Supervised Result Interpretation

Using the repeated-measures ANOVA test on the single-specialty models, we were able to show that the differences in macro-averaged AUC between internal, partial overlap, and external test sets were statistically significant as shown in Figure 2A ($p = 0.016$). Model performance was thus found to decrease when the test set had a smaller percentage of sentences from the same specialty as those in the training set. This is a confirmation of the generalizability issue at the medical specialty level, since models trained on a single specialty could not achieve comparable performance on test sets containing sentences from unseen specialties. We note that the relatively high performance of oncology-trained models in Figure 2A may be due to an overrepresentation of oncology articles in the corpora used to pretrain sciBERT compared to articles on other specialties.

However, we have also found that increasing the number of specialties represented in the training set upfront can improve model generalizability on unseen test specialties. Thus, our result corroborates the central finding from Santus et al\textsuperscript{7} and is also supported by a statistical significance test. Unlike Santus\textsuperscript{7}, we created specialties for train and
test sets in a combinatorial fashion, providing a more comprehensive view of the effect of training set diversity. Our finding suggests that a general purpose diagnosis model might have to be fine-tuned using a heterogenous training set to allow the model to generalize on a wider range of test sets.

We showed that train set - test set similarity is positively correlated with increased classification performance for sentences with positive and negative sentiment (“Yes” and “No” ground truth labels). In general, greater train-test distance resulted in lower classification AUC score for “Yes” and “No” labels but not for “Maybe” labels (Figure 3), a surprising result. Thus, it is easier to generalize on “Maybe” sentences from a dissimilar test set since there is relatively small loss of AUC compared to “Yes” and “No” sentences. This suggests that medical informatics models may be more brazenly deployed to new specialties for screening or population health applications than diagnostic applications.

We believe that cosine distance between the unsupervised embeddings of datasets provides invaluable information for machine learning practitioners during model deployment and development. In model deployment, a practitioner can assess whether a model can generalize to a new dataset without requiring any labelled data. Similarly, during iterative model development, the practitioner can measure the distance between a new, unlabeled dataset and an existing training set to ensure maximal gain in data diversity at every iterative step of model development. In instances where it is expensive to acquire labelled data, such as in healthcare settings, this approach will greatly reduce the time and resources required to develop robust NLP models.

Limitations

Our analysis is limited by our sentence collection methodology, performance measures, and use of MCD as a proxy for dataset similarity.

A limitation of the dataset is that MIMIC-III is only contains ICU records. A dataset containing sentences from all departments of the hospital would provide a larger and more diverse pool of sentences.

The AUC score weighs a binary classifier’s sensitivity and specificity across all probability cutoffs, but medical diagnoses and treatment decisions require a single cutoff. Cutoffs can be selected to provide high sensitivity in screening tests and high specificity in diagnostics. In a clinical setting, one could define a positive predictive value (PPV, also known as precision) cutoff based on the particular classification task at hand (as we did in the supplementary results section) or use the average precision derived from precision-recall curves (see Supplementary Figures 3-4).

We found expected baseline MCD trends between datasets and showed that this proxy of dataset similarity was significantly associated with how well a model will generalize to an arbitrary test dataset. But this single statistic is a narrow interpretation of dataset similarity; a collection of metrics may afford a richer picture of dataset similarity.

Future Directions

Follow-up studies could include assessing generalizability of specialty sentences along other metadata axes from the MIMIC-III database, such as note type or patient demographics. Additionally, one could ask other questions about the sentences collected for this study, such as patient prognosis given a sentence and the name of a disease contained in that sentence. We only used sciBERT for further fine-tuning since it was the only model supported in our company’s cloud model tuning toolkit. One could also examine the effect of using different pretrained BERT models, such as BioBERT or an EHR-pretrained BERT on AUCs and generalizability. We tried unsupervised analyses with pretrained bioBERT and saw similar tSNE clustering as with sciBERT embeddings. Based on the unsupervised results across embeddings, we believe that the supervised phenomenon we’ve reported on SciBERT would similarly apply to embeddings with different tunings.

Conclusion

Healthcare delivery currently requires extensive manual review of patients’ medical record notes, and medical informatics has models that could help but they may not work as well when deployed to new institutions. This study found that models also may not perform as well on corpora from the same institution that involve different medical special-
ties. We identified the median cosine distance as an indicator of how well a model will perform on new unlabelled data so that medical informatics can be deployed to support healthcare providers and researchers with reasonably similar corpora.
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Abstract

Federated learning of data from multiple participating parties is getting more attention and has many healthcare applications. We have previously developed VERTIGO, a distributed logistic regression model for vertically partitioned data. The model takes advantage of the linear separation property of kernel matrices of a dual space model to harmonize information in a privacy-preserving manner. However, this method does not handle the variance estimation and only provides point estimates: it cannot report test statistics and associated P-values. In this work, we extend VERTIGO by introducing a novel ring-structure protocol to pass on intermediary statistics among clients and successfully reconstructed the covariance matrix in the dual space. This extension, VERTIGO-CI, is a complete protocol to construct a logistic regression model from vertically partitioned datasets as if it is trained on combined data in a centralized setting. We evaluated our results on synthetic and real data, showing the equivalent accuracy and tolerable performance overhead compared to the centralized version. This novel extension can be applied to other types of generalized linear models that have dual objectives.

Introduction

With the adoption of electronic health records (EHRs) in the US and advances in health information technology (HIT), a vast amount of health data is being generated rapidly. These data come from different sources (e.g., hospitals, cohort studies, disease registries, health insurance providers, and DNA/RNA sequencers). The conventional solution is first to gather datasets from multiple sources at a central site and then conduct analyses to answer a clinical/research question. However, such a centralized approach is not always viable because of potential harm to patient privacy, regulations, and policies, mistrust among participants, etc. If analyses could be conducted with data that are maintained in different places, this would greatly mitigate these factors.

A dataset can be partitioned in two ways: horizontally or vertically. Datasets are horizontally partitioned if all participating sites have the same set of features from different individuals. For example, a risk score model for coronary heart disease collects demographic, cholesterol, blood pressure, diabetes and smoking status from different institutions to develop or validate the model. Horizontally partitioned datasets occur in multi-site clinical trials, clinical data research networks (CDRNs), registries, and risk prediction models with non-overlapping development and validation sites. On the other hand, a dataset can be partitioned vertically in two or more different features from the same individual and the subset of features of it can be stored in different sites. For example, a Strong Heart Study, the largest epidemiology study of cardiovascular disease in American Indians, store the the genotype data in one institution and the phenotype data in another institution, allowing access only to approved researchers. Booming direct-to-consumer (DTC) genetic testing companies keep the individual’s genetic data in their storage server, but the clinical information of the patients are stowed in the patient registry or EHR system. However, the association test of these genetic data can be performed only when they are linked with phenotypes, typically EHRs, thus physically separated from the genotype data. While healthcare claims data are saved in health insurance companies, detailed patient data are located in hospital EHR system. Current protocol of data access involves a lengthy process of request, review, approval, and monitoring limiting the opportunity of clinical research. Even when datasets can be centralized, transferring these to a central site is not trivial with genomic, imaging, and patient-generated health data from mobile phones and devices because these datasets can be very large in size. For this reason, commercial cloud computing platforms provide com-
monly used public genomics datasets such as 1000 genome datasets or The Cancer Genomics Atlas (TCGA) datasets so that users can bypass the redundant transfer of such large datasets, which are costly and choke up the network.

Many algorithms were developed for federated analytics for both horizontal and vertically partitioned datasets. For vertically partitioned datasets, secure matrix product algorithms are widely adopted. None of these methods used dual optimization to perform interval estimation for vertically partitioned datasets. Dual optimization has been used for support vector machine classifier, but the logistic regression model is preferred method in genetics. VERTical Grid lOgistic regression (VERTIGO) is a distributed algorithm to build a logistic regression model on vertically partitioned datasets using dual optimization. However, VERTIGO provides the only point-estimates, so no confidence interval is provided, and the statistical significance of the estimate in the form of a P-value is not provided. This study is an extension of our previous work, namely VERTIGO, to add standard errors to derive the interval estimates and express the parameter’s statistical significance. This paper introduces a novel way of generating and transmitting confidence intervals along with coefficients. We describe our proposed algorithm, provide the mathematical proof, and demonstrate the algorithm performance on both simulated and real datasets.

Methods

Synthetic data generation

Synthetic data for 2000 samples and 20 features were created with some distributional assumptions, as follows:

1. Generate two independent matrices, $X_1$ and $X_2$, of the dimension 2000 examples $\times$ 20 features, using a Uniform[0, 1] distribution
2. Derive a linear combination, $X = 1 + 2X_1 + 3X_2$, of the above two matrices
3. Generate random ground truth parameter vector $\beta$ with size $(20 \times 1)$ using a Uniform[0, 1] distribution
4. Apply the sigmoid function to calculate the probabilities for a binary outcome, $p = 1/(1 + e^{-X\beta})$
5. Generate the binary outcome $y$ with probability $p$ in step 4 using a Bernoulli distribution

Then the generated samples were assigned to mutually exclusive partitions, where the number of partitions, $k$, was varied from 2 to 4 and each partition represented a client site.

Real data BURN1000

A synthetic data about a burn study was obtained from R package aplore3. It is included in a companion data archive for the textbook by Hosmer and Lemeshow. The burn data had eight variables and 1000 samples. The outcome was death, a binary variable of alive or dead. The seven features were age, gender, race, burn facility, total burn surface area, burn involved in inhalation injury, and flame involved in a burn injury.

PennCath

A real data was from the Foulkes lab, and this is the PennCATH cohort data, which arises from a Genome-wide association (GWA) study of coronary artery disease (CAD) and cardiovascular risk factors based at the University of Pennsylvania Medical Center. First of all, the quality control process is performed on the genotype data to check sex discrepancy, minor allele frequency, Hardy-Weinberg equilibrium, and relatedness. In the end, the sample size of the data shrinks from 3850 to 1280. Then the whole dataset was split into two clients, phenotype and genotype. The binary outcome is the disease condition, yes or no. The phenotype data includes age, sex, and additional covariates for each individual, while the genotype data contains 10 principal components for SNPs. Those 10 components along with phenotypes data and one genotype data in 1,000 SNPs, will be put into the VERTIGO-CI algorithm. To evaluate the computation time, we designed studies for 3 batches of trials using 10, 100, and 1000 SNPs.

Model
The logistic model is defined as
\[ P(y = \pm 1|X, \beta) = \frac{1}{1 + \exp(-y\beta^T X)} \]
where \( y \) is a binary outcome, \( X \) is the design matrix of sample-by-feature, and \( \beta \) is the model parameter. The goal is to find the estimate for \( \beta \) given observed data \( X \) and \( y \). The best estimate for \( \beta \) is the maximizer of the log-likelihood function
\[
\arg\max_{\beta} l(\beta) = \arg\max_{\beta} \log \pi(y \beta) - \frac{\lambda}{2} \beta^T \beta
\]
where \( \pi \) is the sigmoid function and \( \frac{\lambda}{2} \beta^T \beta \) is the regularization penalty term to avoid overfitting. Since the above equation cannot be used for a vertically partitioned dataset in its current form, VERTIGO algorithm adopts reparameterization using the dual form of the original optimization equation
\[
\arg\min_{\alpha} J(\alpha) = \arg\min_{\alpha} \frac{1}{2\lambda} \|y\alpha X\|_2^2 - L(\alpha), \quad L(\alpha) = -\alpha^T \log(\alpha) - (1 - \alpha)^T \log(1 - \alpha)
\]
This dual form of the maximum likelihood function is generating the same results by optimizing dual parameters with respect to samples rather than features, keeping the information intact.

The next step is to update the parameters \( \alpha \) using Newton’s method by iterating
\[
\alpha^{(s+1)} = \alpha^{(s)} - \frac{J'(\alpha^{(s)})}{H(\alpha^{(s)})}
\]
where \( J'(\alpha) \) and \( H(\alpha) \) are, respectively, the first and second derivative of dual object function \( J(\alpha) \), defined as
\[
J'(\alpha) = \lambda^{-1} y\alpha^T yX^T + \log \frac{\alpha}{1 - \alpha}
\]
\[
H = \lambda^{-1} \text{diag}(y)XX^T \text{diag}(y) + CI
\]
Note that \( H \), the Hessian matrix, has been changed in this situation for calculation convenience, and such changes will not harm the convergence as it only changes the step size. \( C \) is a positive constant that enables the Hessian matrix to be full rank so its inverse matrix exists. When dual parameters \( \alpha \) converges, the desired primal form parameter vector \( \beta \) can be obtained by its relationship to \( \alpha \),
\[
\beta = \lambda^{-1} \alpha y^T X
\]
This study’s novel contribution is producing the standard errors of the point estimates that can be used to report statistical significance by P-Values or confidence intervals. The standard error of the coefficient can be represented as
\[
(X'VX)^{-1/2}, \quad V = \text{diag} \left( \frac{e^{X_i\hat{\beta_i}}}{1 + e^{X_i\hat{\beta_i}}} \left( 1 - \frac{e^{X_i\hat{\beta_i}}}{1 + e^{X_i\hat{\beta_i}}} \right) \right)
\]
with the setting of vertically partitioned assumption on \( X \), we have \( X = (X_1, X_2, \ldots, X_k) \).

Since \( V \) is not separable for its own, the intermediate-term \( e^{X_i\hat{\beta_i}} \) can be used to calculate \( V \), by sending each term to clients, so that the final matrix \( V \) can be computed. Additionally, \( V \) should not be known by the center server because the information of \( X \) can be reverse-engineered with using previously seen data. So, at this step, the matrix \( V \) must be kept secret from the server.

The first connected client to the closed network acts as a lead-client and collects the first intermediate matrix, \( e^{X_1\hat{\beta_1}} \), from the other clients. This lead-client generates \( V \) and sends it back to all clients. Finally, each client sends the second intermediate matrix, \( X_iV^{1/2} \), back to the server. Since the matrix \( V \) is hidden to the server, the individual-level data are protected. Since \( X'VX \) is separable as follows
\[
X'VX = \begin{pmatrix}
X_1'VX_1 & X_1'VX_2 & \cdots & X_1'VX_k \\
X_2'VX_1 & X_2'VX_2 & \cdots & X_2'VX_k \\
\vdots & \vdots & \ddots & \vdots \\
X_k'VX_1 & X_k'VX_2 & \cdots & X_k'VX_k
\end{pmatrix}
\]
where $k$ is the number of clients, directly interpretable statistics such as the Z score can be calculated as $Z = \beta / \text{diag}((X'X)^{-1/2})$, and confidence intervals and P-values can be derived. The pseudo-code is presented in Algorithm 1. Since $X_i'X_i$ has a different size, the problem turns into a ‘puzzle solving’ to update the partial block matrices. Thus, putting those matrices in the right places is important. See the matrices-puzzle-solving pseudo-code in Algorithm 2. As an example, when $k = 3$, the algorithm will be executed as shown in Figure 1. ‘Row Block $i$’ is defined as $[X_iVX_1, X_iVX_2, \ldots, X_iVX_k]$ binding $k$ matrices column-wise where $k$ is the number of clients.

Algorithm 1 VERTIGO-CI

**Input:** Data matrix of each client $X_i$ ($n$ samples by $p_i$ features), shared outcome $Y$, and penalty parameter $\lambda$ ($i = 1, \cdots, k$)

**Output:** Coefficient $\beta^*$, their standard errors and confidence intervals

**Procedure:**

1. Each client $i$: sends gram matrix $K_i = X_iX_i^T$ to the server
2. Server: combines the global gram matrices to have $K = \sum_i K_i$’s, initializes dual parameters $\alpha^{(0)} = 0$ and broadcasts these parameters back to the clients
3. Initialize step $s = 0$
4. Repeat while changes in $\alpha <$ predetermined threshold:
   
   (a) The client $i$: Computes $E_i^{(s)} = \lambda^{-1} y\alpha^{(s)}^T yK_i$ and send the intermediate matrix to the server
   
   (b) Server: Combines and calculates $E^{(s)} = \sum_i E_i^{(s)}$, $J(\alpha^{(s)}) = E^{(s)} + \log \frac{\alpha^{(s)}}{1-\alpha^{(s)}}$
   
   (c) Server: Computes Hessian matrix $H^{(s)}(\alpha^{(s)}) = \lambda^{-1} \text{diag}(y) K \text{diag}(y) + CI$ and calculates the inverse $H^{(s)^{-1}}$
   
   (d) Server: Updates the dual parameters using Newton’s method $\alpha^{(s+1)} = \alpha^{(s)} - J'(\alpha^{(s)}) H^{(s)^{-1}}$, then sends the updated $\alpha^{(s+1)}$ back to clients
   
   (e) $s = s + 1$
5. Set the final alpha as $\alpha^*$, the optimal value of $\alpha$
6. Each client $i$: Calculates the global optimization $\beta_i^* = \lambda^{-1} \alpha^* y^T X_i$ and sends it to the server
7. Server: Combines the global optimum estimates from each client $\beta^* = (\beta_1^T, \cdots, \beta_k^T)^T$.
8. Client-to-Client communication:
   
   (a) The client $i$: Calculates $e^{X_i\beta_i^*}$ and sends it to client 1
   
   (b) Client 1: Combines the statistics $e^{X\beta} = \prod_i e^{X_i\beta_i^*}$ and calculates $V$ as above $[\prod_i]$, then sends the $V$ back to clients 2, 3, $\cdots, k$
9. Each client $i$: Calculates $X_iV^{1/2}$ and sends to the server
10. Server: Combines and calculates the standard errors, $p$-values, and confidence intervals

Implementation

We implemented the VERTIGO-CI in Python 3.7, using the `numpy`, `pandas`, and `scipy` modules to perform the mathematical computations. We utilized the asyncio module for network programming to allow asynchronous operations. All testing was performed on Amazon Web Service (AWS) EC2 instance of r5a.2xlarge (64 GB Memory, 8 CPUs) with Ubuntu 18.04 instances in different data centers in five continents (Asia: Seoul, Australia: Sydney, Europe: Dublin, North America: Oregon/Virginia, and South America: Sao Paulo).
Algorithm 2 Matrices-puzzle-solving

**Input:** Intermediate matrix of each client $X_i'V^{1/2}$, number of clients $k$

**Output:** The completed intermediate matrix $X'VX$ for calculation of Standard Deviation.

for $i = 1 : k$
  for $j = 1 : k$
    $RowBlock[i] = [RowBlock[i], X_i'V^{1/2} \cdot (X_jV^{1/2})^T]$  
  end for
end for

$X'VX = [(X'VX)^T, RowBlock[i]^T]^T$

---

**Figure 1:** Example for 3 clients VERTIGO-CI matrices puzzle combination. Here the dimensions of $X_1, X_2, X_3, V$ are $n \times p_1, n \times p_2, n \times p_3$, and $n \times n$ where $n$ is the number of patients and $p_i$ is the number of variables in the client $i$. And $p = p_1 + p_2 + p_3$ is the total number of variables. ‘Row Block $i$’ is defined as $[X_iVX_1, X_iVX_2, \ldots, X_iVX_k]$ binding $k$ matrices column-wise where $k$ is the number of clients.

**Results**

The proposed method’s correctness is reported in Table 1 using the maximum absolute distance from the ground truth of the 20 estimates for 20 features from the synthetic dataset. All 20 coefficients specified in the simulation model achieved the near-perfect agreements. The runtime of the proposed method increased exponentially with an increase in the sample size and an increase in the number of clients (Figure 2). The runtime increased slightly when the number of features was increased. The effect of physical distance among clients and the server was evaluated using different cloud service providers’ data centers. Six different Amazon Web Service (AWS) data centers were selected to co-locate all four clients, while keeping the server in Virginia, US. All four clients were scattered in different places (blue line), which took the longest execution time. As a baseline (pink), the co-location of all four clients and the central server in one data center (Virginia) achieved the shortest computation time. From Dublin to Sydney, a remote data center was tested to observe the effect of the client data center’s physical distance from the server data center, Virginia. Interestingly, trans-US (Oregon - Virginia) took longer run times than trans-Atlantic (Dublin - Virginia) or trans-America (Sao Paulo - Virginia). The reasons may lay on multiple jump boxes along with the
Table 1: The difference in parameter estimates in synthetic data. The difference was measured in the $L_{\infty}$ norm, the maximum absolute distance from the ground truth of the 20 estimates. The dataset had 2000 samples, and 20 features were used.

<table>
<thead>
<tr>
<th>Number of Clients</th>
<th>Difference in Coefficient</th>
<th>Difference in Std Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$1.34 \times 10^{-6}$</td>
<td>$5.31 \times 10^{-8}$</td>
</tr>
<tr>
<td>3</td>
<td>$1.34 \times 10^{-6}$</td>
<td>$5.22 \times 10^{-8}$</td>
</tr>
<tr>
<td>4</td>
<td>$1.34 \times 10^{-6}$</td>
<td>$5.34 \times 10^{-8}$</td>
</tr>
</tbody>
</table>

Figure 2: Computation time of the synthetic data. The time includes intermediate file transfer in two ways, client-to-client and client-to-server. A: Both sample size and number of clients varied under a fixed number of features = 20. B: Both feature and client numbers varied under a fixed sample size = 2000. C: Runtime by different AWS data centers. The blue line represents the run time of all four clients scattered in four different data centers away from Virginia, where server is located. The other colors represent the two data centers, one for co-locating all four clients and the other for the server site.

Discussion

We proposed a novel method of embedding the client-to-client part to enhance the interpretation of VERTIGO with hypothesis statistics like standard error, Z-score, p-value as well as confidence intervals for each coefficients. Using both synthetic and real datasets, we demonstrated the correctness of VERTIGO-CI by showing that its estimates are identical to those from the logistic regression with acceptable runtime with a small to mid-size number of features. Our proposed method’s novel contribution is the standard error of the point estimates, which allows statistical decisions using P-value and confidence intervals. As the previous VERTIGO implied, the implementation of a fixed-Hessian matrix on Newton’s method can highly reduce the computation complexity. However, the inversion of fixed-Hessian matrix is still non-trivial. And another potential problem is the size of gram-matrix during communication, gram matrix with $10,000 \times 10,000$ size can take up to 60 GB size. We have successfully implemented our VERTIGO-CI on a server in different sites but there is still a room for improvement in runtime to handle a very large number of features as in genomics data.
Table 2: Accuracy of VERTIGO-CI in BURN1000 data. total burn space area (TBSA 0-100 %), flame involved in burn injury (flame), burn involved in inhalation injury (inh_inj), and Standard Error (SE)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coeff</th>
<th>Difference in Coeff</th>
<th>SE</th>
<th>Difference in SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-3.819841</td>
<td>4.978316e-07</td>
<td>0.296338</td>
<td>-5.805270e-08</td>
</tr>
<tr>
<td>facility</td>
<td>-0.176201</td>
<td>-3.277626e-07</td>
<td>0.139130</td>
<td>-3.553973e-08</td>
</tr>
<tr>
<td>age</td>
<td>2.075578</td>
<td>3.407076e-08</td>
<td>0.217424</td>
<td>-9.323797e-09</td>
</tr>
<tr>
<td>tbsa</td>
<td>1.741145</td>
<td>-5.004354e-08</td>
<td>0.179537</td>
<td>-1.389442e-08</td>
</tr>
<tr>
<td>gender_male</td>
<td>-0.069838</td>
<td>-2.018457e-07</td>
<td>0.142060</td>
<td>-9.766352e-09</td>
</tr>
<tr>
<td>race_white</td>
<td>0.439069</td>
<td>7.644087e-08</td>
<td>0.118723</td>
<td>-1.191069e-08</td>
</tr>
<tr>
<td>inhalation_injury</td>
<td>0.291130</td>
<td>-1.952836e-07</td>
<td>0.178000</td>
<td>-2.107444e-08</td>
</tr>
</tbody>
</table>

Table 3: The runtime in BURN1000 data with varied number of clients

<table>
<thead>
<tr>
<th>Number of Clients</th>
<th>Mean running time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>12.4515</td>
</tr>
<tr>
<td>3</td>
<td>14.1357</td>
</tr>
<tr>
<td>4</td>
<td>15.9227</td>
</tr>
</tbody>
</table>

Table 4: Accuracy of VERTIGO-CI in PENNCATH data. high-density lipoprotein (hdl), low-density lipoprotein (ldl), principal component (pc), tryglyceride (tg), and Standard Error (SE)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coeff</th>
<th>Difference in Coeff</th>
<th>SE</th>
<th>Difference in SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>sex</td>
<td>-1.200262</td>
<td>2.007786e-07</td>
<td>0.005065</td>
<td>1.391678e-01</td>
</tr>
<tr>
<td>age</td>
<td>-0.032013</td>
<td>1.330223e-06</td>
<td>0.144231</td>
<td>1.393521e-01</td>
</tr>
<tr>
<td>tg</td>
<td>0.011913</td>
<td>1.658586e-08</td>
<td>0.001869</td>
<td>7.267426e-04</td>
</tr>
<tr>
<td>hdl</td>
<td>0.015559</td>
<td>2.796433e-07</td>
<td>0.004879</td>
<td>1.855911e-04</td>
</tr>
<tr>
<td>ldl</td>
<td>0.006471</td>
<td>8.162119e-07</td>
<td>0.001142</td>
<td>7.268230e-04</td>
</tr>
<tr>
<td>pc1</td>
<td>1.057632</td>
<td>6.040747e-06</td>
<td>2.405702</td>
<td>3.457518e-05</td>
</tr>
<tr>
<td>pc2</td>
<td>-3.234316</td>
<td>1.851210e-05</td>
<td>2.378695</td>
<td>1.801008e-02</td>
</tr>
<tr>
<td>pc3</td>
<td>-2.172853</td>
<td>1.293278e-05</td>
<td>2.404689</td>
<td>2.596270e-02</td>
</tr>
<tr>
<td>pc4</td>
<td>-1.136879</td>
<td>7.012701e-06</td>
<td>2.392821</td>
<td>1.190317e-02</td>
</tr>
<tr>
<td>pc5</td>
<td>1.449743</td>
<td>8.630703e-06</td>
<td>2.408969</td>
<td>1.611641e-02</td>
</tr>
<tr>
<td>pc6</td>
<td>0.060668</td>
<td>8.945382e-08</td>
<td>2.401000</td>
<td>8.005713e-03</td>
</tr>
<tr>
<td>pc7</td>
<td>2.508987</td>
<td>1.462683e-05</td>
<td>2.424523</td>
<td>2.348583e-02</td>
</tr>
<tr>
<td>pc8</td>
<td>-3.037303</td>
<td>1.840741e-05</td>
<td>2.449719</td>
<td>2.515850e-02</td>
</tr>
<tr>
<td>pc9</td>
<td>-2.629828</td>
<td>1.576750e-05</td>
<td>2.422779</td>
<td>2.698205e-02</td>
</tr>
<tr>
<td>pc10</td>
<td>-0.983910</td>
<td>6.774366e-06</td>
<td>2.396671</td>
<td>2.614376e-02</td>
</tr>
</tbody>
</table>

Table 5: The runtime with PENNCATH data with varied number of SNPs

<table>
<thead>
<tr>
<th>Number of SNPs</th>
<th>Mean runtime (s)</th>
<th>Standard deviation of runtime</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>260.2662</td>
<td>51.4977</td>
</tr>
<tr>
<td>100</td>
<td>2625.8944</td>
<td>13.6633</td>
</tr>
<tr>
<td>1000</td>
<td>26159.9742</td>
<td>0.6426</td>
</tr>
</tbody>
</table>
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Abstract

Suicide is the 10th leading cause of death in the US and the 2nd leading cause of death among teenagers. Clinical and psychosocial factors contribute to suicide risk (SRFs), although documentation and self-expression of such factors in EHRs and social networks vary. This study investigates the degree of variance across EHRs and social networks. We performed subjective analysis of SRFs, such as self-harm, bullying, impulsivity, family violence/discord, using >13.8 Million clinical notes on 123,703 patients with mental health conditions. We clustered clinical notes using semantic embeddings under a set of SRFs. Likewise, we clustered 2180 suicidal users on r/SuicideWatch (∼30,000 posts) and performed comparative analysis. Top-3 SRFs documented in EHRs were depressive feelings (24.3%), psychological disorders (21.1%), drug abuse (18.2%). In r/SuicideWatch, gun-ownership (17.3%), self-harm (14.6%), bullying (13.2%) were Top-3 SRFs. Mentions of Family violence, racial discrimination, and other important SRFs contributing to suicide risk were missing from both platforms.

Introduction

Suicide is one of the leading causes of death in the US. With an estimated increase of 61% in mental health patients per mental healthcare providers (MHPs) by 2025, it is hard to maintain patient engagement with treatment. Further, predicting when someone will attempt suicide has been nearly impossible. Prior research has identified suicidal behavior using health insurance claims and electronic health record (EHR) data. It is widely recognized that such data may have low sensitivity to detect suicidal behavior due to coding practices, reimbursement patterns, issues concerning ethics and safety, and the uncertainty of the patient's intent. Nevertheless, most of the clinically relevant data in EHRs, such as signs and symptoms and condition severity, are frequently available in narrative text from MHPs but not in structured and coded form. For instance, most clinically relevant information on mental health conditions, such as depression and suicidal ideation, is available in unstructured clinical notes. However, understanding and preventing suicide at an early stage requires data collected in real-time or through a source where individuals can express their life events and mood-related symptoms without the fear of social stigma. Social media platforms (e.g., Twitter, Reddit) can provide a rich source of insights on linguistic, interactional, and expressiveness features, complementing and supplementing clinical notes and interview. Similarly, the information derived from social media posts created by those experiencing suicidal ideation or attempt suicide may differ from what is typically documented in EHRs by MHPs, given the freedom of expression and its timeliness. For instance, a user makes the following post on r/SuicideWatch: “Really struggling with my bisexuality, which is causing chaos in my relationship with a girl. Being a fan of the LGBTQ community, I am equal to worthless for her. I’m now starting to get drunk because I can’t cope with the obsessive, intrusive thoughts, the need to isolate myself, and sleep forever”. Note its clinical relevance: it signals Drug Abuse, Obsessive Compulsive Disorder, Suicidal Ideations, and Borderline Personality Disorder (BPD). While the information on suicidality derived from unstructured EHR text can support point-of-care clinical decision making for suicide prevention, social media text can provide additional perspectives for public health interventions. In our research, we seek to demonstrate the supplementary and complimentary relationships between EHR and social media in recognizing individuals at risk of suicide. Leveraging the list of suicide risk factors (SRFs) identified by Jashinsky et al., we showcase the similarities and dissimilarities in their manifestation on social media and EHR data. For this task, we utilize social media and EHRs from Reddit and Weill Cornell Medicine Ambulatory EHR clinical notes (WCM EHR), respectively. Recent research on identifying users with depression, estimating the severity of mental illness, or analyzing the change in user’s expression as they change topics of their conversation depending on their current conditions, mental health communities (or MH-subreddits) on Reddit have been effective in gleaning actionable insights. The creation of communities specific to mental illnesses on Reddit (e.g., r/Depression, r/Autism, r/Anxiety, r/ADHD, r/BPD, r/SuicideWatch) may be essential for suicide prevention.
r/PTSD, r/SuicideWatch) has facilitated clinical inferencing because of flexibility in the length of the post and the trust because of human moderation. Such characteristics have made Reddit provide nuanced content over Twitter. WCM EHRs are the unstructured and heterogeneous clinical notes are rich in content with granular details related to suicide risk. The user and content distributional similarity between Reddit and WCM EHR actuated our study to compare and contrast mentions of SRFs in both the platforms (see Datasets section).

In this study, we extract and compare SRFs derived from unstructured clinical text data and Reddit. While we mainly focus on user postings in r/SuicideWatch, we identify and gather semantically similar postings made by the user in other MH-subreddits. In this study, we label these emerging SRFs as “Other Important SRFs”. Considering these key insights, we discuss the complementary or supplementary relationship between r/SuicideWatch and WCM EHRs in discerning expressions of SRFs. Subsequently, we report the limitations of our analytical study as a recommendation to improve future research focusing on associating clinical settings and social media for prompt assessment of suicidality of an individual.

Suicide risk prediction from unobtrusively gathered and up-to-date social media data has been beneficial in understanding suicide-related behaviors of users suffering from mental health conditions. A study by Alvarez et al. showed that mediated social media-based therapy could successfully support early interventions for patients with the first episode of psychosis. Platforms such as Twitter, Reddit, and Facebook have provided data relevant to depression, suicidality, postpartum depression, and post-traumatic stress disorder. Twitter has been investigated for depression symptoms, suicide ideations, and SRFs for potential insights on early intervention in emergency. Comparing the patient’s perspectives gleaned from social media can suggest suicide risk factors that can supplement and complement the findings from EHRs. Merchant et al. conducted a study on ~1000 consenting patients on Facebook suffering from 21 categories of mental conditions, including anxiety, depression, and psychosis, to show the utility of Facebook language as the screening tool estimate the onset of disease and conduct early interventions. The study concluded that contrasting insights from social media with EHR is necessary to leverage the findings for clinical use.

On the other hand, Roy et al. and Gaur et al. underlined that prior studies had ignored the use of clinical guidelines in their research, curtailing adoption of methods to practice. Studies from Chen et al., Howard et al., statistically explored natural behavioral language processing methods (e.g., use of first-person pronouns, sentiments, emotions, language models) and general lexicons (e.g., Linguistic Inquiry and Word Count (LIWC)) to study suicide risk without entailing clinical knowledge in the form of either medical resources or subject matter expert. We improve upon the limitations of previous work by incorporating relevant clinical information in the way of lexicons and medical knowledge bases in mental health care.

Datasets

The posts explicitly and implicitly expressing SRFs were extracted from Reddit using a set of domain-specific keywords that describe each SRFs independently. For instance, Depressive Feelings was expressed with following set of keywords: *thoughts, emotions, ranting, hopeless, ocd*. Self Harm was expressed with following set of keywords: *cuts, hurt, pills, overdose, tear, knife*. A more detailed list of keywords in provided on this link. The content covers 2,624,846 unique users and 2,469,893 posts across 15 mental health subreddits (MH-subreddits) (Bipolar, Borderline Personality Disorder, Depression, Anxiety, Opiates, Opiates Recovery, Self Harm, Stop Self Harm, BipolarSOs, Addiction, Schizophrenia, Autism, Aspergers, Crippling Alcoholism, BipolarReddit, SuicideWatch) over 11 years (2006-2016). This study focuses on users who have expressed suicidal tendencies on r/SuicideWatch and other mental health-related subreddits. We consider postings of a r/SuicideWatch in other subreddits as transient because they implicitly reflect a user’s mental health status. As a consequence, we obtain posts with words related to some SRFs but posts are not related to SRFs. For instance: “People accidentally cutting while shaving” will be mis-labeled with following SRF “injury of unknown intent”, if words like “hair”, “shave”, “slack”, “accidentally” were not used to filter out. To filter such posts, we use a list of exclusion terms to prevent false positives while labeling posts with SRFs. A complete list of exclusion terms is provided on this link. Considering this as a proxy of understanding co-morbidity on Reddit, it is essential to identify a user’s content in other subreddits and measure similarity with content often posted by other users in r/SuicideWatch. We followed a quantitative procedure, termed as *semantic relatedness* (a variant of cosine similarity measure). Thus, our final dataset contains 416,154 posts from 195,836 users with an average of ~460 words per post, that is significantly larger and substantial than twitter dataset in Jashinsky et al. The Reddit dataset
is available for download on this link.

For the EHRs data, we used the EpicCare® Ambulatory EHR platform (used by Weill Cornell Medicine’s (WCM)). The platform documents clinical care in its outpatient settings, which constitutes the EHR data used in this study. In particular, we extracted all clinical notes for n=123,703 patients who either had a diagnosis of major depressive disorder or have been prescribed an antidepressant between 2007 to 2017. Our corpus of all clinical records comprising more than 13.8 Million documents was authored by clinicians from multiple specialties, such as internal medicine, psychiatry, anesthesiology, pain medicine, across WCM outpatient clinics. Notes were heterogeneous in their content and level of detail and unstructured in their format. We subsequently generated representation of these datasets using word embedding models, which have shown to capture each word’s meaning in context and derive clusters of semantically related words and phrases. Finally, a comparative analysis was performed to meaningfully probe auxiliary relationship between clinical and social media setting to understand the suicide risk factors.

![Figure 1: Heatmap showing semantic relatedness between mental health subreddits based on user overlap. For instance, r/SuicideWatch and BPD has a score 0.40, which signifies, of the number of users in common to both subreddits, content of 40% of users overlaps. Semantic relatedness is measured following equation 1. We have ignored comments in subreddits as they added minimal information gain.](image)

**Methods**

We develop a method to quantify the semantic relatedness of the content produced by a user in r/SuicideWatch and other mental health subreddits (see Datasets section). A fundamental challenge that social media platform raise is false positives. A segment of resilient users on r/SuicideWatch shares their experiences to support others. Recognizing and separating supportive users from potentially suicidal users is essential for a reliable comparison with clinical notes. We utilize the suicide risk severity lexicon built using the Columbia-Suicide Severity Rating Scale (C-SSRS) to eliminate supportive content. Consequently, we build an SRF-related lexicon as a composition of relevant lexicons created in past studies to recognize medical concepts in r/SuicideWatch subreddit and clinical notes. Such a process is termed as entity (or concepts in lexicon) normalization and it requires a numerical representation in the form of a vector of length \( L \) \((V_L)\) (where \(|V_L|\) can be of either dimensions \{300, 200, 100, 50\} and \(V_L \in \mathbb{R}\)). This numerical vector representation or embedding of the word are generated using a word embedding model. Since our task is specific to mental health and suicide risk, we require fine-tuning the word embedding model. For this purpose, we utilize SRF-related lexicon. After that, we used a non-parametric clustering approach to cluster embeddings and associate SRFs with them based on their semantic similarity (details in the Methodology section). On the analyzing the clusters labeled with one or set of SRFs, we found that SRFs such as “gun ownership” and “suicide around individual”
are often mentioned together in clinical notes, suggesting that gun was the medium for suicide. On the other hand, “gun ownership” frequently occurred with SRFs such as “depressive feelings”, “psychological disorders”, “suicide ideations” in the r/SuicideWatch. It suggests that SRFs: “depressive feelings”, “psychological disorders”, “suicide ideations” cause owning the gun. Hence, complementing the findings of clinical notes with Reddit would provide a better picture of the severity of an individual’s suicide risk. Our analysis showed that the list of SRFs stated in Jashinsky et al. is not sufficient for a complete comparison of the two platforms. For instance, SRFs such as “poor performance in school”, “relationship issues”, “racial discrimination” are major contributors of suicide ideations but are not specified in Jashinsky et al.’s list of 12 SRFs: “depressive feelings”, “depression symptoms”, “drug abuse”, “prior suicide attempts”, “suicide around individual”, “suicide ideation”, “self-harm”, “bullying behavior”, “gun ownership”, “psychological disorder”, “family violence and discord”, and “impulsivity”. It is measured between two sub-reddits as the overlap in content made by users in common to both the subreddit. In our study, we formalize semantic relatedness (SR(S₁, S₂)) between two subreddits (S₁ and S₂) as follows:

\[
SR(S_1, S_2) = \frac{\sum_{u \in S_1} \sum_{p_i \in \text{posts}(S_1, u) \cap \text{posts}(S_2)} \delta(\vec{u}_i, \vec{u}_j)}{|\text{posts}(S_1)| + |\text{posts}(S_2)|} ; \delta(\vec{u}_x, \vec{v}_y) = \begin{cases} 1 & \cos(\vec{u}_x, \vec{v}_y) > 0.9 \\ 0 & \text{otherwise} \end{cases} \tag{1}
\]

where \( \vec{u}_i \) is the vector representation of a post \((p_i)\) made by a user \((u)\) in a subreddit \((S_1)\) and \(N_u\) is the number of users common to both the subreddits. The threshold for the similarity is 0.9, which is empirically defined based on domain expert judgment. We follow this process over all the MH subreddits, as shown in Figure 1. From Figure 1, an SR score of 1.0 between r/SuicideWatch and r/StopSelfHarm suggest that users in common to these subreddits have more similar content compared to r/SuicideWatch and r/Opiates (SR score = 0.16). Based on the threshold of 0.40 set on the SR score, we extracted and gathered posts of r/SuicideWatch users in Depression, Addiction, Anxiety, Bipolar, Stop Self Harm, Self Harm, Borderline Personality Disorder (BPD), and Schizophrenia subreddits. The aggregated suicide-related content contains posts which have negations and conjunctions. Generating embeddings of these posts is erroneous as it is difficult to generate a semantic-preserving representations of posts with negations and conjunctions. Thus, we identified these posts and remove them for the study. Further, we leveraged a suicide risk severity lexicon (See details under Methods) to filter our posts which are not suicide-risk-related. With this preprocessing method we identified a cohort of 2180 (2.5% of 93K, ~100K posts) users who were potentially suicidal through expressions of suicide risk factors and associated mental health conditions. We extracted the content of these users in other MH subreddits and aggregated to create the dataset for the study. The reliability of the dataset was evaluated through an annotation performed over a randomly sampled 500 users (~30K Posts). The annotation was performed by psychiatrists using 5-labels: Supportive, Indicator, Ideation, Behavior, and Attempt, of which {Ideation, Behavior, Attempt} are defined in the Columbia-Suicide Severity Rating Scale. The content was annotated at the user-level and at the post-level. The inter-rater reliability score was recorded through pairwise and groupwise agreement using the Krippendorff metric. Pairwise agreement is conducted between pairs of annotators and the annotator with high agreement score is selected for groupwise agreement. In this annotation agreement scheme, the annotations of the selected annotator is compared with mutually agreed annotations from an incremental group of annotators (in our case \{2,3\}). If there is a substantial agreement between the selected annotator and other groups of annotators with varied sizes, we consider the annotation, else process is repeated with next best annotator in pairwise scheme. Both the agreement schemes, together achieve robustness in the annotation task. Both at the user-level and post-level, we obtained a substantial inter-rater reliability score by measuring pairwise and groupwise agreement. At user-level, pairwise agreement was 0.79 and groupwise agreement was 0.69. In post-level, pairwise agreement was 0.88 and groupwise agreement was 0.76.

We describe an unsupervised and clinically grounded SRF-labeling methodology to identify and compare the different SRFs expressed in the voluminous r/SuicideWatch posts and clinical notes in EHRs. The proposed methods inputs sentence-level embeddings of the posts and clinical notes, and word embedding of the concepts in the SRF lexicon. The outcome, independent clusters of r/SuicideWatch posts, and clinical notes were associated with an SRF or set of SRFs by measuring the similarity between the embeddings of the centroid of the clusters and SRFs. The common and disparate SRFs were identified from the two platforms and compared (see Figure 2).
lexicons created specifically for suicide risk. We employ lexical-resources based on Columbia Suicide Severity Rating Scale (C-SSRS)\textsuperscript{21} and Diagnostic and Statistical Manual of Mental Disorders (DSM-5) developed by Gaur et al\textsuperscript{19}. We used the concepts in the created SRF lexicon as the seed concepts to enrich it with terms in SNOMED-CT, and Drug Abuse Ontology (DAO)\textsuperscript{19} following a guided markovian random walk procedure. An instance of the created SRF lexicon associates “Suicide Ideations” with “intrusive thoughts”. To verify this association, we trace the path from “Obsessive-compulsive disorder” ([SNOMEDCT: 1376001]) to “intrusive thoughts”. Obsessive-compulsive disorder [SNOMEDCT: 1376001] is associated with Suicidal Ideations [SNOMEDCT: 425104003], and the concept “Intrusive Thoughts” [SNOMEDCT: 225445003] is a child of parent concept “Disturbance in Thinking” [SNOMEDCT: 26628009], which is a child concept of “Obsessive-Compulsive Disorder.” Thus proving the association between “intrusive thoughts” and “Suicidal Ideations”. The SRF lexicon acts as a component to fine-tune a generic word embedding model, ConceptNet\textsuperscript{21} to generate contextualized representations of r/SuicideWatch posts and clinical notes in WCM EHRs. This post-processing technique is called retrofitting, and it reinforces the embedding of words by minimizing the distance between concepts that are relevant in describing SRF\textsuperscript{20}. For example, in the retrofitted ConceptNet, “hopeless” and “depressive feelings” are in proximity compared to “hopeless” and “harassment.” The proximity suggests that depressive feelings are expressed with the term “hopeless” more often than “harassment” in suicide risk-related conversations. Another example is the semantic proximity of “impulsivity” to “bullying” rather than “family violence and discord.”

After retrofitting of ConceptNet embedding model, we leverage it to generate vector representations of each post in the suicide dataset created from r/SuicideWatch and other relevant online mental health communities. Similarly, we create representations of clinical notes documented in EHRs. Note that our method to create representation is post-level and clinical notes-level, not user-level. Psychiatrists treat a siloed community of patients suffering from mental health disorders, which restricts diversification. A strategic comparison of clinical notes in EHRs with population-level social media markers could enable the psychiatrists to develop better contextual questions in diagnostic interviews and elucidate disease epidemiology for better patient engagement. The representations of the two sources of content were clustered independently using a non-parametric clustering algorithm, OPTICS (Ordering Points To Identify the Clustering Structure)\textsuperscript{9}. Our selection of OPTICS over approaches such as DBScan, K-Means, Gaussian Mixture Models, is based on the clustering algorithm’s ability to create diverse (at least equal to the number of SRFs) clusters, where each cluster most-likely cohesively represents an SRF. We calculate the similarity between the representation of the centroid of the cluster and the SRFs. The SRF, with the highest similarity with the centroid, is the estimated label of the cluster. We followed this process to label clusters created from suicide dataset and clinical notes in EHRs.
Results and Discussion

On the clusters labeled with a set of SRFs, this study discusses the commonalities and differences in the expressions of suicide-risk from patients and users in WCM EHRs and r/SuicideWatch respectively. For instance, depressive feelings, psychological disorders, drug abuse, and suicide ideations are the common SRFs communicated on both platforms. However, both the platform differs from each other concerning following SRFs: depressive symptoms and suicide around individual is revealed only from clinical notes; bullying behavior, self-harm, impulsivity, and family violence and discord significantly manifests in r/SuicideWatch communications only. We ranked the SRFs independently for each platform. In clinical notes, most frequent SRFs are depressive feeling (24%), psychological disorders (21.1%), drug abuse (18.2%), depressive symptoms (14.9%), suicide around individual (12.6%), and suicide ideations (9.1%) (see Figure 4a). On analyzing the clusters derived from the EHR data, we observed mentions of gun ownership contextualizes bullying behavior and suicide around individual (see Figure 3a). In r/SuicideWatch posts, gun ownership (17.4%), self-harm (14.6%), bullying behavior (13.2%), drug abuse (13%), depressive feelings (11.6%), suicide ideation (10.7%), psychological disorders (10%), impulsivity (9.6%) are frequently discussed (see Figure 3b and Figure 4b). A semantic analysis of the posts on r/SuicideWatch showed family violence and discord as the reason for impulsivity, leading to a suicide attempt (see Figure 4b). Further, suicidality measured through co-occurrence of drug abuse and bullying behavior often showed a high frequency of terms mapped to family violence, then depressive feelings.
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(a) Top three SRFs elicited from clustering clinical notes in WCM EHR dataset. SRF such as Suicide around individual is often mentioned with gun ownership and bullying behavior.  
(b) Top five SRFs elicited from clustering r/SuicideWatch posts. Depressive feelings, bullying behavior, and drug abuse are often mentioned together. Suicide ideations are expressed by users mentioning signs of depressive feelings and threatening to possess gun.

Figure 3: Description of top clusters showing interrelation between different SRFs identified in r/SuicideWatch and clinical notes.

However, we seldom saw the manifestation of SRF, “family violence and discord” in the documented clinical notes. Clinical settings steered away from discussing family violence and impulsivity, significant SRFs mentioned on r/SuicideWatch. This may indicate that individuals who act impulsively, leading to the risk of committing suicide, are less inclined to discuss such behavior privately with their MHPs. On the contrary, Depressive feelings were prominent SRF followed by psychological disorders and drug abuse in clinical settings. Figure 4a shows that semantic clusters of suicidal ideations and gun ownership were formed from the representations of clinical notes, which is consistent with the clusters derived from r/SuicideWatch and is illustrated in Figure 4b. Further, written communications from users on r/SuicideWatch mention suicide ideations when describing psychological disorders and guns as threats to self-harm. These findings are relatable with clinical insights derived from C-SSRS.

Both the platforms show content from users (or patients) discussing gun ownership and bullying behaviors when expressing potential suicide risk. In contrast, r/SuicideWatch clusters were more revealing by co-locating other SRFs such as drug abuse and self-harm. Considering the findings from the analysis of the suicide risk-related content this study specify a supplementary and complementary relationship between r/SuicideWatch and EHRs. Besides, while our clinically grounded approach demonstrated the feasibility to intervene among those at suicide risk consensually as-
sociating their social media profile with EHR data, we plan to elucidate certain computational and practical limitations in our future research.

**Limitations**

The findings described in the study should be interpreted in the context of some limitations concerning (a) the semantic lexicon, (b) the suicide dataset, and (c) the WCM EHR dataset. The abstraction of posts made on r/SuicideWatch using the semantic lexicon comes with a limitation regarding its completeness. The lexicon utilized in this study is a composition of concepts in PHQ-9, C-SSRS, DAO, and SNOMED-CT, which was semantically appropriate for this study. But it can be improved with slang terms and moderation from domain experts. However, care must be taken while extending the lexicon as it brings ambiguity which might falsely determine SRFs. The suicide dataset prepared by strategically accumulating the content from MH-subreddits ignored some subreddits directly related to
r/SuicideWatch but are sparse. For example, r/euthanasia (assisted suicide) and r/suicideprevention, are other discussion forums on suicide risk that were not included in this study.

In addition to the list of SRFs provided by Jashinsky et al., we found additional topics such as “relationship issues”, “brain damage”, “physiological stressors”, “can’t afford rent, debt, failure”, and “unemployment” that are significant contributors to suicide ideations but could not be mapped to the existing list and require a clinically relevant SRF label. For now, we considered these stressors as “Other Important SRFs,” and in this study, we did not provide a comparison between the two platforms based on this category. This is because it is a mixed category in terms of SRFs; hence a vector representation would be semantically misleading, causing false inferences. Likewise, we formed another category, termed as “Accessory,” which contains phrases having mention of a material or substance that assisted suicide. For instance “self-inflicted injury by suffocation by plastic bag” (a plastic bag is an accessory), “suicide or self injury by jumping from bridge” (the bridge is a navigational concept [SNOMEDCT: 242843002]), “suicide or self injury by caustic substance”, “attempt suicide by car exhaust (event is an accessory)”, “indirect self harm due to mechanical threat” (trapped in a car trunk, refrigerator, etc.). Like “Other Important SRFs”, “Accessory” is a mixed category, we could not assess the commonalities and disparities between r/SuicideWatch and WCM EHR clinical notes. As future work, we will explore these incohesive categories from a clinical perspective and further strengthen our study with demographic and spatial information. Additionally, we will explore ways to differentiate between suicide completers and suicide attempters.

Conclusion

Suicide risk factors can be determined and used for suicide prevention at an early stage; however, poorly documented clinical notes curtail MHPs from devising intervention strategies. Further, EHRs shed some light on a patient’s current and anew psychopathology status, but fail to cultivate a broader understanding of the mental health conditions. Recently, people have investigated social media, mainly Reddit, to gather insightful population-level markers for assisting MHPs. However, ambiguous and sparse content in Reddit and EHRs require structured hierarchical knowledge for apprehension and effective decision making. In this work, we investigated the commonality and disparity in the conversations specific to SRFs from users on r/SuicideWatch and patients in the clinical setting. In the process, we created an SRF-specific lexicon for semi-automatically identifying medical concepts on r/SuicideWatch and clinical notes for contextualization and semantic clustering of SRFs. We observed a few similarities between the SRFs discussed within the private EHR data versus an anonymized, public setting, SW. Simultaneously, many dissimilarities were observed across the datasets suggesting future studies should focus on linking clinical and non-clinical data at an individual level to get a comprehensive view of an individual’s suicide risk. The post-level and user-level annotated dataset created from r/SuicideWatch will be made publicly available upon acceptance of the study. Further, the source code developed to conduct this study will be made online on github for reproducibility.
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Abstract

The novel coronavirus disease-2019 (COVID-19) pandemic has threatened the health of tens of millions of people worldwide and imposed heavy burden on global healthcare systems. In this paper, we propose a model to predict whether a patient infected with COVID-19 will develop severe outcomes based only on the patient’s historical electronic health records (EHR) prior to hospital admission using recurrent neural networks. The model predicts risk score that represents the probability for a patient to progress into severe status (mechanical ventilation, tracheostomy, or death) after being infected with COVID-19. The model achieved 0.846 area under the receiver operating characteristic curve in predicting patients’ outcomes averaged over 5-fold cross validation. While many of the existing models use features obtained after diagnosis of COVID-19, our proposed model only utilizes a patient’s historical EHR to enable proactive risk management at the time of hospital admission.

INTRODUCTION

The novel coronavirus disease-2019 (COVID-19) has threatened the health of tens of millions of people over the world and imposed heavy burden on global healthcare systems. To fight against the pandemic and mitigate the burden, numerous efforts have been made by scientists to develop risk prediction models for COVID-19 patients. Prognostic models, among the important risk prediction models, has been developed to predict risks of mortality¹-³ and progression to severe status⁴-⁶ for COVID-19 patients. Commonly used predictors for those COVID-19 prognostic models include comorbidities, age, sex, lab test results (e.g., lymphocyte count, C reactive protein, and creatinine), and radiologic imaging features⁷. The existing models, however, spanning from Cox proportional hazards models to state-of-the-art machine learning and deep learning models, heavily rely on features obtained after hospital admission or diagnosis of COVID-19 for post-diagnosis prognosis⁸.

Recurrent neural networks (RNN) have been widely used in modeling sequential phenomena such as speech and language due to its strengths of capturing hidden relationships between the sequential data⁹. There have been several studies in the healthcare domain that used RNN to predict future medical events or the risk of certain diseases, leveraging the sequential nature of electronic health records (EHR). For example, Lipton et al.⁹ and Choi et al.¹⁰ both used RNN for predicting future medical events based on the historical EHR data. Choi et al.¹¹ published related work using RNN for predicting the risk of heart failure based on the patient’s historical EHR data.

In this study, we applied RNN on a patient’s historical EHR data to predict the patient’s risk of developing severe outcomes from COVID-19, including mechanical ventilation, tracheostomy, or death. The prediction represents the probability for a patient to progress into a severe status after being infected with COVID-19. One major advantage of this method is that the model does not require any data after the diagnosis of COVID-19 (e.g., lab test results and vital signs), so that it can predict the risk of developing severe outcomes from COVID-19 for a patient before or at the time of hospital admission. This advantage allows proactive risk management by the clinical care team and resource allocation in advance, which can be critical for health policy makers and hospital administrators.

METHODS

COVID-19 Cohort Description

New York City has been one of the epicenters of the COVID-19 pandemic. NewYork Presbyterian Hospital/Columbia University Irving Medical Center (NYP/CUIMC) has treated a large cohort of COVID-19 patients since the onset of the pandemic. For this work, we obtained all EHR data for the patients infected with COVID-19 updated until May 31, 2020 from NYP/CUIMC’s Observational Medical Outcomes Partnership (OMOP) database, which contains 30 years’ worth of comprehensive EHR data for about 6.5 million patients. This work received institutional review board approval (AAAR3954) with a waiver for informed consent.
The COVID-19 cohort was identified as patients 18 years or older who were hospitalized and tested positive for SARS-CoV-2 within 21 days before or during their hospitalization. The patients must have at least one visit record prior to March 1, 2020 and with at least one condition (i.e. diagnosis) concept. We obtained all condition concepts in historical inpatient and outpatient visits prior to the hospital admission due to infection of COVID-19 for the identified patients in the cohort in temporal order. In total, 5,774 unique condition concepts were identified from all patients in the cohort. Demographic information (i.e. sex and age at the most recent hospital admission) of the patients were also obtained. Characteristics of the COVID-19 cohort are shown in Table 1. We classified patients in the COVID-19 cohort into two groups: severe vs. moderate. Severe patients were identified as the patients who had at least one of the following outcomes during hospitalization: mechanical ventilation, tracheostomy, or death; these events correspond to a severity score of ≥ 6 in the World Health Organization ordinal scale for clinical improvement. Moderate patients refer to the patients who were either discharged without developing severe outcomes during hospitalization or were still hospitalized but without any signal of the severe outcomes.

<table>
<thead>
<tr>
<th></th>
<th>Severe patients</th>
<th>Moderate patients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total # of patients</td>
<td>546</td>
<td>1,828</td>
</tr>
<tr>
<td># of patients with either mechanical ventilation or tracheostomy</td>
<td>15</td>
<td>-</td>
</tr>
<tr>
<td># of death</td>
<td>531</td>
<td>-</td>
</tr>
<tr>
<td># of senior patients (%)</td>
<td>455 (83.3%)</td>
<td>878 (48.0%)</td>
</tr>
<tr>
<td>male patients (%)</td>
<td>322 (59.0%)</td>
<td>891 (48.7%)</td>
</tr>
<tr>
<td>Avg. age of the patients (SD)</td>
<td>76.79 (12.92)</td>
<td>61.34 (18.29)</td>
</tr>
<tr>
<td>Median # of visits per patient (25 percentile, 75 percentile)</td>
<td>16.0 (4.0, 46.0)</td>
<td>12.0 (3.0, 38.0)</td>
</tr>
</tbody>
</table>

Problem Definition
For notation, we denote vectors with italic bold lower-case (e.g. $\mathbf{h}_1, \mathbf{x}_1$), matrices with italic bold upper-case (e.g. $\mathbf{W}_{FR}$), and scalars with italic lower-case (e.g. $\hat{y}$). For notational convenience, we assume that the input for the model is a single patient.

For each patient in the cohort, all historical inpatient and outpatient visits were extracted in the form of multi-hot encoded vector $\mathbf{x}_i$ for $i = 1, \ldots, p$, where $p$ is the number of total visit that the patient made before the hospital admission due to COVID-19. Inpatient visits included emergency room visits or hospitalizations via emergency room. The multi-hot encoded vector $\mathbf{x}_i \in [0, 1]^k$ represents the $i$-th visit of the patient, where $k$ denotes the number of unique medical concepts observed in the cohort. $\mathbf{x}_i^l$ is 1 if the $l$-th medical concept was observed in the patient’s $i$-th visit and 0 otherwise. Our goal is to predict a patient’s risk of developing severe outcomes based on the patient’s historical EHR data. The predicted risk score ranges between 0 and 1 and represents the estimated probability for the patient to progress into a severe outcome from COVID-19.

Model Architecture
The proposed RNN model to predict the risk score is depicted in Figure 1. At each timestamp $i$, the model receives a patient’s visit $\mathbf{x}_i$ and the previous hidden state $\mathbf{h}_{i-1}$ as input and outputs hidden state $\mathbf{h}_i$ for $i = 1, \ldots, p$, where $p$ is the number of total visit that the patient made. We used Gated Recurrent Units (GRU) for the RNN model in this work. Although Long Short Term Memory (LSTM) is the most widely used RNN cell among all other RNN variants and generally outperforms GRU on large datasets, GRU show comparable or better performance on tasks with relatively small datasets with fewer parameters. Preliminaries of GRU are available in the supplementary material.

For efficient training of the model, we used an embedding layer that transforms the multi-hot encoded input $\mathbf{x}_i$ into a low-dimensional embedding (described below). The hidden state at the last timestamp is concatenated with the patient’s demographic information vector and subsequently fed into a fully connected layer with hyperbolic tangent activation. Finally, an output layer that contains a single neuron with sigmoid activation (i.e. logistic regression layer)
is applied over the output of the fully connected layer to generate the risk score of the patient as defined in Eq(1) and Eq(2):

\[ o_{FC} = \tanh(W_{FC}[h_p, d] + b_{FC}) \quad Eq(1) \]

\[ \hat{y} = \sigma(W_{LR}o_{FC} + b_{LR}) \quad Eq(2) \]

where \( W_{FC}, W_{LR}, b_{FC}, b_{LR}, o_{FC}, h_p, d \) and \( \hat{y} \) denote the weight matrix of the fully connected layer, weight matrix of the logistic regression layer, bias of the fully connected layer, bias of the logistic regression layer, the output vector of the fully connected layer, the hidden state at the last timestamp \( p \), demographic information vector, and the predicted risk score of the patient respectively. \([\cdot,\cdot]\) denotes vector concatenation, \( \tanh() \) denotes the hyperbolic tangent activation function, and \( \sigma() \) denotes the sigmoid activation function. A patient’s demographic information vector is a simple concatenation of one-hot encoded sex (i.e. [1, 0] for male and [0, 1] for female) and min-max normalized age of the patient.

The true label \( y \) for each patient was determined based on outcome status of the patient as observed in the CUIMC database: we assigned 1 for severe patients and 0 for moderate patients. Since severe and moderate cases were imbalanced in the dataset, we used weighted cross entropy loss, defined as Eq(3):

\[ L = -\sum_{j=1}^{N} (wy^{(j)} \log \hat{y}^{(j)} + (1 - w)(1 - y^{(j)}) \log(1 - \hat{y}^{(j)})) \quad Eq(3) \]

where \( y^{(j)}, \hat{y}^{(j)}, N, \) and \( w \) are the true label for the \( j \)-th patient, the predicted risk score for the \( j \)-th patient, the total number of patients in the batch, and weight for the cross entropy. We used 0.75 for the weight of the cross entropy considering the ratio of the severe and moderate patients in the cohort to provide more weight on accurately predicting severe cases (i.e. more focus on sensitivity).

Figure 1. The architecture of the proposed recurrent neural network model. GRU: Gated Recurrent Unit.

RESULTS

Experiment Setup

To evaluate the performance of the RNN model, we compared the average area under the receiver operating characteristic curve (AUC) based on 5-fold cross validation with two other baselines – logistic regression and multilayer perceptron (MLP). The entire dataset was divided into 5 chunks: 3, 1, and 1 chunk(s) were allocated to the training set, validation set, and test set respectively (i.e. 60% training, 20% validation, 20% test split). Different combinations of chunks were allocated to the training set, validation set, and test set at every fold, thus the model was trained, validated, and tested on different datasets at every fold. All models were trained with a maximum of 50 epochs at every fold and the model achieved the highest AUC on the validation set was finally used for test set evaluation. We reported the average and standard error of AUCs of all 5 folds based on the test set.
We used an embedding layer to transform the multi-hot encoded input $x_i$ into a low-dimensional embedding. We experimented with two different initializations of the embedding layer in the RNN model: (1) the embedding layer initialized with a random normal distribution; (2) the embedding layer initialized with pre-trained embedding. Random normal distribution with mean 0 and standard deviation 0.01 was chosen for initialization since it showed better performance than many other baselines in word embedding tasks. We pre-trained an embedding using GloVe on the co-occurrence matrix obtained from the cohort for 100 epochs. The pre-trained embedding captures the relationships between the medical concepts since GloVe utilizes the global co-occurrence matrix of concepts for its training, where the co-occurrence matrix is calculated based on the concept co-occurrence in every patients' visit. In the literature, the dimensionality of the embedding is generally set between 100-500 for medical concept vocabularies with sizes from a few hundred to tens of thousands of concepts, therefore we set the dimensionality of the pre-trained embedding and randomly initialized embedding to 128. The embedding layer was fine-tuned jointly with the prediction task of the model.

Since mini-batch training shows good generalization performance when the size of the data is relatively small, we used a small batch of size 2 in the training. We also empirically found that prediction performance of the model decreased with larger batch size. To prevent the model from overfitting, $L_2$ weight decay with regularization coefficient of 0.001 was applied to weights of the fully connected layer in the RNN model. We tried dropout to non-recurrent connection of the RNN model and found that dropout did not improve the performance of the model, therefore we did not use dropout.

**Baselines**

*Logistic regression*

A simple logistic regression model was used for the first baseline with three different types of input: aggregated multi-hot encoded vector, aggregated embedding, and aggregated pre-trained embedding. For each patient, aggregated multi-hot encoded vector is summation of input $x_i$ at all timestamps, after which is clipped with maximum value to 1. Aggregated embedding and aggregated pre-trained embedding were generated by passing the aggregated multi-hot encoded vector through randomly initialized embedding layer or pre-trained embedding layer respectively. Those two embedding layers were initialized using the same scheme as the RNN model. Aggregation of the input can be understood as the summation for each concept observed across visits in a patient’s history. All aggregated inputs were normalized to zero mean and unit variance for numeric stability during training. $L_2$ weight decay with regularization coefficient of 0.001 was applied to weights in the model to reduce overfitting.

*Multilayer perceptron*

Multilayer perceptron (MLP) with a single hidden layer was used for another baseline. A fully connected layer with hyperbolic tangent activation was used for the hidden layer and the output layer contains a single neuron with sigmoid activation. The three different types of inputs (aggregated multi-hot encoded vector, aggregated embedding, and aggregated pre-trained embedding) were used with the same settings as described above. The number of hidden units in the hidden layer was set to 128. $L_2$ weight decay with regularization coefficient of 0.001 was applied to weights in the model to reduce overfitting.

**Implementation Details**

We used Tensorflow 2.0 to implement the RNN model and all baselines. Adam was used for optimization in training for all models. A machine equipped with 2 × Intel Xeon Silver 4110 CPUs and 192GB RAM was used. Hyperparameters and some important details of training are provided in the supplementary material. The source codes to implement all models are publicly available at [https://github.com/Jayaos/rnn-covid](https://github.com/Jayaos/rnn-covid).

**Prediction Performance of the Risk Score**

We calculated the average AUC of 5-fold cross validation to evaluate the prediction performance of the risk score generated by the models (Figure 2). Overall, the RNN model with pre-trained embedding achieved the highest average AUC (0.846). The RNN model also showed higher average AUC than the baselines when comparing the same embedding layer initialization schemes.
Prediction Time

For the RNN model with pre-trained embedding, which showed the best performance, approximately 0.017 seconds were required to make a prediction for a single patient. We measured the time by averaging the time that the model took to make predictions on the entire test set using the same machine as described in the Implementation Details section.

Analysis of the Risk Score

We analyzed the risk score generated by the RNN model with basic characteristics of the patients to understand how the risk score is affected by patient characteristics. Age and historical visit count were selected as baselines since they were expected to serve as proxies of a patient’s general health status. We used the best performing model among the five models (RNN with pre-trained embedding) in 5-fold cross validation to obtain the risk score of the patients in the test set of the corresponding fold. Figure 3 shows the scatterplot between the risk score and (a) outcome status (b) age (min-max normalized age), and (c) historical visit count of the patients. The regression coefficient were +0.136 (p < 0.01) in (a), +0.376 (p < 0.01) in (b), and +0.0002 (p < 0.01) in (c). Figure 4 shows the ROC curve of the risk score, age, and historical visit count in predicting the outcome status of the patients.

Visualization of Patients

The output vector of the fully connected layer in the RNN model is expected to contain information about the patient that is necessary for predicting the risk of developing severe outcomes from COVID-19. We analyzed the patients by visualizing the output vectors of patients on 2-dimensional space using uniform manifold approximation and projection (UMAP)\(^25\). We trained the RNN model with pre-trained embedding on the entire dataset for 30 epochs and generated output vectors for patients by using the trained model on the entire data. Figure 5a shows the scatterplot of the output vectors of all patients in the dataset. Figure 5b and 5c shows the scatterplot of the output vectors of severe patients color labeled by sex (5b) and age (5c). To further explore the pattern of output vectors for severe patients, we color-labeled them on the 2-dimensional space based on common comorbidities of the cohort. Two common comorbidities of COVID-19 patients in CUIMC, renal failure and type 2 diabetes mellitus (T2DM), were selected\(^26\). Figure 6a and 6b shows scatterplots of the output vectors of severe patients color-labeled based on the observation of T2DM and renal failure respectively. Scatterplots of the output vectors of male and female severe patients separately color-labeled based on the observation of T2DM and renal failure are shown in Figure 6c-6f.
Figure 3. Scatterplot of (a) the outcome status and the risk score, (b) normalized age and the risk score, and (c) historical visit count and the risk score with the regression line. The gray-colored dots represent patients and shaded region around the regression line represents confidence interval.

Figure 4. Receiver operating characteristic (ROC) curve of the risk score, age, and historical visit count in predicting the outcome status of the patients. Area under each ROC curve is denoted in the legend.
DISCUSSIONS

In this study, we proposed an RNN model to predict the risk of developing severe outcomes for COVID-19 patients by utilizing historical EHR data of the patients. The best average AUC was achieved by the RNN model with pre-trained embedding. However, it is worth noting that the difference between average AUC of the RNN model and other baselines are not significant considering the standard error although simple paired t-test confirmed statistically meaningful the difference between the average AUC of the RNN model and other baselines in each initialization scheme. Relatively high standard error is perhaps due to the small size of the dataset. We also found that using randomly initialized embedding in logistic regression and MLP underperforms the models using multi-hot representation as input while using pre-trained embedding improved the performance in all models. This is perhaps because the aggregation across patients’ visits causes information loss for the randomly initialized embedding and the data set was not sufficiently sized to allow the embedding layer to be properly trained starting from random initialization. Additionally, the pre-trained embedding may be suboptimal because we only used the data from the COVID-19 cohort to pre-train the embedding. We expect that the performance will further improve if we use a larger data set to pre-train the embedding.

Although we used a relatively large data set compared to existing COVID-19 studies, which mostly have a few hundred cases\(^7\), the 2,374 cases in our data set is still considered very small for training deep neural network models that contain a large number of parameters to learn. While the model will be able to learn better with more data, obtaining a large data set, however, is not easy for a single institution due to the limited number of patients (and we certainly hope the number of COVID19 patients will not further increase in our institution). We believe obtaining a larger size of data across different institutions and nations or using other disease cohorts as proxy cohorts will resolve this limitation. One advantage of our approach is that our analysis used a standardized clinical data format, the OMOP Common Data Model. The source code for this analysis can be easily shared with others who have similarly formatted clinical data for evidence aggregation.

![Figure 5. Scatterplots of the output vectors of patients in the COVID-19 cohort. All patients are shown in (a) with color representing severity status. Only severe patients are shown in (b) and (c), with color representing sex in (b) and normalized (i.e. normalized with mean and standard deviation) age in (c).](image-url)
While higher accuracies (0.73-0.99) were reported in other studies, the intended use of these models were often not clearly described. The RNN model we propose is intended to aid decision making at the time of or before hospital admission due to COVID-19, since only historical EHR data were needed in the model. In addition, the RNN model can be applied to the general population that is not confirmed COVID-19 positive to identify people at high risk of developing potential severe outcomes if infected by COVID-19. The RNN model can readily be applied to the situations above with much larger datasets or in a real-time setting since it can compute the risk score of the patient in a small amount of time.

We demonstrated the effectiveness of the risk score predicted by the RNN model by analyzing it with basic characteristics (i.e., age and total historical visit count) of the patients. From Figure 3a, we can confirm that the risk score is correlated with the patient developing severe outcomes from COVID-19. We found that there exists a statistically significant positive relationship between age and the risk score of the patients in Figure 3b, which indicates that age itself is an important factor to predict the outcome status of patients. We also expected that the number of hospital visits in a patient’s medical history would reflect the patient’s general health status and therefore a positive relationship would exist between the total historical visit count and the risk score. Figure 3c shows, however, that the relationship between the historical visit count and the risk score of the patients is not strong. The risk score predicted by the RNN model outperforms the other two baselines in predicting outcome status of the patients as shown in Figure 4.

Figure 6. Scatterplots of the output vectors of severe COVID-19 patients, with color representing the observation of (a) type 2 diabetes mellitus (T2DM) and (b) renal failure. (c) and (d) are scatterplots of the output vectors of male severe COVID-19 patients, with color representing the observation of T2DM and renal failure respectively. (e) and (f) are scatterplots of the output vectors of female severe COVID-19 patients, with color representing the observation of T2DM and renal failure respectively.
From Figure 5a, we can see visible clusters of the severe COVID-19 patients. Male and female severe patients were divided into two clusters in Figure 5b. Age, however, does not show clearly distinguishable patterns in the clusters from Figure 5c. While we cannot confirm clear clusters based on the existence of T2DM or renal failure, we can see that the patients separate into distinct clusters throughout Figure 6. Since the patient vectors were generated based on the patients’ observed conditions across visits, these clusters could reflect common comorbidities among severe COVID-19 patients. Additionally, the presence of visible clusters within the scatterplots of the male and female severe patient groups suggests that there exist multiple subgroups of severe COVID-19 patients with distinct characteristics, which shows the potential possibility of subtyping COVID-19 patients. We believe that further efforts to uncover detailed characteristics of the clusters are warranted for subtyping COVID-19 patients.

A drawback of the RNN model is that the model lacks interpretability. The model interpretability is critically important for the model utilizes medical data since interpretable model output can deliver new insights to the problem. For example, we can compare the impact of individual concept on developing severe outcome of COVID-19 by analyzing the weights in logistic regression model with multi-hot vector input. Although the RNN model showed better performance than other models, this gain is at the cost of interpretability. We would like to address this limitation by developing interpretable model without compromising on accuracy in the future study.

Our study shared some common limitations with the existing predictive models for COVID-19 patients. Wynants et al. performed a review of existing predictive models for COVID-19 patients and reported that most of the models have high risk of bias when evaluated with PROBAST (prediction model risk of bias assessment tool)\textsuperscript{7,27}. They found that two common causes of risk of bias in predictive models for COVID-19 were lack of external validation and selection bias. Since the COVID-19 cohort in this study includes patients whose clinical course of care has not yet completed and who may still potentially develop a severe outcome, there is a chance that discharged patients without any signal of severe status during hospitalization at NYP/CUIMC will later develop a severe outcome outside of NYP/CUIMC. Future work will include developing an RNN model to predict various states of a patient being infected with COVID-19 rather than simply predicting the risk score. We also plan to modify the RNN model for time-to-event analysis to appropriately handle censored data.

Additionally, the model was not validated with an external cohort. This limitation is mainly caused by medical data exchange issues across different medical institutes, which limits the sharing of medical data across institutions. Since the RNN model is based on a dataset implemented with OMOP common data model, we expect that applying the model to another institution using the common data model will be easily conducted. For example, Burn et al., has performed deep phenotyping on more than 30,000 patients hospitalized with COVID-19 patients in Asian, Europe and American countries using OHDSI network dataset\textsuperscript{28}. Future work includes experimenting with and validating the RNN model across different institutions in various countries using the OHDSI network dataset.

CONCLUSION

We proposed a predictive model using recurrent neural networks to predict the risk of developing severe outcomes for COVID-19 patients. The proposed RNN model outperforms logistic regression and multi-layer perceptron models in predicting severe outcome status of COVID-19 patients. We also demonstrated the effectiveness of the risk score by analyzing the risk score generated by the RNN model with the basic characteristics of the patients. Future work includes experimenting with the model with a larger dataset and validating the model with an external dataset, adding interpretability to the model, as well as further improving the RNN model using more concepts from other domains (e.g., drug, measurements, and procedure) and using time-to-event analysis, which also can address the censored patient issue.
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Abstract

From electronic health records (EHRs), the relationship between patients’ conditions, treatments, and outcomes can be discovered and used in various healthcare research tasks such as risk prediction. In practice, EHRs can be stored in one or more data warehouses, and mining from distributed data sources becomes challenging. Another challenge arises from privacy laws because patient data cannot be used without some patient privacy guarantees. Thus, in this paper, we propose a privacy-preserving framework using sequential pattern mining in distributed data sources. Our framework extracts patterns from each source and shares patterns with other sources to discover discriminative and representative patterns that can be used for risk prediction while preserving privacy. We demonstrate our framework using a case study of predicting Cardiovascular Disease in patients with type 2 diabetes and show the effectiveness of our framework with several sources and by applying differential privacy mechanisms.

Introduction

The rapid growth of electronic health records (EHRs) provides rich information about patients’ conditions, treatments, and outcomes1. EHRs have been widely used in various healthcare researches such as risk predictions2,3 and phenotyping4,5. Yet, an often overlooked aspect of mining EHRs is the temporal nature of the data. As the data contains the previous and current status of patients, EHRs can be viewed as a sequential database chronologically ordered by date and time. Thus, sequential pattern mining (SPM) can be applied to EHRs to discover interesting, useful, and unexpected patterns that can be used by a predictive model to forecast the patient’s future disease status from the current and previous patient conditions.

Existing works performing SPM of EHRs have demonstrated its potential predictive power. For example, Wright et al.6 mined sequential patterns of diabetes medication prescriptions to predict the next medication to be prescribed. Ghosh et al.7 proposed to apply SPM to stream bed monitors in ICUs for predicting acute hypotension in critical care patients. Lee and Ho2 used a sequence of diagnosis codes in clinical records to predict chronic heart failure using SPM. However, the existing SPM-based methods assume all the EHRs are stored in a central repository or database. In practice, each healthcare system may have one or more clinical data warehouses to store all the patient data. Thus, one of the key challenges towards developing robust models that generalize across multiple systems is to mine data that are distributed across multiple locations or sources.

While mining distributed data itself can be challenging, a further complication arises from privacy laws. A key challenge related to large-scale analysis of EHRs is that the privacy of human subjects should be protected. Therefore, patient data in its original form cannot be transmitted without privacy guarantees that protect against some privacy attacks such as learning information about individuals from data release. To alleviate this issue, differential privacy8 (DP) has emerged as one of the strongest privacy guarantees for statistical data release of sources such as EHRs.

In this paper, we propose a privacy-preserving SPM-based framework for mining EHRs across multiple sources. Unlike existing SPM methods that work only for EHRs stored at a central (single) source, we propose to extract discriminative or representative patterns separately at each source, share the patterns in a DP-preserving manner to a centralized location, and use the patterns for future risk prediction. A major benefit of our framework is that it can guarantee patient privacy for each source separately and still achieve approximately the same overall predictive performance of the model as the central model. We demonstrate our framework using a case study of predicting cardiovascular disease in patients with type 2 diabetes. The experimental results illustrate the effectiveness and flexibility of our framework using different DP mechanisms with several sources.
A Case Study of Cardiovascular Disease in Patients with Type 2 Diabetes. Approximately 8.2% of the US population suffered from diabetes in 2018\textsuperscript{9}. Moreover, diabetes can lead to other health complications and often results in heavy economic burden\textsuperscript{10}. One common complication for patients with diabetes is cardiovascular disease (CVD) which refers to a number of heart-related conditions including heart disease, stroke, and heart failure. CVD incurs heavy health and economic burdens with a projected medical cost of $358 billion in 2015\textsuperscript{11}. There is also a strong correlation between diabetes and CVD. The mortality risk of CVD among people with diabetes is high; 65% (age 65 or older) die because of heart disease and 16% die of stroke\textsuperscript{12}. As the healthcare expenditure and resources are high in patients with diabetes and CVD, early intervention in CVD patients can lead to favorable health outcomes\textsuperscript{13}. Thus, we demonstrate our method to predict whether a patient with diabetes will develop CVD in the future.

Background

**Sequential Pattern Mining.** In the field of data mining, pattern mining is broadly used to discover interesting, useful, and unexpected patterns in the database\textsuperscript{14}. When the ordering of the events is important, SPM is proposed as a prominent solution. The goal of SPM is to find the set of all frequent subsequent patterns in the sequence database that satisfies a user-specified threshold $\theta$. Here, $\theta$ indicates the frequency of the subsequent pattern (also known as the support count) that appears in the database.

SPM can be applied to EHRs as it contains sequences of medical evidences and actions. As an example, in each patient’s visit (or encounter), ICD-9 or ICD-10 diagnosis codes are recorded. A sequence of encounters can be represented by listing each patient’s encounters in chronological order by the visit dates. Once, the sequence of encounters is constructed, any SPM algorithm can be applied to extract frequent subsequent patterns.

**SPM-based Framework in Risk Prediction.** To mine useful patterns that can be used for risk prediction, it is often helpful to find representative patterns that distinguish patients exposed to the disease (i.e., cases) from patients not exposed to the disease (i.e., controls). Lee and Ho\textsuperscript{2} refer to these representative patterns as **discriminative patterns**. In other words, a discriminative pattern is one that appears in one cohort but not in the other. These patterns can then be used as a feature representation for risk prediction. Figure 1 illustrates the process.

To obtain discriminative patterns, Lee and Ho\textsuperscript{2} proposed the application of SPM to extract all frequent subsequent patterns from the sequence of encounters of each cohort that satisfies the user-specified support count. A lower support count is used to extract more patterns to improve patient representation. However, the extracted patterns may be common patterns that exist in the other cohort. To discard these common patterns, patterns existing in the other cohort are filtered out to obtain **discriminative patterns**. However, this may be too restrictive as many of the discovered patterns exist in both cohorts\textsuperscript{2}. Thus, a threshold, $\tau$, was proposed to allow some patterns to exist in the other cohort but require a higher support count that satisfies $\tau$. Suppose the frequent subsequent pattern $p$ in cohort $c_1$ has a support count of 10. If $\tau = 2$ and $p$ has a support count of 5 in the other cohort $c_2$, then $p$ is a discriminative pattern for cohort $c_1$. This process is done for both cohorts to obtain discriminative patterns for each cohort.

Figure 1: An illustration of the SPM-based framework in risk prediction. Each colored box in the figure denotes a single diagnosis code. There exist only one sequence of encounters for each patient. Note that for both frequent subsequent patterns and discriminative patterns, not all the patterns are shown in the figure.
Differential Privacy. To protect the privacy of a human subject, Differential Privacy (DP) was proposed. Under DP, the main goal is to learn useful information from the EHRs while nothing is learned about the patient. In other words, although any patient’s record is arbitrarily changed, the output of an algorithm should be approximately the same. The formal definition of DP is as follows.

Definition 1. ($\epsilon$-Differential privacy) A privacy algorithm $K$ satisfies $\epsilon$-differential privacy if and only if for all neighboring databases $D$ and $D'$ differing on at most one record and for any possible output $S \subseteq \text{Range}(K)$,

$$Pr[K(D) \subseteq S] \leq \exp(\epsilon) \times Pr[K(D') \subseteq S]$$

(1)

From the Equation (1), $\epsilon$ is a privacy budget which is a metric to determine how strict the privacy is. A smaller value of $\epsilon$ offers better privacy protection. Common DP mechanisms to achieve $\epsilon$ differential privacy is the Laplace mechanism and Exponential mechanism. Laplace mechanism achieves $\epsilon$ differential privacy by adding a random noise sampled from the Laplace distribution to a statistical measure, and the Exponential mechanism uses exponential distribution for adding noise.

Differential Privacy in Multiple Distributed Sources. Many DP mechanisms are proposed for a traditional centralized source where all data is located in a single source. There are cases when the data is distributed across multiple sources (decentralized sources). For such cases, federated learning is used to train the model across multiple decentralized sources without the sharing of raw data. And for sensitive data such as EHRs, privacy is an important issue when using federated learning. Thus, many frameworks are proposed for federated learning with DP which collaboratively train the model while preserving privacy. For example, Truex et al. proposed to combine DP and secure multiparty computation (SMC) in a federated learning system to address the risk inference during the model learning process, and Choudhury et al. proposed to apply DP in distributed EHRs for prediction of adverse drug reaction and mortality rate. However, for the SPM-based federated learning framework, we propose to apply DP mechanisms to support counts of subsequent patterns in multiple decentralized data sources for privacy guarantee.

Methods

In this section, we propose our SPM-based framework for distributed EHRs. We first show a framework that trains the model individually for each data source (no aggregation framework), then we propose a framework that collaboratively trains the model by sharing the patterns from each data source while preserving the privacy (aggregation framework).

SPM-based Framework with No Aggregation. For the SPM-based framework with no aggregation, we introduce a federated learning-based technique that does not share any patient information across different data sources. Given distributed data sources, we apply the SPM-based framework and train the risk prediction classifier for each source separately. It is important to note that we call the obtained discriminative patterns as “local” discriminative patterns as it is obtained within a single data source. Once the local discriminative patterns are extracted from each cohort, we construct a feature representation based on these patterns. From the obtained patterns, we use the top $k$ discriminative patterns based on their support counts from each cohort and use it as our feature representation for risk prediction. We use the existence of the pattern as a feature for the machine learning classification model. Suppose the top 2 discriminative patterns are extracted, $p_1$ and $p_2$ from cohort $c_1$, and $p_3$ and $p_4$ for cohort $c_2$. We construct a feature representation as $[p_1, p_2, p_3, p_4]$, and set the feature to be the existence of the pattern. For example, if one patient contains patterns $p_1$ and $p_4$, then the feature of this patient will be $[1, 0, 0, 1]$. This representation is depicted in Figure 2(a). As illustrated in the figure, all processing is performed “locally” for each data source, and none of the pattern information is shared between other data sources. In addition, each classifier is trained locally using only the patients from the same data source. One limitation of this framework is that discriminative patterns from other data sources are not used which can be more important. The disease prevalence can vary depending on location and populations, thus, to learn a stronger classifier, it may be necessary to use information from other data sources.

Privacy-preserving SPM-based Framework with Aggregation. To alleviate the limitation, we propose a SPM-based framework with aggregation that uses a centralized server to aggregate local discriminative patterns from all data sources and selects the top $k$ global discriminative patterns which are used to train each classifier for the data source. Similar to the SPM-based framework with no aggregation, we apply SPM to each data source, extract frequent subsequent patterns, and obtain local discriminative patterns for each cohort. However, unlike the SPM-based framework
with no aggregation, we use “global” discriminative patterns as a feature representation instead of “local” patterns. We aggregate all local discriminative patterns from each data source into a single list. In other words, there will be two lists of global discriminative patterns for each cohort (i.e., one for the case and one for control). When aggregating the patterns from a centralized location for each cohort, we take the union of patterns and do the summation of the support counts of each pattern. From this aggregated list of patterns, we select the top $k$ discriminative patterns and use them as the feature representation. These top $k$ patterns are then shared back to the original source to train classifiers of each source. It is important to note that although all the local classifiers share the same global discriminative patterns, only the patients from one data source are used to train each classifier. The illustration of the framework is shown in Figure 2(b).

Unlike the SPM-based framework with no aggregation, this framework aggregates local discriminative patterns from all data sources into a centralized server. As patient information is shared across data sources, privacy protection becomes necessary. Therefore, once the frequent subsequent patterns are extracted from each cohort, we apply a DP mechanism such as Laplace mechanism or Exponential mechanism to the support counts of each pattern. The noisy support counts will be used to extract local discriminative patterns from each data source and also used when aggregating local patterns from all data sources into a centralized server. This may lead each cohort to extract a different set of local discriminative patterns compared to the framework without DP because it will make some patterns that were not frequent to become frequent and vice versa under a specific threshold. In this way, although the framework is using global discriminative patterns, privacy can be preserved by not sharing the exact patient support count information from the data source. Later, we demonstrate that the results of applying DP mechanisms will only cause a marginal decrease in predictive performance compared to the results without applying DP.
Experiment Settings

**Dataset.** We use Project NeLL™ (Nursing electronic Learning Laboratory), a database that contains de-identified electronic health records from more than 1 million patients seen at Emory Healthcare from 2012 to 2018. It contains over 8 million unique records, including structured text (e.g., lab values) and unstructured text (e.g., clinical notes, radiology reports). Patients with type 2 diabetes are identified using the ICD-9 code of ‘250.*’ or the ICD-10 code of ‘E11.*’. Note that only patients with the admitting, discharge, or final diagnosis of type 2 diabetes are used, thus ensuring that these patients are more likely to suffer from the disease. These patients who then develop cardiovascular disease (CVD) are identified using the ICD-9 codes of ‘428.*’ or ‘414.*’ or the ICD-10 codes of ‘I50.*’ or ‘I25.*’ (those relating to chronic heart failure and coronary heart disease). Only patients who developed CVD after diabetes are considered (i.e., any patient that had pre-existing CVD prior to diabetes is not considered in our cohort) and only the ICD-9 codes before the CVD is recorded are used. Also, any patients who have only one visit are excluded as there aren’t sufficient events to model.

From the patient records, we use demographic variables such as gender, age, and race. Each encounter of patients is listed chronologically based on their visit dates. For the purpose of this study, we focus only on the discharge diagnosis codes associated with each encounter. Instead of fine-grained ICD-9 codes, Clinical Classifications Software (CCS) codes\(^2\), a categorization scheme for the International Classification of Diseases, is used to group ICD-9 into broader categories to yield better interpretability of the patterns. For each visit, there can be multiple CCS codes. Moreover, each patient has a different number of visits with the length of the sequence of encounters varying from 2 to 546 with an average sequence length of 12.65.

**Case-Control Cohort Study.** Given the imbalanced ratio of CVD patients to non-CVD patients, we designed a case-control study to identify useful sequences of events. Without this process, the extracted patterns will be dominated by non-CVD patients. Thus, we matched non-CVD patients to CVD patients in a ratio of 4 : 1. Patients are grouped based on the age when diabetes was first diagnosed as well as their ethnicity. The top 4 nearest patients based on Euclidean distance from the non-CVD patients are then matched to the CVD patients such that each non-CVD patient is from the same race and of a similar age as a CVD patient. Therefore there will be at most 4 non-CVD patients for every CVD patient. The resulting dataset contains 2,112 patients with CVD and 10,464 non-CVD patients, representing 34% of patients from the original dataset.

**Experimental Design.** To construct the sequences of encounters, we only consider encounters after the date of diabetes were developed. We also adopt the FuzzyGap sequence representation\(^2\) to construct the sequence of encounters. This representation is constructed by setting a user-specified boundary range – encounters within the boundary between two intervals will be added to both intervals. We set the interval to 1 month, where encounters within the same month are recorded into a single encounter and 12 days for the boundary range. We note that FuzzyGap also captures gap-sensitive frequent patterns such as \([\{CCS\text{ codes}\}, \{\}, \{CCS\text{ codes}\}]\) which allows an empty encounter between two encounters each with a set of CCS codes. After processing the sequence of encounters to be in FuzzyGap sequence representation, we end up having 2,112 CVD patients and 7,998 non-CVD patients after excluding patients who have only one interval.

To evaluate the efficiency of our framework, we split the dataset into several partitions (or data sources). We explore 4 different partition settings: 1, 2, 4, and 8. Partition setting with 1 represents the single data source. For simplicity, we will denote these settings as \(n=1\), \(n=2\), \(n=4\), and \(n=8\) for the partition settings 1, 2, 4, and 8, respectively. For each partition setting (e.g., \(n=4\)), we evaluate 5 different random partitions. And for every random partition, there is a train-test split with a ratio of 70% and 30% respectively, and this is done 3 times by randomly selecting patients for train-test splitting. In total, we are running 15 experiments for each partition settings. For every train-test split, we have 7,078 patients in the train set and 3,032 patients in the test set.

While there are several fast and memory-efficient SPM algorithms such as FAST\(^22\), CM-SPADE\(^23\), and CloFast\(^24\), our preliminary experiments using these algorithms implemented in the SPMF library\(^25\) ran out of memory or only could obtain patterns with high support count (on a machine with 100GB of RAM). Thus, we discovered patterns by performing a sequential pairwise comparison between two patients as used in FuzzyGap\(^2\). As Lee and Ho\(^2\) discussed previously, the predictive power is similar between other SPM algorithms and pairwise comparison.
To select the best top $k$, we first evaluate various top $k$ settings (from 40 to 700) in the $n=1$ setting without any DP mechanisms. Note that top $k$ means $k$ discriminative patterns from each class, hence, $2 \times k$ patterns are used as the feature representation. For extracting the discriminative patterns, we use the filtering threshold, $\tau = 2$, which allows some patterns to exist in the other cohort. Once we select the best top $k$ from $n=1$, we use the same top $k$ throughout the remaining experiments.

To evaluate the impact of DP mechanisms on our SPM-based framework with aggregation, we apply three DP mechanisms, Laplace mechanism$^8$, Exponential mechanism$^{15}$ and SVT$^{16}$. For consistency, the privacy budget, $\epsilon = 0.1$ is used as a small value for $\epsilon$ and it provides strong privacy protection.

**Evaluation Metrics.** We evaluate the risk prediction task using the F1 score and area under the receiver operating curve (AUC). In addition to evaluation using the predictive task, we also evaluate our framework based on the recoverability of the discriminative patterns with a single data source. We use precision and recall in the information retrieval context which is defined as below.

\[
\text{precision} = \frac{|\text{relevant} \cap \text{retrieved}|}{|\text{retrieved}|} \quad (2)
\]

\[
\text{recall} = \frac{|\text{relevant} \cap \text{retrieved}|}{|\text{relevant}|} \quad (3)
\]

For both metrics, relevant refers to the discriminative patterns extracted from the single data source, and retrieved denotes the discriminative patterns extracted from the distributed sources. Only the top $k$ discriminative patterns from each class are compared and those patterns are used as the feature representation.

**Empirical Results**

In this section, we use the term “no aggregation” for the SPM-based framework with no aggregation and no privacy, “no privacy” for SPM-based framework with aggregation and no privacy, and “Laplace”, “Exponential”, and “SVT” for privacy-preserving SPM-based framework with aggregation using different DP mechanisms. Note that the reported results are the average of all 3 trials.

**Selecting Top $k$.** When applying the no aggregation framework to $n=1$ setting, many patterns are extracted. For example, in our case-control study, we discovered 924 discriminative patterns for CVD while 27,360 discriminative patterns are discovered for non-CVD patterns. Since the patterns are used for risk prediction, direct usage of all patterns may not yield desirable results due to the potential overfitting of the downstream predictive models. Thus, we use the top $k$ discriminative patterns from each class, resulting in $2 \times k$ patterns used as the feature representation.

![Figure 3: The F1 score and AUC results of risk prediction in $n=1$ setting. The results are using the SPM-based framework with no aggregation with various top $k$ values without any DP mechanisms. Note that top $k$ means selecting top $k$ discriminative patterns from each class, hence in total, we are using $2 \times k$ patterns as the feature representation.](image)
Table 1: The number of discriminative patterns discovered. The reported numbers are the average of partition settings out of 5 different random partitions with 3 different train-test split.

<table>
<thead>
<tr>
<th>Model</th>
<th>2 partitions</th>
<th></th>
<th>4 partitions</th>
<th></th>
<th>8 partitions</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CVD patterns</td>
<td>non-CVD patterns</td>
<td>CVD patterns</td>
<td>non-CVD patterns</td>
<td>CVD patterns</td>
<td>non-CVD patterns</td>
</tr>
<tr>
<td>No aggregation</td>
<td>100</td>
<td>100</td>
<td>85</td>
<td>100</td>
<td>29</td>
<td>100</td>
</tr>
<tr>
<td>No privacy</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Laplace</td>
<td>100</td>
<td>100</td>
<td>98</td>
<td>100</td>
<td>82</td>
<td>100</td>
</tr>
<tr>
<td>Exponential</td>
<td>100</td>
<td>100</td>
<td>98</td>
<td>100</td>
<td>86</td>
<td>100</td>
</tr>
<tr>
<td>SVT</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>90</td>
<td>100</td>
</tr>
</tbody>
</table>

Figure 4: The results show the impact of applying various DP mechanisms in various partition settings. The results are reported on the average of 5 trials of different partition settings, and 3 different train-test split. For recoverability, precision and recall are used and the results are compared with \( n=1 \) setting (w/o DP) to check the percentage of the discriminative patterns being found from each partition. F1 score and AUC is used to evaluate the predictive power. The black dotted line in (c) and (d) are the results of \( n=1 \) setting. All the results are using \( k = 100 \).

To select the best top \( k \) used throughout the remaining experiments, we evaluated \( k \) between 40 to 700. Figure 3 illustrates the results on the F1 score and AUC using various top \( k \) without any DP mechanisms on no aggregation framework with 1 partition. The top \( k \) in the x-axis denotes \( k \) number of discriminative patterns from each class, thus 100 means, in total, 200 patterns are used as a feature representation. From \( k = 50 \) to \( k = 100 \), both results improve rapidly while after \( k = 100 \), F1 score improvement becomes marginal and AUC gradually increases. This means that not all discriminative patterns are useful for risk prediction. Thus, throughout the remainder of the experiments, we fix \( k \) to be 100.

Impact of Partitions. Figure 4 summarizes the recoverability and predictive power of the resulting patterns for each
partition setting. To compute the precision and recall, we use the top 100 discriminative patterns from each partition setting (excluding \( n=1 \)) as ‘the ‘retrieved” set in the Equation (2) and (3), while the top 100 discriminative patterns from \( n=1 \) are used as “relevant”.

As shown in Figure 4(a), precision stays constant for no aggregation. To better understand this, the number of discriminative patterns obtained by each partition setting is shown in Table 1. From the no aggregation row in the table, we observe that less than 100 discriminative patterns are returned when the number of partitions exceeds 2. Moreover, the number of CVD discriminative patterns decreases as the partition increases. As the “retrieved” patterns in the denominator become smaller in Equation (2), the precision should increase. However, the precision for no aggregation stays constant, and this indicates that the recoverability of CVD patterns is low and the precision of no aggregation is more related to non-CVD patterns because the number of CVD discriminative patterns decreases while the number of non-CVD discriminative patterns stays the same as the number of partition increases. On the other hand, for no privacy, the precision decreases as the number of partition increases, and as shown in Table 1, all the partition settings return the same number of discriminative patterns. This indicates that partitioning results in the loss of some important patterns (patterns with high support count in \( n=1 \) setting). From Figure 4(b), we observe that the recall decreases as the number of partition increases for both no aggregation and no privacy. Similar to the precision of no privacy, the size of \(|relevant \cap retrieved|\) is decreasing by failing to extract important patterns, thus recall decreases.

Both F1 score and AUC decrease as the number of partition increases as shown in Figures 4(c) and (d) which follow a similar trend as recall. This shows the importance of discriminative patterns and indicates that as the number of partition increases, more important discriminative patterns are being lost. This is especially true for no aggregation, as it is not using global discriminative patterns. The low recoverability of CVD discriminative patterns for no aggregation causes the predictive power to decrease. From the Figures 4(c) and (d), a larger number of partitions results in a marginal decrease in terms of predictive power for no privacy, and also shows that there is a marginal decrease compared to \( n=1 \). However, for no aggregation, predictive power drastically decreases as the number of partition increases, and this shows the importance of using global discriminative patterns by aggregation.

Impact of Differential Privacy. We kept the same partition settings (i.e., 2, 4, 8) and evaluated the impact of various DP mechanisms. Figure 4 shows the results of applying various DP mechanisms with \( \epsilon = 0.1 \) and are denoted as Laplace, Exponential, and SVT. Figure 4(a) shows that all privacy-preserving frameworks show a similar trend but different from no privacy. From Table 1, we can see that the number of discriminative patterns decreases as the number of partition increases for all three DP mechanisms. And the increment of precision from \( n=4 \) to \( n=8 \) is a result of the number of discriminative patterns (or “retrieved” patterns) in the denominator becoming smaller in Equation (2). The decrease of precision from \( n=2 \) to \( n=4 \) for all DP mechanisms occurs as not all important global discriminative patterns are obtained from aggregation because the number of discriminative patterns returned is close to or equal to 100 as shown in Table 1. For recall shown in Figure 4(b), it follows a similar trend as no privacy which was explained previously.

The predictive performance in terms of F1 score and AUC are shown in Figure 4(c) and (d) respectively. They show that no privacy outperforms all other frameworks and suggests the importance of discriminative patterns. In other words, as the framework can discover more important discriminative patterns, the predictive power increases. For all DP mechanisms, they show a similar trend in predictive power which is decreasing as the number of partition increases.

By comparing the results with no privacy and DP mechanisms, it shows that there is a trade-off by having a privacy guarantee, however, there is a less sharp loss than no aggregation. For the AUC of \( n=4 \), no aggregation has a higher score than Laplace and Exponential. This suggests that the framework using Laplace and Exponential mechanisms discover less important discriminative patterns which result in a lower score than no aggregation. In other words, by applying the Laplace and Exponential mechanisms, important discriminative patterns are discarded and discriminative patterns with low support counts are returned. And for SVT, although it has a similar recall with no aggregation, it uses 15 more CVD discriminative patterns than no aggregation, thus, having higher AUC. For \( n=2 \) setting, as shown in Figure 4(d), Exponential, SVT, and no aggregation has similar AUC score while Laplace has slightly lower AUC. This again emphasizes the importance of discriminative patterns as all 4 frameworks have an equal number of discriminative patterns. The difference between all performance except no aggregation is marginal across the number of partitions compared to the \( n=1 \) setting. Overall, our results suggest that our framework has minor trade-offs for preserving
privacy with predictive performance.

**Discussion and Conclusions**

In this paper, we propose a privacy-preserving SPM-based framework with aggregation and show the effectiveness of our method. In a large-scale analysis of EHRs, protecting patients’ information is an important task, and we have shown that our privacy-preserving framework has almost similar predictive power with the framework without using DP. One limitation of the work is the usage of single real-world EHRs. As disease prevalence can vary depending on location and populations, it is important to use heterogeneous populations because single EHRs typically reflect more homogeneous populations. Another limitation is the even size of the partitions. In practice, EHRs can be stored in one or more data sources but not evenly distributed. When extracting discriminative patterns, local discriminative patterns extracted from a larger data source could dominate other local patterns, resulting in their emergence as global discriminative patterns. One possible extension is to use a weight-based aggregation to prevent one set of local discriminative patterns from dominating others. The last limitation is using only the ICD-9 codes of the patient. One possible extension is to use more information such as procedure codes or prescriptions. However, using multiple information will require more computational resources for pattern extraction. Nevertheless, our framework shows promising results, thus we leave this as future work.

In conclusion, we presented the privacy-preserving SPM-based framework with aggregation for predicting CVD risk in sequences of encounters. To demonstrate the efficiency, we compared the three frameworks (no aggregation, aggregation but no privacy, aggregation with privacy) and show the importance of discriminative patterns. Our experimental results suggest that there are minor trade-offs by applying DP mechanisms. Overall, the prediction results show the effectiveness of the framework with and without applying DP using the extracted discriminative patterns.
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Abstract

Human annotations are the established gold standard for evaluating natural language processing (NLP) methods. The goals of this study are to quantify and qualify the disagreement between human and NLP. We developed an NLP system for annotating clinical trial eligibility criteria text and constructed a manually annotated corpus, both following the OMOP Common Data Model (CDM). We analyzed the discrepancies between the human and NLP annotations and their causes (e.g., ambiguities in concept categorization and tacit decisions on inclusion of qualifiers and temporal attributes during concept annotation). This study initially reported complexities in clinical trial eligibility criteria text that complicate NLP and the limitations of the OMOP CDM. The disagreement between and human and NLP annotations may be generalizable. We discuss implications for NLP evaluation.

Introduction

Named entity recognition (NER)—the process of automatically recognizing named entities and assigning appropriate semantic categories—is a fundamental task of natural language processing (NLP) [1] and has spurred the development of biomedical NLP systems [2, 3]. Because of its importance, the evaluation of NER has been an active field of research [4]. In literature, most of the evaluation of NER research focused on comparative evaluation of performance of commonly used NER systems [5-7], proposing new evaluation metrics [8-11]. However, the inconsistencies in NER evaluations, preventing objective cross-system comparisons, are underexplored.

Biomedical terminologies, also referred as ontologies, are rich sources of biomedical domain knowledge. Therefore, an ontology can be employed to validate whether a predicted entity is correct or not. For an entity, if its exact term or its synonym(s) exist in a reference ontology, the probability of recognizing them correctly is high. Thus, the involvement of ontologies to evaluate biomedical NER tools promise to facilitate error analysis. A possible drawback of evaluating clinical NER using a single ontology is that the same concept can be phrased or categorized differently across ontologies and cause discrepancies in concept normalization. For example, the concept Breast cancer can be represented by a post-coordinated term Neoplasm with “body location” being “breast” in SNOMED [12] but by a pre-coordinated term Breast Neoplasms in MeSH [13]. In CLEF [14], the annotations were mapped to concepts in the Unified Medical Language System (UMLS) [15]. CliCR [16] — a dataset of annotated clinical case reports — also used UMLS to obtain alternative phrase forms (synonyms, abbreviations and acronyms) for any recognized entity.

A common data model harmonizes concepts across various biomedical ontologies. The Observational Medical Outcomes Partnership (OMOP) Common Data Model (CDM) [17] is such a standard common data model that unifies 81 frequently used vocabularies in biomedical domain and is adopted by the OHDSI network [18]. We hypothesize that a corpus annotated based on the OMOP CDM can minimize discrepancies in human annotation and NLP-based concept normalization during NER evaluation. With the availability of a large-scale manually annotated medical corpus conforming to the OMOP CDM, this study compared the human and NLP-based annotations. We experimented with entity boundary relaxation and categorical relaxation. This in-depth analysis identifies challenges originating from the complexities in the eligibility criteria text and the limitations in the OMOP CDM, and makes recommendations regarding leveraging ontologies or common data models to facilitate clinical NER evaluations.

Background and Related Work

Only a handful of studies have conducted comparative evaluation of the recognition and classification performance of commonly used NER systems [5-7]. A few studies proposed new evaluation metrics to more precisely appraise NER performance [8-11], or compared the existent evaluation strategies [2]. Although most of the evaluations adopt the standard quantitative metrics such as precision and recall, the processes of computing such metrics vary significantly and deep understanding of NER errors and their root causes is still lacking [6]. Some measure precision and recall at
the word or token level, while others calculate these metrics at the concept level. Some use “exact match”, which requires that a candidate entity can only be counted as a correct recognition if both its text spans and its class label fully agrees with an annotated entity [2], while others count partial match. Besides, we believe a proper evaluation of a clinical NER system should also leverage domain expertise [19] due to the complexity and imparity across entity categories in clinical corpora. For example, “HIV positive” can be categorized as a measurement entity (“HIV”) with a value entity (“positive”) or a condition entity (“HIV positive”). In clinical NER, classification of an entity’s category, such as condition, measurement, or drug, can vary depending on the language context [2]. Therefore, during evaluation, effective leverage of domain knowledge is indispensable to recognize the right concept.

**The Annotated Corpus for clinical NER**

In a newly published corpus [20], we manually annotated the clinical trial eligibility criteria text extracted from 1,000 randomly selected clinical trials from Clinicaltrials.gov, and named the corpus Chia. The Chia dataset reached an 81% Kappa of inter-annotator agreement, which was calculated on annotations from randomly selected 50 clinical trials.

![Figure 1. Various annotation examples from Chia and example C2Q predictions for some of them (highlighted by the green rectangles). (a) Top: visualized annotation interface suitable for human review. Bottom: text file storing the annotation data suitable for machine processing. (b) An example of a coordinated entity. (c) An example where one same piece of text corresponds to two distinct annotated entities. (d) Examples of relationships annotated in Chia.](image)

Alex *et al.* [21] categorized overlapping entities into three types: (1) entities containing one or more shorter embedded entities (e.g., “wear the insulin pump” and “insulin pump” shown in Figure 1(d)); (2) entities with more than one entity category (e.g., “gestation” can be categorized as Condition and Measurement as shown in Figure 1(c)); (3) coordination ellipsis (“cutaneous metastasis” and “visceral metastasis” in Figure 1(b)). Unlike most other flat corpora that exclude nested or overlapping entities [21], Chia uses a non-flat annotation scheme to accommodate these. The GENIA corpus supports overlapping entities [22] but focuses on biological entities, such as DNA, RNA, and protein.

**The NER system: Criteria2Query**

The NER system used in this study is Criteria2Query (C2Q) [23], which translates free-text eligibility criteria to OMOP CDM-based cohort queries. Its online demo is available at [http://www.ohdsi.org/web/criteria2query/](http://www.ohdsi.org/web/criteria2query/). Its output are computable queries in JSON format that can be directly fed into ATLAS [24] to define a patient cohort. In this study, we focused the comparison on the NER module, which recognizes eight entity types defined in the OMOP CDM, including CONDITION, DEMOGRAPHIC, DRUG, MEASUREMENT, OBSERVATION, PROCEDURE, VALUE, and TEMPORAL. An entity’s type, indicating which category an entity is classified to, are denoted in
upper case (e.g., CONDITION). Noted that as C2Q is constantly being updated, the latest online version of C2Q may cover more entity types that were not be available for inclusion in the evaluation at the time of this study.

Material and Methods

In this study, we refer to a recognized entity as a prediction and a manually annotated entity a reference (as ground truth). If the prediction and the reference are exactly same, we call it an exact match. Besides exact match, there are partial matches. For example, in text “intercostal post-herpetic neuralgia”, if the NER system recognizes “neuralgia” as opposed to “post-herpetic neuralgia,” there is a partial match. Researchers have developed a variety of rules that relax boundary matching criteria to different degrees, including Left match, Right match, Partial match, Approximate match, Name part/fragment match, Core-term match, etc. [2]. When there is no exact match, a discrepancy can occur at the syntactic level, where the human annotation and NLP annotation disagrees on the entity’s boundaries, or at the semantic level, where the human annotation and NLP annotation disagrees on the semantics (e.g., concepts or categories). The latter requires adjudication by domain experts. We compared the output of Criteria2Query with Chia’s annotations in terms of entity span and type (category). An entity’s span is composed of one or more words or phrases.

We defined the following matches for analysis of the disagreement between human and NLP-assisted annotations:

- “relaxed match”—the prediction’s span overlaps with the reference’s span, which include
  - “exact match”—the prediction’s span exactly overlaps with the reference’s span.
  - “extra match”—the prediction’s span strictly contains the reference’s span.
  - “partial match”—the prediction’s span is strictly contained by the reference’s span.
- “spurious match”—the prediction’s span has no overlaps with any reference’s span.
- “missing match”—no prediction’s span overlaps with the reference’s span.

If there is a match, we further compared the agreement on concept categories as one of the following:

- “correct”—the prediction’s category agrees with the reference’s category.
- “incorrect”—otherwise.
- “N/A”—not applicable.

We counted the frequency of each combination of disagreement scenarios. We also grouped the entities by its annotated categories and check the disagreement type distributions in each. These can be conducted completely systematically without human inspection of the texts. The questions of our main interest include:

- Which type of disagreement between human and NLP-based annotations are frequent?
- What is the distribution of the disagreement types?
- Between which categories are mis-categorization frequent?

The disagreement type depends on how a reference aligns with a prediction. During the NER evaluation, a prediction and a reference align if their spans overlap. It is possible that a prediction aligns with multiple references, or vice versa. Hence, disagreement can occur for one prediction if different references are selected as alignments. This multi-matching issue is commonly observed in many NER evaluation and are particularly frequent for evaluations against non-flat annotations [4]. To simplify our error analysis, we designed a rule-based method to align the predictions and references with the highest overlapping ratio in their spans. After the alignment, each prediction was matched to at most one reference (if aligned with nothing, the case is a “missing”), and was assigned a unique disagreement type.

We designed the following 3-step workflow for our disagreement analysis: 1) we first manually inspected the disagreement instances and examples; 2) we abstracted a disagreement pattern from similar instances and formulated the definition for the pattern; and 3) according to the definition, we programmatically fetched all the incidents belonging to this pattern and determined if it represents substantial portion of all the disagreement.

Results

Data Statistics

A total of 1000 trials in Chia were used for the evaluation after excluding 66 trials due to errors in Chia annotations or technical barriers in running C2Q due to server instability issues. From the eligibility criteria text of those 934 trials, there were 28,671 distinct references from Chia, while C2Q generated 19,974 distinct predictions, which fell into the aforementioned eight entity categories. Figure 2 shows entities annotated in Chia and predicted by C2Q for each category. We saw CONDITION was the dominant category in Chia with the highest frequency, while the frequencies of the other five categories (DEMOGRAPHIC, DRUG, MEASUREMENT, VALUE, TEMPORAL) shared the same
order of magnitude. The number of entities predicted by C2Q for each category were roughly proportional to the corresponding category of Chia’s annotations except categories of OBSERVATION and PROCEDURE.

Figure 2. Category-wise numbers of entities annotated in Chia and predicted by Criteria2Query, respectively.

In-depth human- and NLP-based annotation disagreement analysis

We identified six disagreement patterns and reported the number of incidents for each pattern in Table 1. These patterns are indicators of the inconsistences between human annotations and machine learning-based annotations, not necessarily NER errors due to the imperfection of human annotations. Among these patterns, the most prevalent pattern includes 1532 disagreement instances, where C2Q predicted an entity together with its descriptive qualifier, temporal or value attributes. The pattern with the least number of cases (120) is mis-categorization between CONDITION and OBSERVATION. Each disagreement pattern along with its example(s) and error analysis are elaborated later.

Table 1. Prevalence of the disagreement pattern.

<table>
<thead>
<tr>
<th>No.</th>
<th>Type of Match</th>
<th>Disagreement patterns</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Extra Match (N=3300)</td>
<td>Recognizing qualifier, temporal and value attributes together with an entity</td>
<td>1532 (46.4%)</td>
</tr>
<tr>
<td>2</td>
<td>Missing (N=10433)</td>
<td>Missing predictions around multi-labeled or nested entities</td>
<td>601 (17.9%)</td>
</tr>
<tr>
<td>3</td>
<td>Partial Match (N=1366)</td>
<td>Omitting the reference point of a TEMPORAL entity</td>
<td>392 (10.2%)</td>
</tr>
<tr>
<td>4</td>
<td>Exact Match (N=5217)</td>
<td>Mis-categorization between CONDITION and OBSERVATION</td>
<td>120 (2.3%)</td>
</tr>
</tbody>
</table>

Table 2 shows the entity count for each boundary matching criteria and correct predictions. C2Q predicted 12,584 “exact” matches with Chia’s entities with 11,501 correct predictions. In addition, 3,801 “extra” matches and 1,853 “partial” matches were identified with boundary relaxing. With our relaxed matching criteria, we found additional 4,666 correct predictions (28.9% of total correct predictions) to obtain 16,167 correct predictions.

Table 2. Comparison between human and Criteria2Query annotations

<table>
<thead>
<tr>
<th>Type of Match</th>
<th>Match w Chia</th>
<th>No Match w Chia</th>
<th>&lt;NA&gt;</th>
<th>Total predictions by Criteria2Query</th>
</tr>
</thead>
<tbody>
<tr>
<td>exact</td>
<td>11501 (91.4%)</td>
<td>1083 (8.6%)</td>
<td>0</td>
<td>12584</td>
</tr>
<tr>
<td>extra</td>
<td>3300 (86.8%)</td>
<td>501 (13.2%)</td>
<td>0</td>
<td>3801</td>
</tr>
<tr>
<td>partial</td>
<td>1366 (73.7%)</td>
<td>487 (26.3%)</td>
<td>0</td>
<td>1853</td>
</tr>
<tr>
<td>spurious</td>
<td>0</td>
<td>0</td>
<td>1736</td>
<td>1736</td>
</tr>
<tr>
<td>missing</td>
<td>0</td>
<td>0</td>
<td>10433</td>
<td>10433</td>
</tr>
<tr>
<td>Total</td>
<td>16167</td>
<td>2071</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
For entities in the “exact” matching, we further computed their categorization contingency table (Table 3). From the two tables we can see C2Q achieved a good overall prediction accuracy in categorization. We observed that 74 (42.5% = 74/174) observation entities are mis-categorized into CONDITION, and 214 (22.1% = 214/969) procedure entities are mis-categorized into DRUG. Possible reasons for this observation are discussed later.

Table 3. The contingency table of categorization over “exact” predictions.

<table>
<thead>
<tr>
<th>Criteria2Query Annotations</th>
<th>Condition</th>
<th>Demographic</th>
<th>Drug</th>
<th>Measurement</th>
<th>Observation</th>
<th>Procedure</th>
<th>Value</th>
<th>Temporal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chia</td>
<td>Condition</td>
<td>4956 (96.2%)</td>
<td>0</td>
<td>35 (0.7%)</td>
<td>80 (1.6%)</td>
<td>46 (0.9%)</td>
<td>33 (0.6%)</td>
<td>1 (0.02%)</td>
</tr>
<tr>
<td>Demographic</td>
<td>9 (1.2%)</td>
<td>722 (96.4%)</td>
<td>3 (0.4%)</td>
<td>7 (0.9%)</td>
<td>6 (0.8%)</td>
<td>0</td>
<td>0</td>
<td>2 (0.3%)</td>
</tr>
<tr>
<td>Drug</td>
<td>64 (3.3%)</td>
<td>0</td>
<td>1819 (94.8%)</td>
<td>28 (1.5%)</td>
<td>0</td>
<td>8 (0.4%)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Measurement</td>
<td>67 (5.8%)</td>
<td>1 (0.09%)</td>
<td>36 (3.1%)</td>
<td>1033 (89.9%)</td>
<td>7 (0.6%)</td>
<td>4 (0.3%)</td>
<td>1 (0.09%)</td>
<td>0</td>
</tr>
<tr>
<td>Observation</td>
<td>74 (42.5%)</td>
<td>0</td>
<td>8 (4.6%)</td>
<td>7 (4.0%)</td>
<td>81 (46.6%)</td>
<td>4 (2.3%)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Procedure</td>
<td>125 (12.9%)</td>
<td>0</td>
<td>214 (22.1%)</td>
<td>70 (7.2%)</td>
<td>9 (0.9%)</td>
<td>550 (56.8%)</td>
<td>0</td>
<td>1 (0.1%)</td>
</tr>
<tr>
<td>Value</td>
<td>8 (0.4%)</td>
<td>3 (0.2%)</td>
<td>0</td>
<td>3 (0.2%)</td>
<td>0</td>
<td>1693 (94.4%)</td>
<td>87 (4.8%)</td>
<td></td>
</tr>
<tr>
<td>Temporal</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1 (0.15%)</td>
<td>31 (4.6%)</td>
<td>647 (95.3%)</td>
</tr>
</tbody>
</table>

We elaborate on the six disagreement patterns. For each pattern, one or more examples are analyzed to delineate it. Then a more systematic definition of the pattern was used to programmatically fetch all the instances following such pattern. Then the representation of this patterns among all the disagreement cases are discussed. Note that these disagreement patterns are not necessarily mutually exclusive, many disagreement instances being the compound of two or more patterns.

1). Recognizing the qualifier together with an entity

![Figure 3](example.png)

**Figure 3.** Example of recognizing the qualifier together with an entity (Left: Chia; Right: C2Q).

We observed that entities classified into “extra” was much more frequent than “partial.” This is due to C2Q frequently included an entity’s qualifiers as part of the real entity. Figure 3 (b) shows an example where C2Q predicted the “severe respiratory disease” as a whole entity while in Chia (Figure 3(a)) the “severe” is annotated as the qualifier of the “respiratory disease”. We introduced a disagreement type called extra.qualifier to indicate cases where the prediction is “exact” or “partial” to the reference if dropping the “extra” qualifier(s). We found 1049 instances could be classified into this pattern, making this the most frequent pattern among “extra” recognitions.

![Figure 4](qualifier.png)

**Figure 4.** Frequency of qualifiers being parsed together with the target entity.
Two follow-up questions we then had were: (1) What qualifier terms were prone to be recognized as part of the target entity being qualified? (2) Was the probability of a qualifier to be recognized as part of its target term dependent on the target term itself? To address the first questions, we computed each qualifier term’s relative frequency if a qualifier was parsed together with its target entity by C2Q for at least 10 times. Figure 4 shows the top portion of the results. Four qualifiers (i.e., major, decompensated, symptomatic, severe) were recognized together with their target entity over 90% of occurrences while some other qualifiers (clinically significant, in the study eye, etc.) rarely were. To answer the second question, we checked that for a qualifier that was recognized together with entities for at least 80% of cases, whether it is dominant by certain target entities. Interestingly, none of them had a dominant target entity, implying that they were considered part of the entity regardless of the real target entity.

Figure 5. Example of recognizing the value or temporal together with an entity (Left: Chia; Right: C2Q).

Recognizing an entity’s value (Figure 5(a)) or temporal (Figure 5(b)) as part of an entity also caused a substantial number of “extra” disagreement instances. Systematically, we defined the disagreement type extra_value and extra_temporal to be the cases where the prediction is “extra” to the reference but can be updated to “exact” or “partial” if its value(s) or temporal(s) are dropped, respectively. A total of 329 (9.9%) “extra” cases were assigned to extra_value. Similarly, 154 (4.7%) “extra” cases were classified to extra_temporal.

2). Recognizing a coordinated elliptical expression as an entity

Figure 6. Example of recognizing a logic group in its entirety as an entity (Left: Chia; Right: C2Q).

Another major cause of “extra” was the recognition of a coordination ellipsis as a single entity. For example, in Figure 6 (a), C2Q recognized “Drug and / or alcohol abusers” as a single entity, which was annotated as two separate entities “Drug abusers” and “alcohol abuser” connected by “or” in Chia. In Figure 6 (b), C2Q recognized “praevia, acreta” as a single entity while the “praevia” and “acreta” were two separate entities in Chia. Systematically, we defined this disagreement type as extra_logic to represent cases where: 1) a prediction is matched to more than one references; 2) the prediction is “extra” to each of the reference; 3) the prediction’s text contains “and”, “or”, “,” or “,” (note the spaces around the keywords) or “)” (excluding the cases where “)” is used for unit or mathematical formula). This pattern can be further subdivided into two types: the complete recognition of a simple logic group where the entities in the group are mutually independent (Figure 6 (b)); the complete recognition of a coordinated ellipsis group where the entities in the group share a piece of text (Figure 6 (a)). We found Criteria2Query mistaken 591 coordination ellipsis expressions for one semantic unit (17.9% of all “extra match”), implying the significance of this phenomenon in criteria text and the need for dedicated technology to address it. Yuan et al. contributed a related method [25].

3). Recognizing parentheses together with an entity

Figure 7 shows four examples of inconsistency between Chia and Criteria2Query around parentheses. Systematically, we defined the disagreement type extra_parenthesis to be the case where a prediction is “extra” to the “reference” and the prediction text contains “(” or “)”. We found 338 (10.2%) “extra match” disagreement could be assigned to extra_parenthesis, and they can be further divided into four scenario: 1) recognition combining the entity and its
acronym in parentheses (N=153 instances, e.g. Figure 7(a)); 2) recognition combining an entity followed by an open parenthesis plus the first term (N=119 instances, e.g. Figure 7(b)); 3) recognition combining an ending parenthesis in addition to the last entity inside the parentheses (N=63 instances, e.g. Figure 7(c)); 4) recognition combining multiple close and open parentheses were also observed (N=3 instances, e.g. Figure 7(d)).

4). Missing predictions around multi-labeled or nested entities

We have stressed the existent of multi-labeled or nested entities in Chia. However, C2Q made flat predictions, i.e. it made no predictions for overlapping spans. Hence it inevitably missed some entities that are part of non-flatness annotations. For example, the “anti-inflammatory” in Figure 8 is a DRUG entity nested in the PROCEDURE entity “anti-inflammatory therapy”, while C2Q could only make one prediction for such text. Systematically, we defined an disagreement pattern missing_multi/nested to be cases where: a prediction aligns with multiple references and its span overlaps with each of their spans. We found this pattern caused 601 (5.8%) of “missing” disagreement.

5). Omitting the reference point of a TEMPORAL entity

In general, disagreement was less frequent when using “partial match” than “extra match”. However, for TEMPORAL entities, “partial” disagreement manifested more frequently than the “extra” disagreement. The reason is that C2Q omitted the reference point of recognitions for TEMPORAL entities. An example is shown in Figure 9. The most often used keywords for the reference time points were “after”, “before”, “of”, “from”, “since”, “past”, “preceding”, “pre” and “post”. Thereby, systematically, we defined this disagreement type as partial_reference_point, to represent prediction of TEMPORAL entities with “partial” disagreement due to omitting the reference time points indicated by the keywords listed above. We found this pattern was responsible for 392 (28.7%) disagree “partial matches”.

6). Mis-categorization between CONDITION and OBSERVATION

From Table 3 we observe that 74 of the observation entities were mis-categorized as CONDITION and 46 condition entities were annotated as OBSERVATION. For example, in Figure 10(a) the “sexually active” was annotated as
OBSERVATION in Chia but was predicted as CONDITION by C2Q in Figure 10(b). However, we noticed Chia contains inconsistent annotations of the same term. For example, in Chia “sexually active” was annotated as CONDITION in Figure 10(c). We found that 45 terms were miscategorized from OBSERVATION to CONDITION at least once, and 15 terms were miscategorized from CONDITION to OBSERVATION at least once.

![Diagram](https://www.ohdsi.org/we/b/wiki/doku.php?id=documentation:cdm:observation)

**Figure 10.** Example of mis-categorization between CONDITION and OBSERVATION.

**Discussion**

In this study, we compared human and NLP annotations of clinical trial eligibility criteria text that both followed the OMOP CDM, an increasingly popular and widely adopted clinical data standard by the clinical research informatics community as a rich clinical data model. Therefore, the disagreement patterns identified in this study may offer generalizability implications for many NER tasks of interest with similar setup. The disagreement patterns help unveil the complex semantic expressions and sophisticated logic used in clinical trial eligibility criteria text, such as the frequently combined conditions in coordination ellipsis (pattern 2) and the importance of reserving temporal reference point for TEMPORAL entities (pattern 5). Patterns 1 and 6 provide insights to the ambiguity of the OMOP CDM, while other patterns (pattern 2, 4, and 5) manifested themselves as the semantic/logic complexity in eligibility criteria text that may require tailoring the ML-based NER system accordingly. Meanwhile, explicit definition of principles for annotating descriptive modifiers and temporal or value attributes for named entities is important for achieving the comparative effectiveness of NER evaluations.

Standard NER systems evaluated using corpora from challenges such as MUC, CONLL or ACEU employed “exact match”. However, strict exact-boundary match may not always reflect the true performance of an NER system. For example, a human annotator annotated “SARS-CoV-2 infection” from an eligibility criterion “progressive disease suggestive of ongoing SARS-CoV-2 infection.” A clinical NER system makes the prediction of “progressive disease suggestive of ongoing <CONDITION>SARS-CoV-2</CONDITION> infection.” We noticed a boundary mismatch disagreement where “infection” was not included in the NER system’s extraction. However, this disagreement may not be an error of NLP systems if “SARS-CoV-2” as a condition is adequate for downstream tasks such as concept normalization, document indexing, or relationship extraction. The extra_qualifier, extra_value and extra_temporal patterns, refer to disagreement where descriptive adjectives were annotated as parts of following entities. In reality, even annotators are oftentimes confused and make subjective decisions on whether descriptive adjectives such as “severe” or “secondary” should be considered part of entity names based on the clinical context. Therefore, these three patterns should not be judged as errors bluntly because some cases may be acceptable in the context of applications. From the perspective of OMOP CDM vocabulary, some pre-coordinated terms are included. For example, “severe cytopenia” is in the terminology while “severe arrhythmia” is not. Pre-coordination vs. post-coordination of the terms has been actively discussed and poses challenge to NER systems for predicting descriptive adjectives. Of course, specific rules and examples in annotation guidelines may help alleviate this issue; but ambiguity seems inevitable.

The open-ended definition of Observations in OMOP CDM leads to some concepts existing in both the CONDITION and OBSERVATION domains. This is due to the catch-all nature of the ambiguous OBSERVATION domain ([https://www.ohdsi.org/we/b/wiki/doku.php?id=documentation:cdm:observation](https://www.ohdsi.org/we/b/wiki/doku.php?id=documentation:cdm:observation)) in the OMOP CDM: “The OBSERVATION table captures clinical facts about a Person obtained in the context of examination, questioning or a procedure. Any data that cannot be represented by any other domains, such as social and lifestyle facts, medical history, family history, etc. are recorded here.” Fan and Friedman previously reported the abundant ambiguity in the “finding” semantic type in the UMLS also cause similar problems for semantic classification of named entities [26]. Moreover, the human annotations are not perfect. Chia has an inter-rater agreement of 81%, which imposes an accuracy ceiling for the machine learning algorithm for NER. Reasons for human errors could be complex, e.g., the ambiguities in the OMOP CDM, the lack of details in annotation guidelines, subjective decisions by annotators, or even human mistakes due to fatigue. Similarly, Xu et al. found that nearly half of the discrepancy between the system
and gold standard were due to errors in gold standard annotation [27]. Therefore, imperfections in human annotations is a common problem; yet its impact on machine learning-based NLP needs more careful evaluation.

For categories that are not clearly defined or not consistently exclusive, one can employ categorical relaxation to merge the two categories to reduce the ambiguity of NER evaluations [2]. This technique is often used to merge protein, DNA and RNA when no distinctions are required. In our study, 174 disagreement will be eliminated if categorical relaxation is employed to merge the evaluation of CONDITION with OBSERVATION. The aforementioned ambiguous representations in the OMOP CDM and inconsistent annotations in the evaluation corpus can diminished an NER’s real performance. With Chia’s inter-annotator agreement being around 81%, even if an NER system is trained with Chia corpus, the annotation inconsistencies and ambiguity exist in Chia will inevitably propagate to the machine learning based NER system. If the strict exact-boundary match is used as gold standard, the trained machine learning NER model could be penalized for overfitting the human annotations in Chia. It is another reason that for certain applications, exact match can weaken the reliability of an NER system’s performance and customized relaxed matching criteria should be leveraged.

**Limitations:** One limitation of this study is that Criteria2Query was not able to resolve multiple or nested annotated entities at the time of the study. This limitation is due to current Criteria2Query’s conditional random field (CRF) implementation cannot handle nested NER, where an entity can be contained in other entities [21]. Alex et al. [21] attempted to recognize the nested entities in GENIA corpus by specially pre-processing the annotation and saw an improvement over the baseline flat system. Byrne [28] used a multi-word token method and obtained a promising result in recognizing nested named entities in historical archive texts. Nevertheless, the work on nested NER has almost been entirely ignored until recently [29], and the technology is not so mature as that of regular flat NER. Another limitation of this study is the lack of integration of our method for recognizing coordination ellipsis—another case that the non-flatness concerns. The coordinated ellipsis is particular hard [30] in NER. The coordinated ellipsis, along with the simple logic group and the parenthesized insertion, are called composite mention in some research [31]. Buyko et al. [30] utilized CRF to resolve the coordinated ellipses in GENIA corpus and attained a good performance. Wei et al. [31] integrated machine learning and pattern identification to handle all types of the composite mentions. Yuan et al. [25] proposed a graph-based representation model to reconstruct concepts from coordinated elliptical expressions. This model is being incorporated into Criteria2Query to further improve the NER performance.

**Conclusions**

This study describes an in-depth analysis of NER annotation disagreement between human and NLP for clinical trial eligibility criteria by comparing human annotations with NLP annotations. We identified six types of disagreement between human and NLP annotations following the OMOP CDM, and highlighted the complexities in logic and temporal information, all requiring further improvement of NER methods. Our study also shows that relaxed match increased accuracy reporting by about 28.9% over exact match. We recommend reporting prevalent disagreement patterns in the context of application in addition to quantitative metrics to formulate a comprehensive NER assessment.
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Abstract

Global standardization of outcome measures for disease states can help researchers and healthcare providers compare healthcare institutions' and populations' health outcomes. Despite the creation of standardized outcome sets, clinical institutions' adoption of these sets is not common. A literature review shows that among the challenges to standardizing outcome measures include the difficulties of achieving consensus in the working groups creating these outcome sets, the tradeoffs made when selecting outcome measurement tools, and the high costs of implementing a new or different set of outcome measures. The duplication of effort to create these standard sets can also limit standardization, which could be minimized through increased transparency of how these standard sets are developed. We propose some approaches to improve how to create and implement standard sets to broaden their usability across institutions.

Introduction

As healthcare spending increases across the world, many nations are reforming their healthcare systems to prioritize measuring the value of care over the volume of care. The “value” of health care is defined as “the outcomes patients may experience relative to the cost of delivering these outcomes.”1 Scaling and continuously collecting these outcome data is now possible given the advancement of technological capabilities.2 Moreover, the systematic use of information collected from patient-reported outcome measures has improved patient-provider communication and patient satisfaction with health care.2,3 However, even for the same disease state, there is a wide variation in the outcomes recorded in electronic health records (EHRs), claims databases, patient registries, and prescription databases.3 There is also a variation of outcomes measured in the design of clinical trials for the same disease.4 On top of this, the actual measures used to evaluate the desired outcomes are heterogeneous. The current lack of global standardization of outcome measures hinders direct comparisons and meta-analyses of clinical trials. It detracts from global learning and goals of using longitudinal data for comparison of intervention effects.1

Achieving consensus on key considerations—which outcomes to include, how to measure them, and when to measure them—is a lengthy and challenging process. In 2010, the Core Outcome Measures in Effectiveness Trials (COMET) Initiative created a free, online database detailing the ongoing studies that aim to apply rigorous consensus methods to develop core outcome sets (COS).4 Core outcome sets are defined as the minimum sets of outcomes that should be measured and reported in all clinical trials of a specific disease or for application in disease registries or clinical practice.4

Among the collaborators that have been working to create these core outcome sets is the nonprofit International Consortium for Health Outcomes Measurement (ICHOM), which prioritizes the incorporation of patient-reported outcomes measures (PROMs) into COS they call “Standard Sets.” These PROMs include symptoms, health-related quality of life, and satisfaction of care.1,5,6 As of 2018, ICHOM Working Groups, which consist of clinicians, researchers, and patient representatives around the world, have developed Standard Sets that cover 54% of the global disease burden.4 However, from their start in 2012, the only studies documenting the implementation or feasibility of using ICHOM Standard Sets have been conducted or funded by ICHOM themselves.1,2 This may be due to competing efforts of other groups developing standard sets for the same diseases and the financial and logistical challenges for institutions to start implementing standard outcome sets. This paper will focus on the problems and potential solutions for different goals and compositions of the groups creating these outcome sets, the tradeoff required when choosing between the utility of an outcome measure and its feasibility for collection, the high financial costs of implementation, and the global applications.
Methods

A literature search was conducted in the PubMed database using health outcome measures, outcome assessments, and global health standards. The disease states searched were focused on cardiovascular disease, oncology, diseases common for the elderly, and mental or behavioral health. This was intended to explore any differences between healthcare areas with better infrastructure for care (e.g., cardiovascular disease, oncology) compared to areas with more fragmented care (e.g., mental health care, elder care). Both COS development and COS implementation studies were included to look for potential relationships between how core outcome sets are developed and how they are implemented.

Results

A literature search conducted on PubMed in June 2020 and results were screened for inclusion. Eight studies describing the standard sets for prostate cancer, dementia, heart failure, and hip and knee osteoarthritis, and behavioral health were included for analysis (Table 1).

Table 1. Summary of studies included in the review

<table>
<thead>
<tr>
<th>Author (Year)</th>
<th>Disease State</th>
<th>Type of study: COS development, COS implementation, Both</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seligman et al. 1 (2018)</td>
<td>Cardiovascular diseases</td>
<td>Both (general overview and case study)</td>
</tr>
<tr>
<td>Meregaglia et al. 2 (2020)</td>
<td>Prostate cancer</td>
<td>Both (scoping review and case study)</td>
</tr>
<tr>
<td>Webster et al. 4 (2017)</td>
<td>Dementia</td>
<td>COS development (systematic review and consensus)</td>
</tr>
<tr>
<td>Ackerman et al. 5 (2018)</td>
<td>Osteoarthritis</td>
<td>COS implementation (feasibility)</td>
</tr>
<tr>
<td>Martin et al. 6 (2015)</td>
<td>Prostate cancer</td>
<td>COS development</td>
</tr>
<tr>
<td>McNamara et al. 7 (2015)</td>
<td>Coronary artery disease</td>
<td>COS development</td>
</tr>
<tr>
<td>Rajaram et al. 8 (2019)</td>
<td>Breast cancer</td>
<td>COS implementation (cross-sectional comparison)</td>
</tr>
<tr>
<td>Wing et al. 12 (1998)</td>
<td>Behavioral Health</td>
<td>COS development</td>
</tr>
</tbody>
</table>

Composition of Groups Creating Standard Sets

The major organizations developing core outcomes sets were the International Consortium for Health Outcomes Measurement (ICHOM) and the Core Outcome Measures in Effectiveness Trials (COMET) Initiative. ICHOM was founded in 2012 by Harvard Business school, The Boston Consulting Group, and The Karolinska Institute, through their funding and funding from various international sponsors.5-9 Their goal for creating standardized, open-access sets of outcome measures is to include outcomes that matter to patients, as well as outcomes that can be tracked across different health systems and clinical registries. The members they seek in their working groups include both clinicians and non-clinicians around the world. The Core Outcome Measures in Effectiveness Trials (COMET) Initiative is an organization that provides methodological support to groups trying to develop core outcome sets.2,10,11 The multidisciplinary organization grew from a 2010 meeting of researchers, regulators, and policymakers interested in developing core outcomes sets to improve the standards for data reporting and synthesis in clinical trials. Their publicly available database of ongoing COS development studies aims to promote collaboration among researchers as well as the application of the developed COS.2

The composition of the working groups creating these sets can impact the consensus of decisions made.1 In a review of core outcome sets for prostate cancer, Meregaglia et al.2 found that there were “notable gaps in reporting the ‘stakeholders involved’ and ‘consensus process’ adopted,” and that “geographic representativeness of stakeholders was unbalanced in favor of Europe and North America.” This scoping review applied the COS-STDAndards for Development framework developed by COMET to assess COS development studies' quality systematically. Reviewers found that the ICHOM study protocol for the development of the Standard Set for Prostate Cancer did not report if the scoring process, the definition of consensus, and the criteria for including/adding/dropping outcomes, were determined a priori.2,6 Furthermore, the Methods section of the same ICHOM study protocol does not disclose the extent of patient involvement or provide any background information on the patient representatives.6 A similar
critique could be made for the study describing how ICHOM developed an outcome set for coronary artery disease patients.7

Discussion

Deciding Between Outcome Measures

A key aspect to consider in the development of COS is the tradeoff when choosing between the comprehensiveness of outcome measures and the feasibility of collecting such outcome measures. For ICHOM’s prostate cancer Standard Set, Martin et al. 6 chose the Expanded Prostate Cancer Index Composite 26-question short form (EPIC-26) to measure PROMs instead of the validated EPIC-16. Although EPIC-16 was designed for easy implementation, ICHOM went with the lengthier EPIC-26 because it included a question on rectal bleeding, which they considered crucial since it could indicate late toxicity from radiation. ICHOM also did not have common instruments like the International Prostate Symptom Score and International Index of Erectile Function as part of their Standard Set due to the overlap with the EPIC-26 domains.

Another example of the difficulty of choosing between measurement tools can be found in developing a COS for dementia disease-modifying clinical trials.4 Outcomes from ICHOM’s Standard Set for dementia were considered for inclusion. The COS developers recommended either the Alzheimer’s Disease Assessment Scale-Cognitive Subscale (ADAS-Cog) or the Mini-Mental State Examination (MMSE) for measuring cognition due to the difficulty of choosing between cost and time. The ADAS-Cog is free but can only be administered by a trained tester and takes 45 minutes to administer. The MMSE can be administered by clinical staff with minimal extra training, but it is costly due to copyright. Ultimately, the decision of which measurement instrument to use was left to the COS user due to the dependence of feasibility and practicality on the user’s resources and current workflow.

Care priorities can also look different among various socioeconomic and cultural groups. In a cross-sectional comparison study of patient-reported outcome measures among breast cancer survivors in Malaysia versus high-income countries,9 investigators found that well-being, survival, and physical functioning were the most important PROMs for Malaysians and high-income country patients. However, Malaysian breast cancer survivors were less likely to rate social, emotional, cognitive, and sexual functioning as very important. Instead, they were more likely to prioritize symptoms and complications management. A gap analysis between the ICHOM Heart Failure Standard Set and a global selection of real-world data sources revealed that “data captured in data sources from North America and Europe more closely resembled the Standard Set, whereas data sources in Africa deviated the most.”1 Different countries also have different healthcare systems and technological capabilities. ICHOM considered this when developing their coronary artery disease COS, where they restricted longitudinal outcomes to those that could be captured as administrative data since countries without a single-payer health system could have trouble identifying events outside of the specific acute care episode in their registries or electronic health record databases.7

Cost of Implementation

The high costs of implementing COS serve as a barrier to the global standardization of outcomes. A feasibility study of implementing the ICHOM Standard Set for Hip and Knee Osteoarthritis in two hospitals in Australia calculated the costs of implementation and 17 months of data collection to be 94,955 AUD ($65,234 USD). This amount accounted for project coordinator time, IT support, ICHOM implementation support, equipment, and physiotherapist support for recruitment.5 Costs will vary for institutions and disease states, depending on the available clinical, administrative, and IT support available as well as patient volume. Financial costs may increase as the time for data collection continues, since ICHOM recommends long-term or possibly lifetime data collection to properly assess PROMs, but the cost per patient could decrease over time.5 Rates of COS implementation would increase with financial support from research funders, trial registries, and policymakers.2 For example, the UK National Institute of Health Research (NIHR) funded the COS development of the COS for disease modification of dementia so that future NIHR-funded trials will use that COS.4

Development Process

Studies outlining the development of the standard sets should provide transparency not only on the composition and backgrounds of the working group members but also on how and when the criteria for including outcome measures
were decided. The Methods section of various ICHOM study protocols do not disclose the extent of patient involvement or provide any background information on the patient representatives, limiting the generalizability of the developed outcome sets.\textsuperscript{2,6,7} This is especially important, as patients or patient representatives from different socioeconomic, cultural, and educational backgrounds may have different perspectives on which outcomes are important to them. Furthermore, if the Standard Set developers change the criteria after conducting a Delphi survey,\textsuperscript{2} this could introduce bias.

Different outcome sets for the same disease state are being created, with the main reason being cited as the difference in use case. Although the use case for ICHOM Standard Sets is intended for clinical practice, there is a potential for overlap between outcomes assessed for practice and research.\textsuperscript{10} Groups developing COS for research purposes can incorporate PROMs from ICHOM Standard Sets. There is a greater chance of collaboration if all COS creators are transparent in their COS development protocols and register their studies on the COMET database to prevent the duplication of effort. This will make it easier and more evident to see if projects can be complementary. Collaboration is ideal for aligning standards across contexts, reducing the spread of limited resources for implementation.

Global Mental Health

In 1993, the United Kingdom sought to have some standardized behavioral health outcomes, and in 1998 the Health of the Nation Outcome Scales (HoNOS) were introduced\textsuperscript{12}. HoNOS-1 is a 20-item instrument that covers four key areas of functioning of patients: behavior, impairment, symptoms, and social functioning. A study\textsuperscript{13} in 2020 looked for evidence of its value or cost-effectiveness to consumers, clinicians, or administrators. Of the 260 studies reviewed, only one study reported positive outcomes, and none of them attempted to assess the cost of using the Health of the Nation Outcome Scale (HoNOS). The study investigated the effect of routine outcome measurement but concluded that it failed to result in the provision of evidence-based care. To date, the ability of HoNOS to improve the health and social functioning of mentally ill people has not been demonstrated. A very recent study\textsuperscript{14} suggested that clinician sensitivity and bias may affect the use of the instrument. ICHOM has developed a set of outcome measures for anxiety,\textsuperscript{16} depression,\textsuperscript{17} and addiction,\textsuperscript{18} but it is too early to know if groups will adopt it. International collaboration for increasing mental health services and research capacity in Africa emphasizes the need for cooperation between institutions and training for the successful use of evidence-based knowledge.\textsuperscript{15} Informatics training on terminology and data modelling will be needed to successfully collect and apply outcomes for health care improvement.

Global Application

The creation of standard sets for global use should also consider what outcome measures institutions are already using. For example, clinical practices already using common instruments like the International Prostate Symptom Score and International Index of Erectile Function, which ICHOM did not include in their Standard Set,\textsuperscript{6} could face disruption in the longitudinal data collected if they switch to ICHOM’s proposed measure of EPIC-26. The advantages and limitations of measurement tools proposed (i.e., high cost, not yet validated, only available in certain languages, etc.) should be described by COS developers. Standardized sets are more likely to be implemented if the measurement tools proposed to take less time and resources to use than measurement tools previously used at the institution.\textsuperscript{1,5} ICHOM suggests that future work should make commonly used outcome measures more comparable to transition to a universal standard.\textsuperscript{9} In the meantime, it could help potential users if Standard Sets specifically outlined which outcome domains overlap among measurement tools. Data in the same domains can be collected at the same time points to make future comparisons easier.

Since the goal is global standardization, COS developers should keep in mind that different countries will vary in resources and in the volume of changes that will need to be made to current data collection processes to standardize. Countries with the advantage of recent investments in registry infrastructure, such as Ireland, Canada, Australia, and the U.S.,\textsuperscript{6} should report on their implementations of standardized outcome sets to improve them for countries with more limited resources to spare. Developers of core outcome sets should describe or suggest ways to collect the requested data, such as through administrative data or electronic health record databases or registries.

Conclusion

The global standardization of outcome measures, for both clinical trials and clinical practice, can allow institutions to learn from each other about which interventions are best for improving patient outcomes and reduce the cost of care.
through the elimination of ineffective interventions. Many groups are developing core outcome sets with the goal for international implementation, but many barriers currently stand in the way. These barriers include duplication of effort by different groups due to a lack of transparency in the study protocols for COS development, the limitations and compromises of recommended outcome measures, and the financial challenges of implementing long-term COS data collection recommendations. Solutions that address one challenge can also help minimize other challenges. Collaboration among developers can identify overlapping outcome domains for research and clinical practice, reducing the number of measures institutions would have to implement for the same disease state. Transparency of study protocols would clarify which outcome measures are best suited for the institution looking to implement the COS, based on resources and patient population. Future reports on the implementation and performance of this COS should provide insights into improving COS quality. An increase in the number of successful deployments will hopefully convince hesitant institutions and countries to prioritize adopting a common COS until eventually the goal of standardizing health outcome measurements across the world is achieved. Training on medical informatics processes for data collection and representation will be needed to successfully collect and apply these outcome standards.
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Abstract

HL7 Fast Healthcare Interoperability Resources (FHIR) is one of the current data standards for enabling electronic healthcare information exchange. Previous studies have shown that FHIR is capable of modeling both structured and unstructured data from electronic health records (EHRs). However, the capability of FHIR in enabling clinical data analytics has not been well investigated. The objective of the study is to demonstrate how FHIR-based representation of unstructured EHR data can be ported to deep learning models for text classification in clinical phenotyping. We leverage and extend the NLP2FHIR clinical data normalization pipeline and conduct a case study with two obesity datasets. We tested several deep learning-based text classifiers such as convolutional neural networks, gated recurrent unit, and text graph convolutional networks on both raw text and NLP2FHIR inputs. We found that the combination of NLP2FHIR input and text graph convolutional networks has the highest F1 score. Therefore, FHIR-based deep learning methods has the potential to be leveraged in supporting EHR phenotyping, making the phenotyping algorithms more portable across EHR systems and institutions.

Introduction

Electronic health record (EHR) data is being increasingly used for conducting clinical and translational research. Large scale research networks such as the electronic Medical Records and Genomics (eMERGE) network¹, Pharmacogenomics Research Network (PGRN)², The National Patient-Centered Clinical Research Network (PCORnet)³, and the UK BioBank⁴ have enabled multi-institutional studies using EHR data⁵⁸.

However, the lack of interoperability of EHR systems is a challenge for healthcare institutions and clinical research centers. Health Level 7 (HL7) Fast Healthcare Interoperability Resources (FHIR)⁹ is one of the current data standards for representation of EHR data, and has been adopted by major EHR vendors to enhance data and system interoperability among different EHR implementations. The overall goal of FHIR is to facilitate available, discoverable and interpretable data sharing across institutions. Many research communities and medical centers are supporting the advancement and development of FHIR standards, including i2b²¹⁰, SMART on FHIR¹¹ and eMERGE¹².

Due to its advantages on implementation readiness and interoperability among different EHR systems, FHIR is increasingly being used for exchanging EHR data. On top of representing normalized structured data, NLP2FHIR¹³ has been developed as a data normalization pipeline, which provides a reference implementation of the FHIR standard for modeling unstructured data. A follow-up study was done on computational phenotyping with FHIR-based EHR representation, which demonstrated that NLP2FHIR-based representation of EHR data can effectively identify phenotypes using the case study on patients with obesity and multiple comorbidities from discharge summaries¹⁴, ¹⁵. Machine learning models such as Decision Tree, Support Vector Machine and Random Forest were also tested for effectively identification of obesity and multiple comorbidities using semi-structured information from discharge summaries.

However, little work has been done in standards and clinical research informatics communities on adopting FHIR for deep learning models. In this study, we use existing deep learning methods including convolutional neural networks (CNN)¹⁶, Gated Recurrent Unit (GRU)¹⁷ and Text Graph Convolutional Network (GCN)¹⁸ to demonstrate how FHIR-based data representation can be integrated into deep learning models. We leveraged the NLP2FHIR pipeline and deep learning models on a case study to predict obesity and its comorbidities in two different datasets. We found that the combination of NLP2FHIR input, which is a graph-based input format, and the text graph convolutional networks has the highest F1 score. It shows promises to effectively use NLP2FHIR outputs as an
input standard for deep learning methods in supporting EHR phenotyping, making the phenotyping algorithms more portable across data systems and institutions.

Related Work

Standard-based phenotype algorithms and execution workflow have been studied in the clinical research informatics community to allow implementations of clinical logic and value sets in a modular software architecture\textsuperscript{16}. Various machine learning algorithms have been leveraged by the Phenotype Execution and Modeling Architecture (PhEMA) project to identify phenotypes and sub-phenotypes for a number of conditions including acute kidney injury, heart failure, major depression and Alzheimer’s disease\textsuperscript{20-22}. Rasmussen et al\textsuperscript{23} also proposed a framework using a common data model (CDM), standardized representation of the phenotype algorithms logic, and technical solutions to facilitate federated execution of queries. It is envisioned to help guide future research in operationalizing phenotype algorithm portability at scale. Hripcsak et al. described the process of transferring the phenotypes of type 2 diabetes mellitus (T2DM) and attention deficit and hyperactivity disorder (ADHD) to the Observational Medical Outcomes Partnership (OMOP) CDM within the eMERGE network\textsuperscript{24}.

Standardized preprocessing pipelines for machine learning\textsuperscript{25, 26} can enable fair comparisons among machine learning models on publicly available datasets such as MIMIC III\textsuperscript{27}. To further standardize these datasets into the clinical interoperable standard of FHIR, one of the representative work is done by Rajkomar et al\textsuperscript{28}. They represented EHR data using FHIR and demonstrated that FHIR is capable of medical event prediction when tested on de-identified structured and unstructured EHR data from two US academic medical centers. Sharma et al. have studied a phenotyping system to integrate both rule-based and statistical machine learning methods\textsuperscript{29}. The system has leveraged OHDSI’s OMOP CDM with Unified Medical Language System (UMLS) Concept Unique Identifiers (CUIs) to represent clinical NLP concepts as input features for machine learning based classifiers in phenotype identification systems. Hong et al. has demonstrated FHIR-based EHR phenotyping can be applied to semi-structured discharge summaries for multiple comorbidities identification\textsuperscript{15}. The NLP2FHIR implementation contains several different NLP components leveraging existing information extraction systems including cTAKES\textsuperscript{30}, MedTagger\textsuperscript{31}, MedXN\textsuperscript{32} and UMLS VTS\textsuperscript{33}. On the same task, Yao et al. used word embeddings and entity embeddings on CNN adapted from rule-based systems\textsuperscript{34}, but the system did not leverage any standards or CDMs and hence have limited interoperability.

Materials and Methods

Materials

In this work, we selected two datasets for our analysis: the i2b2 2008 obesity dataset\textsuperscript{35} and MIMIC III dataset\textsuperscript{37}.

The i2b2 2008 obesity dataset is a fully de-identified dataset consisting of discharge summaries. The dataset contains human-curated obesity status explicitly mentioned in the texts as well as 15 comorbidities consisting of asthma, atherosclerotic cardiovascular disease (CAD), congestive heart failure (CHF), depression, diabetes mellitus, hypertension, gastroesophageal reflux disease (GERD), gallstones, hypercholesterolemia, hypertriglyceridemia, obstructive sleep apnea (OSA), osteoarthritis (OA), peripheral vascular disease (PVD), and venous insufficiency\textsuperscript{35}. For each comorbidity, there are 4 labels as the prediction target: present, absent, questionable or unmentioned. Both textual and intuitive judgments are provided in the dataset for each patient. While the judgment of textual is based on explicit mentions, the intuitive judgments are based on the annotators’ judgment, and may lead to additional inference (e.g. the statement of weights to infer obesity).

The MIMIC III (Medical Information Mart for Intensive Care) is a publicly available dataset containing vital signs, medications, lab test results, observations and clinical notes of 53,423 adult admissions of critical care units. To build an obesity related comorbidity prediction dataset which is similar to the i2b2 dataset, we follow the experiment settings of Hong et al. to validate the design of portability\textsuperscript{15}. The obesity and non-obesity groups are selected based on body mass index (BMI) for adult patients. Adults with a BMI value larger than 30 at admission with discharge summaries are categorized in the obesity group, while adults with a BMI value between 18.5 to 24.9 at admission are categorized as the control group. A total of 2000 discharge summaries are randomly selected among all available discharge summary notes, with 1000 each for case and control. 70\% of the notes are selected as the training set (n=1400), and 30\% of the notes are selected as the test set (n=600).

We present dataset characteristics in Table 1.
Table 1. Statistics of the i2b2 and MIMIC III datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Train</th>
<th>Test</th>
<th>Average # of words/doc</th>
<th>Vocabulary size</th>
<th>Average # concepts/doc</th>
<th>Extracted concepts</th>
</tr>
</thead>
<tbody>
<tr>
<td>I2b2 2008</td>
<td>719</td>
<td>496</td>
<td>833.4</td>
<td>8633</td>
<td>106.6</td>
<td>1919</td>
</tr>
<tr>
<td>MIMIC III</td>
<td>1400</td>
<td>600</td>
<td>1491.1</td>
<td>13129</td>
<td>158.6</td>
<td>3220</td>
</tr>
</tbody>
</table>

Methods

The proposed workflow of FHIR-enabled text classification application for clinical phenotyping is illustrated in Figure 1. Given the original texts from the two datasets, a document is first tokenized into a list of tokens as the input of the deep learning models. During the preprocessing, stop words and words appearing less than three times are removed for the purpose of better performance in the embedding training phase. Then, FHIR resources in JSON format produced by the NLP2FHIR pipeline are concatenated into token-like representations, which are categorized into different resources (Condition, Procedure, MedicationStatement, and FamilyMemberHistory) and grouped into FHIR Bundles. The NLP2FHIR representation is based on an existing system primarily validated on various data types. Figure 2 shows an example of NLP2FHIR output of the sentence “Ms. [Name] is a 64-year-old female with nonischemic cardiomyopathy and class II-III symptoms who presented with worsening volume overload”. There are 2 concepts (“cardiomyopathy” and “worsening volume overload”) identified by cTAKES to be normalized to SNOMED CT codes. To make the extracted concept objects compatible with word-based input formats, the coding system URL (i.e. http://snomed.info/sct), the code, and the polarity from the “abatementString” field are concatenated into one “word” to represent their uniqueness. As an important factor for the learning and prediction for many machine learning models, although word orders are not supposed to be preserved by FHIR, it is preserved sequentially in the NLP2FHIR output naturally as the dictionary lookup generates sequential concepts as outputs.

After both the texts and NLP2FHIR representations are ready, the data are fed into machine learning/deep learning-based classifiers to classify the documents. We tested three different deep learning models in this study: CNN, GRU and Text GCN. The details of the models in this study are described as follows.

**CNN**

Convolutional neural networks are one of the earliest and most commonly used deep learning models in text classification tasks. Experiments in the biomedical domain have shown that CNN can achieve good performance without extensive model tuning. In a typical 1-dimensional CNN for text classification tasks, it can capture local contexts by leveraging a convolutional kernel (or filter) acting as a sliding window among tokens.
In this study, we use a fixed length CNN where the length is a hyperparameter. If the input document is shorter than the expected length, the end of the sequence was padded with zeros. If the input document was longer than the expected length, the input document was truncated.

**RNN/GRU**

One challenge for CNN is that it does not capture long-term information when the contexts are not close. RNNs are capable to handle long-term patterns in sequential inputs, because the state of previous RNN units can be passed to the units behind them until the end of the sequence. There are multiple variations of RNN which usually have better performance than vanilla RNN, including Long short-term memory (LSTM) or Gated Recurrent Unit (GRU). Experiments showed that there is no consistency on which model would perform better in general. In our experiments, we selected GRU due to its faster convergence time, and it should not impact our conclusion as the performances of these two models are usually comparable with each other.

**Text GCN**

Kipf et al. proposed GCN, a graph neural network architecture for node classification. GCN is one of the methods to generalize neural networks to structured datasets. While CNNs or RNNs are typically good at modeling “array-like” input data, they will face challenges to model graphs as the data connections are more challenging to capture. Common characteristics like depths, degrees, density, or node connectivity cannot be easily modeled without adapting to graph specific models.

To make GCN work better for text classification tasks, Text GCN is proposed by Yao et al. as an extension of GCN. Text GCN uses words and documents as nodes, and uses the trained embedding to classify document nodes into categories. The major differences between GCN and Text GCN is how the edges in the graph are represented.

There are 2 types of nodes in Text GCN: document nodes and token nodes. When a word appears in a document, an edge between the document node and the token node will be generated. Each element of adjacent matrix $A$ which keeps the edge weights between two nodes ($m$ and $n$) are defined as follows:
The PMI (point-wise mutual information) given a word pair \( m, n \) can be calculated by:

\[
PMI(m, n) = \log \frac{p(m, n)}{p(m)p(n)}
\]

where \( p(m, n) = \frac{\#C(m, n)}{\#C} \)

\[
p(m) = \frac{\#C(m)}{\#C}
\]

The PMI (point-wise mutual information) given a word pair \( m, n \) can be calculated by:

\[
A_{m,n} = \begin{cases} 
PMI(m, n), & m, n \text{ are nodes (concept/word)} \\
\text{TF-IDF}_{m,n}, & m \text{ is document, } n \text{ is node (concept/word)} \\
1, & m = n \\
0, & \text{Otherwise}
\end{cases}
\]

The illustration of how the Text GCN graph can be adapted to the token and NLP2FHIR representations is shown in Figure 3. As a comparison, the phrase “acute renal failure” is normalized to a Condition concept with a SNOMED CT code 14669001.

**Figure 3.** Token-based (left) and FHIR-concept-based (right) graphs for Text GCN text classification. The nodes denoted by circles are document nodes with document IDs, and the nodes denoted by round rectangles are token (left) or concept (right).

**Results**

In this section, we compare the performances of original tokens with the NLP2FHIR representations, used in different deep learning methods (CNN, GRU and Text GCN) in clinical text classification tasks. In the i2b2 obesity dataset, we use the official training and test set for evaluation, while the training and testing set of the MIMIC III dataset in this study is split by a ratio of 70% and 30% from the randomly selected notes described in the Materials section. All discharge summaries are flattened as lists of lower-case tokens with all the line-breaks removed before entering into the deep learning models.

The Text GCN implementation is adopted from Yao et al\(^{41}\) and is implemented by scikit-learn\(^{42}\) and TensorFlow\(^{43}\). The CNN and GRU implementations are based on Keras\(^{44}\) using a TensorFlow backend. All the embedding layers are trained on the training set, and no pre-trained word embedding models are used in the experiments. The hyperparameters are tuned for different datasets separately. For the CNN model, we used 1 convolutional layer.
before 1 fully connected layer with the number of filters as 200, maximum input length as 600, the embedding dimension as 50, and the convolution kernel size as 3. For GRU, the hidden dimension is set to 128. The number of epochs for both the CNN and GRU are 40, with an early stopping patience of 5 monitoring the validation loss. The validation set consists of 10% of the training data. The source code of the implementation can be found at https://github.com/BD2KOnFHIR/nlp2fhir.

For Text GCN, only text data is used, and for FHIR, the concepts consist of code and polarity (positive, negative). It is transformed to a multi-class document classification problem. The graph statistics of the i2b2 and MIMIC datasets are shown in Table 2. We used the default settings of 2 GCN layers as it shows better performance than the 1-layer model, and it is more likely to converge compared to 3 or more layer models in our early experiments.

### Table 2. Statistics of the Text GCN graph for i2b2 and MIMIC datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th># of nodes</th>
<th># of edges</th>
<th>Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>I2b2 2008</td>
<td>6134</td>
<td>79598</td>
<td>4.23 * 10e-3</td>
</tr>
<tr>
<td>MIMIC III</td>
<td>9204</td>
<td>168143</td>
<td>3.97 * 10e-3</td>
</tr>
</tbody>
</table>

The reported performances are the accuracy (equivalent to micro-precision, recall and F1-score), macro-averaged precision, recall and F1-score of the obesity and its 15 comorbidities and its 95% confidence intervals (95% CI) among different comorbidities. Table 3 and 4 show the mean macro-averaged precision, recall and F1-scores among obesity and different comorbidities. For the i2b2 dataset, we used textual gold labels instead of intuitive, which is more relevant to show how models understand the contexts without additional inferences by human experts.

### Table 3. Performances of different experiment settings on the i2b2 dataset by accuracy, macro averaged precision, recall and F1-score with the 95% CI. The highest scores are on bold

<table>
<thead>
<tr>
<th>Dataset</th>
<th>CNN</th>
<th>CNN- FHIR</th>
<th>LSTM</th>
<th>LSTM-FHIR</th>
<th>Text GCN</th>
<th>Text GCN - FHIR</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accuracy</strong></td>
<td>0.737 ± 0.068</td>
<td>0.748 ± 0.068</td>
<td>0.652 ± 0.075</td>
<td>0.697 ± 0.075</td>
<td>0.707 ± 0.055</td>
<td><strong>0.795 ± 0.044</strong></td>
</tr>
<tr>
<td><strong>Precision</strong></td>
<td>0.489 ± 0.080</td>
<td>0.493 ± 0.058</td>
<td>0.400 ± 0.074</td>
<td>0.520 ± 0.064</td>
<td>0.347 ± 0.057</td>
<td><strong>0.525 ± 0.049</strong></td>
</tr>
<tr>
<td><strong>Recall</strong></td>
<td>0.504 ± 0.055</td>
<td>0.519 ± 0.055</td>
<td>0.457 ± 0.055</td>
<td>0.478 ± 0.056</td>
<td>0.500 ± 0.056</td>
<td><strong>0.523 ± 0.045</strong></td>
</tr>
<tr>
<td><strong>F1-score</strong></td>
<td>0.495 ± 0.060</td>
<td>0.505 ± 0.056</td>
<td>0.415 ± 0.059</td>
<td>0.495 ± 0.061</td>
<td>0.410 ± 0.057</td>
<td><strong>0.524 ± 0.048</strong></td>
</tr>
</tbody>
</table>

### Table 4. Performances of different experiment settings the MIMIC III dataset by accuracy, macro averaged precision, recall and F1-score with the 95% CI. The highest scores are on bold

<table>
<thead>
<tr>
<th>Dataset</th>
<th>CNN</th>
<th>CNN-FHIR</th>
<th>LSTM</th>
<th>LSTM-FHIR</th>
<th>Text GCN</th>
<th>Text GCN - FHIR</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accuracy</strong></td>
<td>0.859 ± 0.080</td>
<td>0.857 ± 0.083</td>
<td>0.824 ± 0.083</td>
<td>0.873 ± 0.079</td>
<td>0.746 ± 0.077</td>
<td><strong>0.914 ± 0.070</strong></td>
</tr>
<tr>
<td><strong>Precision</strong></td>
<td><strong>0.628 ± 0.052</strong></td>
<td>0.607 ± 0.036</td>
<td>0.587 ± 0.041</td>
<td>0.614 ± 0.069</td>
<td>0.388 ± 0.076</td>
<td>0.616 ± 0.044</td>
</tr>
<tr>
<td><strong>Recall</strong></td>
<td>0.645 ± 0.053</td>
<td>0.638 ± 0.021</td>
<td>0.596 ± 0.001</td>
<td>0.643 ± 0.057</td>
<td>0.623 ± 0.037</td>
<td><strong>0.721 ± 0.058</strong></td>
</tr>
<tr>
<td><strong>F1-score</strong></td>
<td>0.625 ± 0.052</td>
<td>0.616 ± 0.036</td>
<td>0.590 ± 0.025</td>
<td>0.622 ± 0.057</td>
<td>0.478 ± 0.047</td>
<td><strong>0.664 ± 0.050</strong></td>
</tr>
</tbody>
</table>

From the experiments, we observe that NLP2FHIR representations provide better performances when used as input compared to the original texts. In most cases the use of FHIR representation have positive impacts on classification performance, with the CNN vs CNN-FHIR on MIMIC III dataset the exception in our experiments. CNN models are
one of the strong baseline models for text classification on raw texts, with little to none preprocessing needed, in many studies. Therefore, applying information extraction pipeline (dictionary lookup) on texts may not lead to favorable performances on CNN models.

Text GCN, which is a graph-based algorithm, also outperforms other deep learning models. The main reason is that the data we tested are very sparse. Unlike other text classification tasks presented in the Text GCN experiments, such as movie reviews or abstracts, only a few tokens are related to the classification results. That results in difference in density of the graphs.

We also experimented with multiple settings with different portions of training data. The impacts of accuracy in one of the comorbidities (CHF) on the deep learning models are shown in Figure 4. We can observe increasing trends in general from left (fewer training samples) to right (more training samples), meaning increasing the amount of data into training while reducing the amount of data into testing. However, the trend is not obvious when the proportion is larger than 0.5, indicating the amount of training data can be considered sufficient to learn the hidden patterns in a fully annotated dataset. After the amount of data reaching the threshold, the model may at risk of overfitting that may have negative impact on the generalizability of the trained models due to the lack of generalizable test samples.

**Discussion**

In this paper, we designed and experimented with token-based and NLP2FHIR representations for text classification models. The tested models represent three different type of information for classification: CNN primarily classifies texts based on collections (max pooling) of local contexts, RNN on the actual sequences and Text GCN on graph structures of the tokens or concepts. The experimental results show that the sequence of normalized concept models from FHIR representation is better than the input data from the raw texts, or sequence of tokens, when applied to vanilla deep learning models without feature extraction and feature engineering. One potential reason for that is the contribution of the normalized representations that may be more informative comparing with sequences of tokens. With normalized concepts, the input sequence of the model is more condensed and standardized with potentially more edges in the graph. Another advantage of migrating data into the FHIR representation is the implementations and toolkits available through open-source FHIR development efforts. For the standardized implementation with improved portability and interoperability, deep learning applications can be deployable with minimal efforts across different datasets and systems.

One usage of the proposed standard-based design is to allow de-identified data sharing regarding protected health information (PHI). The FHIR elements will only contain higher-level concepts from clinical ontologies and knowledge bases. As general concepts (separated from any specific patient), they are intrinsically free of PHI as defined by Health Insurance Portability and Accountability Act (HIPAA) that may make the data identifiable. The NLP2FHIR representation includes the annotated clinical mentions with normalized entities that are expected to be
PHI-free. This can further inspire more pilot studies on distributing NLP2FHIR representations without the original texts as a standard format to facilitate standard-based phenotype identification algorithms without sharing PHI or de-identification efforts.

There are also several limitations in this study. First, for the text classification problems, we only demonstrate a few models as a case study, and it is not an exhaustive evaluation to determine the best performing ML methods. As comparisons, our overall macro F1 score of 0.524 in the i2b2 dataset is higher than the decision tree on CUI performances (0.5121) but lower than 0.6578 when a decision tree classifier is used including section information in Hong et al15. Likewise, other studies have demonstrated better performance than that in our experiments, although we note they were conducted based on different pre-processing steps and experimental settings. For instance, many top systems from the i2b2 challenge filtered the discharge summaries that are not relevant to the patients and developed keyword-based approaches to identify comorbidities66-48, which contain hand-crafted rules and regular expressions that are not portable. However, our major goal in this study was to demonstrate the portability of deep learning models when applied to NLP2FHIR representations. Therefore, we did not work towards building corpus-specific dictionaries or rules, as such efforts and models tend to overfit to a specific task or corpus.

Second, the implementation and evaluation did not utilize any document or textual structures. The current structure represents the document structure such as sections or sentences, but in the experiments, we did not weigh in the structure due to the lack of sentence-level and section-level gold standard labels.

Third, the semantic based representations may not fully utilize syntax-based features that may be helpful for phenotype classification49-51, because the sentence structural information is omitted by the concepts and thus are not retained in the FHIR based representations. This makes it challenging to apply NLP2FHIR outputs for contextual pre-trained language models such as BERT (Bidirectional Encoder Representations from Transformers)52 and RoBERTa53, which are intended to handle natural languages as neural language models rather than coded phenotypic representations. This can cause some contextual information eliminated before feeding into the neural models for the classification task.

Conclusion

NLP2FHIR outputs can be ported and integrated into deep learning methods. We found that the classification results of NLP2FHIR based methods outperformed the methods with original texts. We demonstrated that FHIR-based deep learning methods could be leveraged in supporting EHR phenotyping, making the phenotyping algorithms more portable across data systems and institutions. In the future, we will work on improving the performance by adding document structure such as sentences and sections into the document modeling.
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Abstract

Adverse drug events (ADEs) are unexpected incidents caused by the administration of a drug or medication. To identify and extract these events, we require information about not just the drug itself but attributes describing the drug (e.g., strength, dosage), the reason why the drug was initially prescribed, and any adverse reaction to the drug. This paper explores the relationship between a drug and its associated attributes using relation extraction techniques. We explore three approaches: a rule-based approach, a deep learning-based approach, and a contextualized language model-based approach. We evaluate our system on the n2c2-2018 ADE extraction dataset. Our experimental results demonstrate that the contextualized language model-based approach outperformed other models overall and obtain the state-of-the-art performance in ADE extraction with a Precision of 0.93, Recall of 0.96, and an $F_1$ score of 0.94; however, for certain relation types, the rule-based approach obtained a higher Precision and Recall than either learning approach.

1 Introduction

Adverse drug events (ADE) are unexpected incidents or accidents related to the administration of a drug and its attributes. It includes overdoses, allergic reactions, drug interactions, and medication errors. ADEs account for an estimated 30% of all hospital adverse events\(^1\), and the cost of managing ADEs can be high because the clinical diagnosis of an ADE more often requires additional laboratory tests or procedures to investigate the cause of a patient’s symptoms. An ADE may cause a prolonged length of stay in the hospital and increase the economic burden\(^2\). Some conditions can be caused by undiscovered ADEs, which can increase the costs and risks further and impact the patient economically and mentally. This can be prevented if we identify the potential reason and the information regarding the drug on time. Extracting relations from scientific publications and clinical narratives has always been challenging due to the complexity of language and domain-specific knowledge involved\(^3\). Processing the information from these clinical narratives, which records patient medication history, known allergies, reactions, and adverse events of the patient, allows a more thorough assessment of potential ADEs before they happen\(^1\).

If we can extract all possible interactions of a drug and warn the patient when prescribing the drug, this would reduce the risks of an ADE taking place\(^4\). ADEs are a world-wide health-related concern, and therefore, a considerable amount of research and effort is dedicated to identifying possible ADEs in different instances\(^5\). Information on drugs, its attributes, and associated ADEs are stored in many databases; however, we require information about not just the drug itself but attributes describing the drug (e.g., strength, dosage), the reason why the drug was initially prescribed (e.g., reason), and the relation between the drug and its attributes.

However, manual extraction of ADEs is almost impossible\(^5\) given the amount of data gathered every year, therefore, there is an urgent need for automated systems for ADE extraction. These data are more often unstructured and Natural Language Processing (NLP) techniques are utilized for this significant task to extract ADEs from the unstructured text. Relation Extraction (RE) is a sub-field of NLP whose goal is to detect and classify relations between entities in a text. In this work, we explore three RE approaches for ADE extraction: a rule-based approach utilizing co-location information, a deep learning-based approach utilizing Convolutional Neural Networks (CNNs), and a contextualized language model-based approach utilizing Bidirectional Encoder Representations from Transformers (BERT). We evaluate our system on the n2c2-2018 ADE extraction dataset. Our experimental results demonstrate that the contextualized language model-based approach outperformed other models overall and obtained state-of-the-art performance in ADE extraction with a Precision of 0.93, Recall of 0.96, and an $F_1$ score of 0.94; however, the rule-based system obtained a higher Precision and Recall for certain relation types.

The remainder of this paper is structured as follows. First, we discuss the previous works done in this area of research. Second, we describe the dataset we use to evaluate our system. Third, we describe our three approaches. Fourth, we present and analyze the results. Fifth, we conduct a comparison between our approaches and previous work. Finally,
we present the conclusions we derive from this work and what we plan to do in the future.

2 Related Work

Adverse drug event (ADE) extraction is gaining attention recently among the clinical NLP community. Many approaches have been explored and can be divided into four paradigms: 1) rule-based, 2) machine learning-based 3) deep learning-based, and 4) contextualized language model-based approaches.

Rule-based approaches. These systems use specified rules and patterns to extract the information from texts. Li, et al., used a rule-based method to link drug names with their attributes. They used a string-based regular expression matching to match the drug names to a prescription list and then used the co-location information and RxNorm dictionary to determine whether they matched.

Machine learning-based approaches. Traditional supervised machine learning systems utilize large amounts of the annotated corpus for training. Previous works have utilized learning algorithms such as Support Vector Machines (SVMs) and Random Forests (RFs). Miller, et al. used an SVM-based system and a neural system obtain for RE based on previous work on extracting temporal narrative container relations from sentences. Yang, et al. first applied heuristic rules to generate candidate pairs and then applied ML models to classify the relations. They divided the relations into different groups according to their cross-distance - defined as the number of sentence boundaries between the two entities and developed multiple classifiers to classify relations according to their cross-distance.

Deep learning-based approaches. These systems utilize multi-layer neural networks typically with featureless embedding representations such as word embeddings. Recent work has explored using variations of Recurrent Neural Network (RNN) architectures. Xu, et al. proposed a cascaded sequence labeling approach to recognize the entities and the relations simultaneously. Sorokin, et al. proposed using a Long Short Term Memory (LSTM)-based encoder to jointly learn representations for all relations in a single sentence. Henry, et al. summarizes the work of participants in the n2c2-2018 challenge who proposed an attention-based piecewise bidirectional (bi-) LSTM with standard features and unique candidate pair generation. Christopoulou, et al. developed separate models for intra- and inter-sentence relation extraction and combined them using an ensemble method. The intra-sentence models use biLSTMs with attention mechanisms to capture dependencies between multiple related pairs in the same sentence. For the inter-sentence relations, they used the transformer network to improve performance for longer sequences. Research on RNNs and its variants has been studied however there are few exploring CNN architectures. Therefore, in this work, we explore CNN based architectures for relation extraction.

Contextualized language model-based approaches. Pre-trained contextualized language models have been shown to increase the performance for several NLP tasks. Wei, et al. and Alimova, et al. applied pre-trained language models of BERT to the ADE RE task. Wei, et al. developed two BERT-based methods: Fine-Tuned BERT (FT-BERT) and Feature Combined BERT (FC-BERT) to determine relation categories for these candidate pairs. For the FT-BERT models, they represent a candidate relation pair in an input sentence by replacing the entity with its semantic type, and they added a linear classification layer on the top of The BERT model to predict the labels. For the FC-BERT, they represented the entities using the entity tags. Alimova, et al. proposed a machine learning model with a novel set of knowledge-based and BioSentVec embedding features. For comparison, they utilized three BERT-based models: BERT_uncased, BioBERT, and Clinical BERT. They utilized the entity texts combined with a context between them as an input for the BERT-based models.

3 Dataset

We evaluate our approaches on the National NLP Clinical Challenges (n2c2) 2018 Adverse Drug Event Dataset. The dataset contains ADE mentions, drug-related attributes, and drug-related relations from 505 patient discharge summaries drawn from the MIMIC-III database. It consists of nine entity types (Drug, Strength, Route, Form, ADE, Dosage, Reason, Frequency) and eight relations between the drug entity and other non-drug entity types. Table 1 shows the number of relations in the training and test data. We use the gold annotated entities of this dataset for RE.
Table 1: Relation type statistics of n2c2 2018 data sets.

<table>
<thead>
<tr>
<th>Relation</th>
<th># Train instances</th>
<th># Test instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strength-Drug</td>
<td>6702</td>
<td>4244</td>
</tr>
<tr>
<td>Duration-Drug</td>
<td>643</td>
<td>426</td>
</tr>
<tr>
<td>Route-Drug</td>
<td>5538</td>
<td>3546</td>
</tr>
<tr>
<td>Form-Drug</td>
<td>6654</td>
<td>4374</td>
</tr>
<tr>
<td>ADE-Drug</td>
<td>1107</td>
<td>733</td>
</tr>
<tr>
<td>Dosage-Drug</td>
<td>4225</td>
<td>2695</td>
</tr>
<tr>
<td>Reason-Drug</td>
<td>5169</td>
<td>3410</td>
</tr>
<tr>
<td>Frequency-Drug</td>
<td>6310</td>
<td>4034</td>
</tr>
</tbody>
</table>

4 Methods

In this work, we explore several approaches for ADE extraction: rule-based approaches, two deep learning-based approaches, and a contextualized language model-based approach. The remainder of this section describes the systems in detail.

4.1 Rule-based approach

In our rule-based system, we utilize the co-location information between the drug and the non-drug entity types to determine if the non-drug entity is referring to the drug. We use a breadth-first search algorithm to find the closest occurrence of the drug on either side of the non-drug entity. For each non-drug entity, we traverse both sides until the closest occurrence of the drug is found based on the provided span values of the entities. We explore four traversal mechanisms and report the best traversal mechanism in our results: 1) traverse left-only, 2) traverse right-only, 3) traverse left-first-then-right, and 4) traverse right-first-then-left. This was conducted in two modes: 1) limiting the traversal to only a single relation per relation type (bounded), or 2) allowing for a drug to be linked to multiple entity types with the same relation (unbounded). For example, the sentence *Once her hematocrit stabilized, she was started on a heparin gtt with coumadin overlap.* contains a non-drug entity, *gtt (Route)* and two drugs *Heparin* and *Coumadin*. The non-drug entity has a relation with the closest drug occurrence Heparin but not with Coumadin when applying the left-only traversal mechanism.

4.2 Deep learning-based approach

Here, we describe the CNN architectures used in this work. CNNs consist of four main layers\(^{18}\): embedding, convolution, pooling, and feed-forward layers. Initially, the convolution layer which is a filter learns using the backpropagation algorithm and extracts features from the input. Then the max-pooling layer uses the position information and helps to extract the most significant features from the output of the convolution filter. Finally, the feed-forward layer uses a softmax classifier that performs classification. CNNs take pre-trained word vectors obtained from an external resource as input. Here, we explore two word embedding types: word2vec\(^{10}\) and GloVe\(^{19}\). We treat the RE task as a binary classification task building a separate model for each drug-entity type to determine whether a relation exists between two entities.

*Sentence CNN.* In this architecture, for each drug-entity pair, we extract the sentence containing the relation and feed it into a CNN where each word in the sentence is represented as a vector embedding. We then apply the convolution layer to learn the local features from the embedding vectors and then the max-pooling layer to extract the most important features from the sentence. Finally, the vector is fed into a softmax (fully-connected) layer to perform the classification. The classification error is then back-propagated, and the model is re-trained until the loss is minimized. Figure 1 shows an illustration of the Sentence CNN architecture.

*Segment-CNN.* In this architecture, the sentence is divided into segments and trained by separate convolutional units. First, we extract the sentence containing the relation, and we divide it into five segments: 1) preceding - tokenized words before the first concept; 2) concept 1 - tokenized words in the first concept; 3) middle - tokenized words between
the two concepts 4) concept 2 - tokenized words in the second concept; and 5) succeeding - tokenized words after the second concept. Figure 2 explains how an extracted input sentence is divided into five segments.

**Figure 2:** An example of an input sentence that illustrates how the segmentation is done

We construct separate convolution units for each segment and concatenate them before we feed the fixed-length vector into the dense layer that performs the classification. Each convolution unit applies a sliding window that processes the segment and feeds the output to the max-pooling layer to extract essential features independent of their location. The output features of the max-pooling layer of each segment are then flattened and concatenated into a vector before feeding it into the fully connected feed-forward layer. The vector is finally fed into a softmax layer to perform the classification. Figure 3 shows an illustration of Segment-CNN architecture.

### 4.3 Contextualized language model-based approach

In this approach, we explore using Bidirectional Encoder Representations from Transformers (BERT)\(^\text{20}\) contextualized embeddings into a simple feed-forward neural network. We first extract the sentence containing the relation and pass it through a pre-trained BERT model. The output is then fed into a dropout layer and then into a fully-connected dense layer for classification. As with our deep learning-based approaches, we treat the RE as a binary classification task building a separate model for each drug-entity type. We explore the following BERT-based language models:

- **BERT**\(^\text{20}\) (*cased and -uncased*). The original BERT models are trained on a large corpus of English data: BookCorpus (800M words) and Wikipedia (2,500M words) in a self-supervised manner (without human annotation). BERT-based models are smaller BERT models intended for environments with limited computational resources. BERT_\text{uncased} and BERT_\text{cased} have 2-heads, 12-layers, 768-hidden units/layer, and a total of 110 M parameters.

- **BioBERT**\(^\text{21}\). This model is initialized with the general BERT and further trained over a corpus of biomedical research articles from PubMed\(^2\) abstracts and PubMed Central\(^3\) article full texts.

- **Clinical BERT**\(^\text{22}\). This model is initialized with BioBERT and further fine-tuned over the Medical Information Mart for Intensive Care-III\(^{17}\) (MIMIC-III) clinical note corpus.

---

\(^2\)https://www.ncbi.nlm.nih.gov/pubmed/
\(^3\)https://www.ncbi.nlm.nih.gov/pmc/
5 Experimental design

Word representation. For our deep learning-based approaches we use Word2Vec\textsuperscript{10} and GloVe\textsuperscript{19} representations. The Word2Vec algorithm is trained over the Medical Information Mart for Intensive Care (MIMIC-III), an openly available dataset developed by the MIT Lab for Computational Physiology, comprising 2 million clinical notes from nearly 40,000 critical care patients. The GloVe is trained over Wikipedia (2014) and Gigaword 5.

Text tokenization and vectorization. For the rule-based and the deep learning-based approaches, we use SpaCy tokenizer\textsuperscript{4} and Keras tokenizer\textsuperscript{23}. For the contextualized language model-based approaches, we use BertTokenizer and AutoTokenizer\textsuperscript{22}.

Hyper-parameters. We define our model training hyper-parameters by adjusting the batch size, learning rate, and the number of epochs. We use the batch size of 512, rmsprop optimizer with the learning rate of 0.001, and train for 10-20 epochs for our deep learning-based approach. We used the HuggingFaceTransformers\textsuperscript{5} to build the BERT model for our contextualized-learning-base approach with Tensorflow 2.0. We use TFRecord to read data into a Dataset object efficiently. We use SparseCategoricalCrossentropy as the loss function and Adam as the optimizer to minimize the loss function.

6 Evaluation criteria

We evaluate our approaches using Precision (P), Recall (R), and $F_1$ score (F). Precision calculates out of all instances how many instances are predicted correct, and Recall calculates out of all the correct instances that should have been predicted how many instances are correctly predicted. $F_1$ score is the harmonic mean of Precision and Recall. We also report the micro and macro averages of the system performance. Micro average calculates metrics globally by counting the total true positives, false negatives, and false positives, whereas macro average calculates metrics for each label and the unweighted mean as it does not take class imbalance into account.

7 Results and Discussion

In this section, we describe the results of our three approaches, discuss the results across our three models, and compare previous work.

\textsuperscript{4}https://spacy.io/api/tokenizer
\textsuperscript{5}https://huggingface.co/transformers/
7.1 Individual model results

Rule-based approach results. Table 2 shows the Precision, Recall, and $F_1$ scores for our rule-based approach on the test set of the n2c2-2018 dataset for the top three traversal mechanisms described in our method section. Analysis of the various traversal mechanisms over all the non-drug entities showed that the **Left-only** traversal mechanism obtained the best results except for the entity-drug pair Duration-Drug, ADE-Drug, and Reason-Drug. Using the **Left-Right (unbounded)** traversal mechanism obtained the highest $F_1$ score for these three entities. This is mainly because all other drug attributes are usually mentioned before the drug entity mentions, but the Duration, Reason, and ADE are usually mentioned after the drug mentions. Overall, This approach achieved an overall Precision of 0.88, Recall of 0.83, and $F_1$ score of 0.86.

Table 2: Results for our rule-based approaches over the n2c2-2018 test set

<table>
<thead>
<tr>
<th></th>
<th>Left-only</th>
<th>Left-Right (unbounded)</th>
<th>Left-Right (bounded)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F</td>
</tr>
<tr>
<td>Strength-Drug</td>
<td>0.96</td>
<td>0.95</td>
<td><strong>0.95</strong></td>
</tr>
<tr>
<td>Duration-Drug</td>
<td>0.78</td>
<td>0.69</td>
<td><strong>0.73</strong></td>
</tr>
<tr>
<td>Route-Drug</td>
<td>0.90</td>
<td>0.89</td>
<td><strong>0.89</strong></td>
</tr>
<tr>
<td>Form-Drug</td>
<td>0.98</td>
<td>0.98</td>
<td><strong>0.98</strong></td>
</tr>
<tr>
<td>ADE-Drug</td>
<td>0.46</td>
<td>0.89</td>
<td>0.75</td>
</tr>
<tr>
<td>Dosage-Drug</td>
<td>0.89</td>
<td>0.89</td>
<td><strong>0.89</strong></td>
</tr>
<tr>
<td>Reason-Drug</td>
<td>0.48</td>
<td>0.35</td>
<td>0.41</td>
</tr>
<tr>
<td>Frequency-Drug</td>
<td>0.98</td>
<td>0.98</td>
<td><strong>0.98</strong></td>
</tr>
<tr>
<td>System (Micro)</td>
<td>0.88</td>
<td>0.83</td>
<td><strong>0.86</strong></td>
</tr>
<tr>
<td>System (Macro)</td>
<td>0.85</td>
<td>0.80</td>
<td><strong>0.83</strong></td>
</tr>
</tbody>
</table>

The results indicate that for most entity-drug pairs, co-location information is sufficient to identify most relations. However, the performance of the entity-drug pair ADE-Drug and Reason-Drug are lower compared to the other relation types. Our supposition for this is that the co-location information was insufficient to identify the correct ADE or Reason when multiple drugs were in the same sentence. For example, in the sentence “Since no new infection was found this was presumed steroids and the leukocytosis improved with prednisone taper.” the non-drug entity leukocytosis (ADE) is associated with both steroids (Drug) and prednisone (Drug).

Deep learning-based results. Table 3 shows the Precision (P), Recall (R) and $F_1$ scores for our Segment-CNN and Sentence CNN models over the n2c2-2018 test set. The results show that both models performed comparatively similar. In theory, we believed that Segment-CNN should have performed better because the Sentence CNN cannot differentiate the inputs when multiple drug-entity pairs are located in a sentence, but the results contradict the assumption. We believe this is because we treat this as a binary classification problem and build a separate model for each relation type.

Table 3: Results of our deep learning-based approaches over the n2c2-2018 test set

<table>
<thead>
<tr>
<th></th>
<th>Segment-CNN</th>
<th>Sentence CNN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
</tr>
<tr>
<td>Strength-Drug</td>
<td>0.91</td>
<td>0.88</td>
</tr>
<tr>
<td>Duration-Drug</td>
<td>0.39</td>
<td>0.90</td>
</tr>
<tr>
<td>Route-Drug</td>
<td>0.77</td>
<td>0.89</td>
</tr>
<tr>
<td>Form-Drug</td>
<td>0.85</td>
<td>0.95</td>
</tr>
<tr>
<td>ADE-Drug</td>
<td>0.32</td>
<td>0.85</td>
</tr>
<tr>
<td>Dosage-Drug</td>
<td>0.83</td>
<td>0.92</td>
</tr>
<tr>
<td>Reason-Drug</td>
<td>0.27</td>
<td>0.88</td>
</tr>
<tr>
<td>Frequency-Drug</td>
<td>0.56</td>
<td>0.88</td>
</tr>
<tr>
<td>System (Micro)</td>
<td>0.69</td>
<td>0.90</td>
</tr>
<tr>
<td>System (Macro)</td>
<td>0.68</td>
<td>0.90</td>
</tr>
</tbody>
</table>
Segment-CNN performed well with word2vec, whereas Sentence-CNN performed well with GloVe embeddings. We believe this is because the glove embeddings are trained over a more extensive dataset, while the word2vec MIMIC-III embeddings are trained in the same domain.

**Contextualized language model-based results.** Table 4 shows the Precision (P), Recall (R) and $F_1$ scores of the four fine-tuned BERT models over the n2c2-2018 test dataset. Results show that the models obtain a similar performance overall and for each entity-drug pairs. Comparatively, BERT_cased model performs better in some categories than the other models.

<table>
<thead>
<tr>
<th>Table 4: Results of our contextualized language model-based approaches over the n2c2-2018 test set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Strength-Drug</td>
</tr>
<tr>
<td>Duration-Drug</td>
</tr>
<tr>
<td>Route-Drug</td>
</tr>
<tr>
<td>Form-Drug</td>
</tr>
<tr>
<td>ADE-Drug</td>
</tr>
<tr>
<td>Dosage-Drug</td>
</tr>
<tr>
<td>Reason-Drug</td>
</tr>
<tr>
<td>Frequency-Drug</td>
</tr>
</tbody>
</table>

| System (Micro) | 0.93 | 0.96 | **0.94** | 0.93 | 0.96 | **0.94** | 0.93 | 0.95 | **0.94** | 0.93 | 0.96 | **0.94** |
| System (Macro)  | 0.92 | 0.95 | **0.93** | 0.92 | 0.96 | **0.93** | 0.92 | 0.95 | **0.93** | 0.92 | 0.95 | **0.93** |

**Figure 4:** Error analysis of each relation type during the binary classification using BERT (uncased) model. The Blue and Brown bars represent the positive and negative classes respectively.

### 7.2 Negation Analysis

In this work, we performed a binary classification for each class: 1) Positive class - there is a relation between the drug and the entity, 2) Negative class - there is no relation between the drug and the entity (no-relation). Figure 4 shows the breakdown of the performance of each class when the binary classification is performed using the BERT_uncased model. We report Support, Precision, Recall, and $F_1$ score for each class, and Blue and Brown bars represent the positive and negative classes, respectively. The support shows the number of actual occurrences of the classes. We can see the Precision, Recall, and $F_1$ score of the positive classes are way higher than the negative classes. We believe this explains the higher performance of the BERT models. The performance of the negative (no-relation) classes is low due to the data imbalance of the classes, as shown in the support. Positive classes are significantly larger than the negative classes, and due to this, the poor performance of the negative classes did not affect the performance of the positive class.
7.3 Comparison across models

Table 5 shows the Precision (P), Recall (R), and $F_1$ score for the best results of each of our three approaches: 1) rule-based approach using left-only traversal mechanism; 2) deep learning approach using Segment-CNN, and 3) contextualized language model-based approach using BioBERT. Comparing the rule-based approach with our deep learning-based approach shows that the rule-based approach obtained an overall higher Precision, Recall, and $F_1$ score except for the classes ADE-Drug and Reason-Drug. BERT-based models outperform the other two approaches except for the Strength-Drug, Frequency-Drug, and Form-Drug pairs. The overall Precision and Recall are higher, especially for the entity-drug pairs that performed poorly with the other approaches (ADE-Drug, Reason-Drug, and Duration-Drug). Using pre-trained language representations to fine-tune models is advantageous as they use minimal task-specific parameters and are trained on the downstream tasks by simply fine-tuning all the pre-trained parameters.

Table 5: Comparison across our approaches over the n2c2-2018 test set

<table>
<thead>
<tr>
<th></th>
<th>Train</th>
<th>Test</th>
<th>Rule-based</th>
<th>Segment-CNN</th>
<th>BioBERT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#</td>
<td>#</td>
<td>P</td>
<td>R</td>
<td>F</td>
</tr>
<tr>
<td>Strength-Drug</td>
<td>6702</td>
<td>4244</td>
<td>0.96</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td>Duration-Drug</td>
<td>643</td>
<td>426</td>
<td>0.78</td>
<td>0.69</td>
<td>0.73</td>
</tr>
<tr>
<td>Route-Drug</td>
<td>5538</td>
<td>3546</td>
<td>0.90</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>Form-Drug</td>
<td>6654</td>
<td>4373</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>ADE-Drug</td>
<td>1107</td>
<td>733</td>
<td>0.46</td>
<td>0.39</td>
<td>0.43</td>
</tr>
<tr>
<td>Dosage-Drug</td>
<td>4255</td>
<td>2695</td>
<td>0.89</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>Reason-Drug</td>
<td>5169</td>
<td>3410</td>
<td>0.48</td>
<td>0.35</td>
<td>0.41</td>
</tr>
<tr>
<td>Frequency-Drug</td>
<td>6310</td>
<td>4034</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>System (Micro)</td>
<td></td>
<td></td>
<td>0.88</td>
<td>0.83</td>
<td>0.86</td>
</tr>
<tr>
<td>System (Macro)</td>
<td></td>
<td></td>
<td>0.85</td>
<td>0.80</td>
<td>0.83</td>
</tr>
</tbody>
</table>

7.4 Comparison with previous work

In this section, we compare our results with two previous works utilizing BERT: Wei, et al.\cite{wei2019extracting} and Alimova, et al.\cite{alimova2020clinical}. To the best of our knowledge, these are the only two works that have applied pre-trained language models of BERT on the n2c2-2018 dataset. Table 6 shows the overall Precision, Recall, and $F_1$ score of our fine-tuned BERT models with the reported results from the other state-of-the-art BERT-based models on the n2c2-2018 dataset. The $F_1$ score of all models of Wei et al.’s and our three models is same, but the Precision of Wei, et al.’s models is higher whereas the Recall of our models is higher. There is a notable difference between Alimova, et al. models and ours. The $F_1$ score of all three models of Alimova, et al. are lower than ours, and we believe this is due to the difference in the representation of the inputs for the models.

Table 6: Overall results in comparison with previous work on the n2c2-2018 test data

<table>
<thead>
<tr>
<th></th>
<th>Our models</th>
<th>Wei, et al.\cite{wei2019extracting}</th>
<th>Alimova, et al.\cite{alimova2020clinical}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cased</td>
<td>Uncased</td>
<td>Clinical</td>
</tr>
<tr>
<td>Precision</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
</tr>
<tr>
<td>Recall</td>
<td>0.96</td>
<td>0.95</td>
<td>0.96</td>
</tr>
<tr>
<td>$F_1$ score</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
</tr>
</tbody>
</table>

Table 7 shows a comparison of the $F_1$ score of our models the results reported by Wei, et al.\cite{wei2019extracting}’s and Alimova, et al.\cite{alimova2020clinical} for each class of the dataset. The results show that Alimova, et al.’s models perform lower. However, when comparing the results with Wei, et al., we found the results are complementary; classes that did not perform well with Wei, et al.’s models performed well with our models. Specifically, the classes Reason-Drug, ADE-Drug, and Duration-Drug obtained a higher Precision, Recall, and $F - 1$ score than Wei, et al.’s. Meanwhile, the Precision, Recall, and $F - 1$ score of the class Strength-Drug are higher in Wei, et al. We believe this is due to three differences between our systems: 1) Wei, et al. represent an entity-drug pair in an input sentence using the semantic type of an entity to replace the entity itself, whereas we do no such replacement; 2) they perform a multi-class classification, whereas we perform binary classification creating a separate model for each entity; and 3) Wei, et al. Clinical BERT representations were fine-tuned with MIMIC-III over BERT (cased), whereas our representations were fine-tuned over BioBERT.

Table 7: Comparison of the $F_1$ score of our models the results reported by Wei, et al.\cite{wei2019extracting}’s and Alimova, et al.\cite{alimova2020clinical} for each class of the dataset

<table>
<thead>
<tr>
<th></th>
<th>Our models</th>
<th>Wei, et al.\cite{wei2019extracting}</th>
<th>Alimova, et al.\cite{alimova2020clinical}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cased</td>
<td>Uncased</td>
<td>Clinical</td>
</tr>
<tr>
<td>Precision</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
</tr>
<tr>
<td>Recall</td>
<td>0.96</td>
<td>0.95</td>
<td>0.96</td>
</tr>
<tr>
<td>$F_1$ score</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
</tr>
</tbody>
</table>

Table 7 shows a comparison of the $F_1$ score of our models the results reported by Wei, et al.\cite{wei2019extracting}’s and Alimova, et al.\cite{alimova2020clinical} for each class of the dataset. The results show that Alimova, et al.’s models perform lower. However, when comparing the results with Wei, et al., we found the results are complementary; classes that did not perform well with Wei, et al.’s models performed well with our models. Specifically, the classes Reason-Drug, ADE-Drug, and Duration-Drug obtained a higher Precision, Recall, and $F - 1$ score than Wei, et al.’s. Meanwhile, the Precision, Recall, and $F - 1$ score of the class Strength-Drug are higher in Wei, et al. We believe this is due to three differences between our systems: 1) Wei, et al. represent an entity-drug pair in an input sentence using the semantic type of an entity to replace the entity itself, whereas we do no such replacement; 2) they perform a multi-class classification, whereas we perform binary classification creating a separate model for each entity; and 3) Wei, et al. Clinical BERT representations were fine-tuned with MIMIC-III over BERT (cased), whereas our representations were fine-tuned over BioBERT.

Table 7: Comparison of the $F_1$ score of our models the results reported by Wei, et al.\cite{wei2019extracting}’s and Alimova, et al.\cite{alimova2020clinical} for each class of the dataset
Table 7: Comparison of $F_1$ score with previous work over each class of the n2c2-2018 dataset.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cased</td>
<td>Uncased</td>
</tr>
<tr>
<td>Strength-Drug</td>
<td>0.87</td>
<td>0.87</td>
</tr>
<tr>
<td>Duration-Drug</td>
<td><strong>0.94</strong></td>
<td>0.94</td>
</tr>
<tr>
<td>Route-Drug</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td>Form-Drug</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td>ADE-Drug</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td>Dosage-Drug</td>
<td>0.94</td>
<td>0.94</td>
</tr>
<tr>
<td>Reason-Drug</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td>Frequency-Drug</td>
<td>0.94</td>
<td>0.94</td>
</tr>
</tbody>
</table>

Table 8 shows the comparison of the top five team results reported by the n2c2-2018 challenge participants\(^1\) and our best models. The UTH system developed a joint learning biLSTM+CRF based architecture to identify the entities and relations together; the VA team used a complex traditional machine learning approach that utilized random forests; NaCT proposed a deep learning-based ensemble method; and MDQ used a biLSTM with an attention mechanism. The results show that our BERT based system obtained a higher recall across all of the systems but a lower precision across the first four teams.

Table 8: Our best results in comparison with the top 5 results of the n2c2-2018 competition

<table>
<thead>
<tr>
<th>n2c2-2018 Teams</th>
<th>UTH</th>
<th>VA</th>
<th>NaCT</th>
<th>UFL</th>
<th>MDQ</th>
<th>BERT</th>
<th>Segment-CNN</th>
<th>Rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td><strong>0.96</strong></td>
<td>0.95</td>
<td>0.94</td>
<td>0.95</td>
<td>0.93</td>
<td>0.93</td>
<td>0.89</td>
<td>0.88</td>
</tr>
<tr>
<td>Recall</td>
<td>0.95</td>
<td>0.94</td>
<td>0.94</td>
<td>0.92</td>
<td>0.94</td>
<td><strong>0.96</strong></td>
<td>0.90</td>
<td>0.83</td>
</tr>
<tr>
<td>$F_1$ score</td>
<td><strong>0.96</strong></td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
<td>0.78</td>
<td>0.86</td>
</tr>
</tbody>
</table>

8 Conclusions and Future work

In this work, we have investigated diverse approaches to identify relations between medication information and adverse drug events from clinical notes. We explored a rule-based, deep learning-based, and contextualized language model-based approaches. We evaluated our approaches on the n2c2-2018 dataset and found overall the contextualized language model-based approach using BioBERT outperformed the other approaches. However, our results also showed that the rule-based approach which uses co-location information was sufficient to identify relations between entities whose positions with respect to each other were consistent throughout the text (e.g. Strength-Drug, Form-Drug and Frequency-Drug). In our contextualized language model-based approaches, we represent a drug-entity pair by the entire sentence, but this may not advisable as we can have multiple drug-entity pairs within a sentence. Therefore in the future, we plan to investigate effective ways of unique representations of a drug-entity pair that can capture the positional information of both the drug and entity. In this work, we developed a separate model for each class of the dataset and performed binary classification separately. In the future, we plan to investigate expanding the model to perform multi-class classification for different datasets.
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Abstract

One of the challenges of teaching applied data science courses is managing individual students’ local computing environment. This is especially challenging when teaching massively open online courses (MOOCs) where students come from across the globe and have a variety of access to and types of computing systems. There are additional challenges with using sensitive health information for clinical data science education. Here we describe the development and performance of a computing platform developed to support a series of MOOCs in clinical data science. This platform was designed to restrict and log all access to health datasets while also being scalable, accessible, secure, privacy preserving, and easy to access. Over the 19 months the platform has been live it has supported the computation of more than 2300 students from 101 countries.

Introduction

One of the major challenges faced by data science educators is managing student computing environments. Typically educators must choose between teaching students how to set up an environment on their own computer or hosting a pre-configured server.¹ Setting up a local environment on each student computer, while authentic, is challenging and often time-consuming because of the variety of operating systems and sometimes insufficient user permissions (e.g., for students using employer-provided computers). Server-based solutions shift managing the complexity of the computing environment to instructors, which reduces the authenticity of learning to manage the entire data science pipeline. A number of commercial solutions, like RStudio Cloud, have emerged to support educators providing a hosted solution without having to manage servers directly.² While server-based solutions have some costs associated, for students with internet access they can increase equity of education as all students have equal computational power regardless of their own computing hardware.¹,³

These technology challenges are magnified for those teaching data science focused Massively Open Online Courses (MOOCs). MOOCs are typically offered to thousands of learners across the globe completely asynchronously, increasing the number of unique computing environments and reducing instructor contact for individual-level support. Previous data science MOOCs have devoted an entire 4 week (~13 hour) course to setting up students’ computational environments.⁴⁵ Others use technology embedded in the platform’s learning management system (e.g., shared JupyterHub).³⁶ Importantly, these data science MOOCs have not had a particular domain focus and thus can use openly available or non-sensitive data in their courses.

While MOOCs are an attractive solution to the increasing demand for a clinical data science workforce,⁷ it is not clear how to support student computing environments when working with sensitive healthcare data. We developed a series of MOOCs (“Specialization”) on clinical data science,⁸ that uses real clinical data (MIMIC-III demo database).⁹ At the time, all individuals seeking access were required to complete data use agreements. Setting up a student’s local environment would not allow us to restrict or track data download and potential sharing with external entities. Built in data science solutions on the course hosting site had the same limitation and additionally would not allow instructors to restrict data access to only those students who had completed a data use agreement. In response to these challenges we sought to create a hosted computing platform that would both manage student access to restricted materials and accommodate the unique challenges posed by MOOCs.

Methods

Designing the Computing Platform

The primary goal of developing the computing platform was to create a system that would allow instructors to restrict and monitor access to sensitive clinical data to only those students who had signed required data use agreements. The secondary goals of the computing platform were to support challenges inherent in MOOC education and hosted computing, namely: 1) availability and scalability, 2) secure and privacy preserving, and 3) easy independent access. Given the world-wide access and scope of MOOCs, the platform had to be available across...
the globe 24 hours a day, 7 days a week, and be able to support potentially hundreds of thousands of learners. As with all server-based solutions, especially with those hosting clinical data, the platform needed to be secure and have full logging of user activity. Additionally, while it is not legally clear the extent to which MOOCs are subject to the Family Educational Rights and Privacy Act (FERPA) in order to comply with the course hosting company’s privacy policies, the computing platform needed to preserve student privacy. Finally, given the limited contact with instructors and large student to instructor ratio, the platform onboarding process and use had to be as simple as possible.

Developing and Deploying the Computing Platform

During development of the computing platform we had a number of resources that shaped the final product. First, we had previously run a version of the specialization as a regular university course that used our university approved Google Cloud platform (GCP) infrastructure to host student computation. This experience led us to develop a partnership with Google Cloud Healthcare to provide financial support for the creation of the specialization and the hosting of student computation. Second, the Google Cloud Healthcare team routinely hosts healthcare datathons using GCP and MIMIC-III datasets. The hosting guide, system configurations, and other pipelines to support these datathons are all publicly available on GitHub. Importantly, outside of the choice to use GCP, these resources informed, but did not dictate, the final computing platform created.

GCP is a suite of cloud computing tools that includes support for computing, data storage and databases, networking, identity and security management tools, and advanced analytics for big data applications with all resources organized, managed, and billed to individual projects. Organizations may have multiple projects and resources can be easily moved between projects as needed. We created a Google Organization (LearnClinicalDataScience) for the computing platform that consisted of two sets of projects - one for developing and prototyping platform improvements (Development) and the other used in production for hosting student work (Production). Within each set of projects, one is devoted to managing student enrollment and platform monitoring (Management) and the other for hosting student work (Computing). All projects use Google Compute Engine (i.e., virtual servers), Cloud Operations Logging and Monitoring, and BigQuery. The Management project handles student enrollment and access with custom R-scripts, Google Forms, Google Groups, Cloud Identity and Access Management (IAM), and SendGrid email service for student communication. The Computing project hosts student computing using RStudio Server Pro and R.

We developed a complete version of the computing platform in the Development projects and then performed a series of beta tests. Initial beta tests consisted of project team members (DM, LW) creating user accounts and performing basic computational tasks to ensure that the account management process performed as designed. Basic security checks and penetration tests were conducted by SR to identify any obvious security risks in the platform. We then conducted a group beta test of 27 local users to test simultaneous user registration and to develop an understanding of computing resources required for sample computational workloads similar to those used in the course. Changes to the computing platform and course materials were made following the group beta test and the platform re-tested by project team members (DM, LW). After completion of all beta testing informed improvements, copies of the Development machines were created in the Production projects. The final computing platform was put into production in January 2019. After moving to production, the Development projects were suspended (e.g., shut down, but available for access as needed) and used intermittently to identify the impact of software updates and prototype new platform modifications.

Evaluating Performance of the Computing Platform

We analyzed data from the first 19 months of computing platform usage (January 15, 2019-August 15, 2020) to understand overall platform performance and associated costs. We identified the number of distinct students who registered for the computing platform (and accepted the data use agreement), and created a frequency map (by country) of all registered students using the city and/or country reported in their signed data use agreement. Computing logs (e.g., unique R sessions, R code inputs, and queries run in BigQuery) were analyzed to determine overall student usage (e.g., number with at least one entry of each type). We also investigated the average volume of platform usage across each day of the week, both with respect to a constant timezone (e.g., overall computing load at any single time point), and student timezone (e.g., what time of day students access course work). All computing logs are captured in UTC. We inferred student local time by mapping student’s reported country/city combination to the regionally observed local time zone. When city level data was not provided, a best attempt to assign a timezone.
was made by assuming the most prevalent timezone for the area. System performance and reliability were assessed by analyzing all system performance and reliability logs to identify types of errors encountered and total system downtime. Finally, all available discussion forums on the main course hosting site (Coursera), were manually reviewed (DM) and categorized by type of question asked to assess the overall frequency of questions generated by the computing platform. All platform metrics were analyzed with R version 4.0.2 and a variety of packages for data processing, graphing and reporting.

Results

The Clinical Data Science Specialization and the associated course computing platform launched on January 15, 2019. Course programming assignments consist of html-based tutorials with associated RMarkdown documents requiring ~16MB of storage. As of August 17, 2020 a total of 7,109 students had registered for the first course in the specialization - where students are on boarded to the computing platform. A diagram of the final computing platform implemented is shown in Figure 1.

Computing Platform Technical Details

Each Google project (Management, Computing) consists of one or more virtual servers and a set of associated BigQuery datasets. The Management server has 1vCPU, 3.75GB RAM, and a 50GB SSD boot disk running Ubuntu 18.04. This machine is used to process student enrollments and manage all platform logging activities. The associated BigQuery datasets consist of student management logs (1.2GB), data use agreements (888MB), and R-Session, R-Console, and BigQuery Web UI logs (15.6TB). Earlier versions of the computing platform also used a License Management Server (0.5vCPU, 1.70GB RAM) to host the license key for RStudio Server Pro within the Management Project. All servers in the Management project have firewalls limiting access to the University of Colorado campus. The Computing server has 2vCPU, 7.75GB RAM, a 50GB SSD boot disk and an additional 100GB SSD disk for student file storage. Students complete their coursework on this machine using R and a professional license of RStudio Server. The RStudio Server is configured to have all course related packages pre-installed, restrict terminal access, and set limits on file upload sizes (to attempt to limit loading of non-course data). A firewall is configured such that only https encrypted web traffic on the RStudio interface is accepted. Student’s browsers must support a minimum TLS version of 1.0 and HTTP Strict Transport Security is enabled. Each student
Number of Registered Students

1. Accessing the Computing Platform
   Students register for access through a vanity URL (tech-regISTRATION.learnclinicaldatascience.org) that connects them to a Google Form where they sign the MIMIC-III data use agreement and platform terms of service (e.g., only use the platform for course work, do not attempt to identify other students). These form responses are stored in a Google Sheet that is also accessible from BigQuery. Within the Management Project the Management server runs a custom R-script at 5-minute intervals checking for new registrations. This script determines if the student is new or returning. New students are assigned a unique student ID number, provisioned a Linux user account on the Computing server (which is linked to their Google account), added to a private Google Group that has been assigned the appropriate IAM roles for accessing course BigQuery datasets, and a platform expiration date calculated (~6mo). For returning students (i.e., those with an expired account) their original student ID number is identified, their prior Linux account reassociated with their Google account, and they are readded to the Google Group. When these onboarding processes are complete, an email is sent to the student confirming their registration and providing links to the course resources. Students can access course data through bigquery.learnclinicaldatascience.org (redirects to the Computing project on BigQuery) and R/RSStudio through rstudio.learnclinicaldatascience.org. Students log in to RStudio using their Google account, no passwords or personally identifying information is available on the Computing server. Six months after user registration, the student’s Linux account-Google link is removed. While students are not notified of this change, if they try to login they will receive a custom error that asks them to re-register (at this time all their data is preserved).

2. Computing Platform Usage
   From the launch of the computing platform on January 15, 2019 through August 15, 2020, 2,308 students have requested access to the platform and datasets. Of these registered students, 1,566 (67.9%) have logged in to the computing platform, 1,215 (52.6%) queried course data, and 904 (39.2%) have run R code on the platform. Registered students’ location reported on their data use agreement shows that they live in more than 101 different countries. The overall volume of student registrants by country is provided in Figure 2.
Based on data use agreement location, students are accessing the platform from 83 different time zones. With respect to the United States Mountain time zone (MT), the highest total number of connections have occurred at 11pm on Wednesday with 138 connections. The least common hour/day combinations (5pm Saturday, 7pm Friday) have seen only 8 connections total across the 82 weeks the platform has been live. Figure 3A shows a summary of the weekly average number of logins by time/day of the week with respect to MT. Figure 3B shows a summary of the weekly average number of code commands executed by time/day of the week with respect to the students’ time zone. The most frequent time/day combination was Thursday at noon, which was driven by work performed by 24 unique students from India (GMT+5:30) across 18 different Thursdays in the evaluation period. Manual review confirmed that this activity was related to course content. Overall, among students who ran R code on the platform, students entered a median of 65.5 [IQR: 11, 187.8] code commands with a single student entering 5,356 code commands. The median amount of storage used by students was <1MB with a range of 0 - 227.5 MB.

Computing Platform Performance

Over the 82 weeks the computing platform has been running there were 25 unexpected alerts or other errors, of which 6 resulted in downtime where students were unable to access the system. The majority of alerts originated on the Computing server (n=18), 13 alerts were related to CPU and memory utilization (i.e., available CPU < 50%, free RAM < 25%).  Five uptime alerts on the Computing server were related to: DNS outages (n=2, downtime only for affected regions), RStudio Server errors (n=2), and a License Management Server outage (n=1). The License Management Server had 5 unexpected outages totaling just under 3 hours of downtime, however the majority (n=4) of these outages lasted less than 30min - the interval the Computing server uses to confirm an active licence. One incident occurred overnight in MT and accounted for approximately an hour and a half of downtime on the Computing server and resulted in at least two students unable to access the machine. The Management server had no unscheduled downtime. Table 1 provides a summary of the total number of unexpected alerts and computing platform outage durations. Overall the computing platform has had a system uptime percentage of 99.8%.

There have been 13 instances of user onboarding errors. First, although we require all students to register with an “@gmail.com” address, some accounts are treated in IAM as an “@googlemail.com” address. One student registered with such an account and was unable to access the platform until we adjusted our onboarding process to account for this scenario. Three students registered with the same Google account multiple times within 5 minutes (the onboarding script interval) which resulted in them unexpectedly being assigned to the same user account. When multiple registrations occur in the same batch, a student id was only assigned to the first registration with subsequent
Table 1. Summary of Computing Platform Alerts and Outages

<table>
<thead>
<tr>
<th>Alert/Outage Duration</th>
<th>Computing Platform Outage Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Count Unexpected Alerts</td>
<td>Alert/Outage Count</td>
</tr>
<tr>
<td>License Management Server</td>
<td>5</td>
</tr>
<tr>
<td>Computing Server</td>
<td>CPU Utilization Alert</td>
</tr>
<tr>
<td></td>
<td>Memory Utilization Alert</td>
</tr>
<tr>
<td></td>
<td>Uptime Alert</td>
</tr>
<tr>
<td>Total Computing Platform Unavailability:</td>
<td>23hr 31min</td>
</tr>
</tbody>
</table>

registrations labelled as NA, however an account and account/mapping were performed for both accounts. As the RStudio- Google authentication map uses the most recently added mapping, all students accessed a single (shared) “NA” user account. Finally, 9 students were not initially granted data access when registering. This was due to exceeding a Google limit on IAM users that can share a single role (n=1,500).

Across the four launched courses of the Clinical Data Science Specialization there were 196 forum posts available for analysis, with 259 questions/issues raised (students can comment on forum posts to answer a question or echo concerns). Of these issues, 61 (23.5%) related to the computing platform with the majority (n=38, 62.3%) due to the students not registering for access. The remaining 23 included technical issues with students’ registration (n=10) or students who had issues locating the resources they needed (n=13).

Discussion

Managing student computing environments is a major challenge in data science education which is magnified when dealing with MOOCs and sensitive clinical data. When developing a series of clinical data science MOOCs we identified the need to develop a computing platform with the primary objective of restricting access to and logging access of sensitive health data. Here we present the results of that work - a computing platform that can only be accessed by students who have completed all requirements for data access (signed data use agreement) where all data access (e.g., SQL queries) and analysis (e.g., R-console commands) are logged and available for review. In addition to these fundamental objectives, we also had three technical requirements related to perceived challenges with hosted computing in MOOCs: 1) availability and scalability, 2) secure and privacy preserving, and 3) easy independent access.

Although we prepared our courses with the potential for an international audience, it wasn’t well known whether clinical data science coursework with a particular focus on customs/regulations in the United States would be of global interest. However given the global popularity of other data science MOOCs, we designed the platform to be accessible worldwide. Indeed, we had students from around the globe register for access and since deployment of the platform at least one student has started an R session at every single hour of every day of the week. The global use of the platform is confirmed by analyzing platform usage relative to the students’ time zone, where most students access the platform during more traditional learning hours (9am-midnight). This platform has also proven to be very stable with only 6 incidents resulting in system-wide outages for only 23.5 hours across the 13,896 hours the platform has been available.

One of the benefits of using a cloud infrastructure is that the platform has proven to be scalable on demand. Initial deployments used larger servers and directory storage (500GB), as actual platform usage started we were able to initially reduce our storage to 100GB and eventually increase it to 150GB after a year of additional student access. Similarly, we can adjust the server specifications (CPUs and RAM) as needed with limited downtime (simply requires restarting the server). This flexibility has had the additional benefit of allowing for cost control measures as we can shrink and grow the machine as needed. An additional benefit has been the query caching function within BigQuery where identical repeated queries are not charged. These types of repeated queries are common for students working through set exercises. Even without aggressive system size optimization, the computing platform development cost $1,431 and continuous access for more than 2300 students across 19 months on the production platform only cost $2,941.

We took multiple steps to ensure the system security and student privacy. First, our platform design uses standard web-based security steps including enabling SSL and limiting server access for students as much as possible beyond those resources required for completing course content. In addition to logging all access and activity, we routinely
monitor those logs for unapproved access attempts including running system commands. Even if a student somehow bypassed our permissions restricting access for viewing/modifying system files, all student files are labeled by student number only. Additionally, although we use Google Groups for managing data access roles, by using an Organization Google account the membership of this group (and group enrollment status) is kept entirely hidden from students. To our knowledge, outside of the single instance of three students getting mapped to the same user account, no private student information has been inappropriately accessed.

Given the exceptionally high student to instructor ratios in MOOCs, it was critical that our platform be accessible without extensive instruction or hands-on attention. To this end students interact with only three sites, all with custom vanity URLs - one for registration and two for platform access. By all available measures our approach has worked well. Technical issues accounted for a minority of forum posts across the courses. The majority of the issues raised were related to students having not attempted to register - suggesting that the primary improvement is needed within our learning management system to highlight the need to access the external site. Although a minority of students did have actual technical issues accessing the site due to registration errors, these issues were usually fixed within the same or subsequent day after reporting on the forum. Although available data supports the easy accessibility of the platform, the number of students registered is dramatically lower than course registrants. The only training students received on the platform was a course reading describing the registration process, and it is possible that this drop is due to unreported student issues with the platform. Alternatively, MOOCs experience a well known phenomena where the number of students registering far exceeds those who perform any course work with even fewer completing the course.

While we have pleasantly been surprised by the overall efficacy and efficiency of the system, there are numerous limitations to our approach. First, and most importantly, this approach was not without cost. Although as highlighted above the expenses are manageable by right-sizing the system size, there is a non-trivial cost associated with hosting student computation. Our numbers are also much smaller than would be expected for data science courses that use much larger datasets/computationally intensive algorithms because we only required small servers and limited storage space. The MIMIC-III demo data contains the records of only 100 patients and though the sample note corpus is larger, most of the computation performed on the platform is happening within the database. Second, we were unable to specifically assess students’ feedback on the platform outside of their voluntary posts in the course forums. This assessment would be helpful to inform future iterations or applications of the platform. Third, although there is renewed interest in online computing solutions due to the COVID-19 pandemic requiring remote education, this solution is likely over-engineered for the majority of university courses. Finally, due to platform security concerns we have not made the processing scripts available publically.

Finally, we have found a number of unexpected benefits from the course platform. First, logistically having full logging of all issues commands has been invaluable when answering student questions, both technical and around course content. When students report that they can’t access course resources it’s easy to pinpoint whether they simply haven’t registered or if they are having some other issue. For course problems we are able to see what commands they are running and provide targeted recommendations for “common issues” students encounter. Second, as educators and content creators, these logs also allow for valuable insight into how students interact with course materials. We hope to perform more robust studies of these data in the future to inform both clinical data science education best practices and to improve our own course materials.

Conclusion

We have created a computing platform to support clinical data science MOOC education that has been scalable, globally available, secure, privacy preserving, and generally supported independent access by a large number of students.
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Abstract

Many research sponsors require sharing of data from human clinical trials. We created the CONSIDER statement, a set of recommendations to improve data sharing practices and increase the availability and re-usability of individual participant data from clinical trials. We developed the recommendations by reviewing shared individual participant data and study artifacts from a set of completed studies, as well as study data deposited on ClinicalTrials.gov and on several data sharing platforms. The CONSIDER statement is comprised of seven sections including: format, data sharing, study design, case report forms, data dictionary, data de-identification and choice of data sharing platform. We developed several different forms of CONSIDER which includes a brief form (the checklist), a full form (detailed descriptions and examples), and a scoring methodology. The checklist can be used to evaluate adherence to various progressive data sharing recommendations. We are currently in Phase 2 of collecting feedback on the CONSIDER statement.

Introduction

In the past, influential policy documents that guide publishing of medical journal articles achieved advances on how results of clinical research are reported. For example, the CONSORT statement and checklist targeted improved reporting of participant flow diagrams and interventional trial designs, analysis and interpretations. Similarly, the STROBE statement aimed to improve the reporting of observational studies. The creation and use of these policy documents have had a profound positive effect in their respective areas. We assume that same mechanism may help improve sharing of de-identified individual participant data (IPD) from completed human clinical studies (interventional trials and observational studies).

By policy, many research sponsors currently require sharing of data from human clinical studies. In some of these cases there is not a consensus on a method or format for sharing IPD data. This results in Principle Investigators (PIs) and study sponsors having to decide how best to ensure they comply with this requirement.

For secondary data users there are many challenges when dealing with acquiring and using shared data. These challenges include data integration and interoperability issues, ethical and policy considerations, financial and time constraints and data quality and annotation problems. The burden of many of these challenges are shared with PIs who are looking to make their data available, but PIs can mitigate these challenges by taking pre-emptive action when anticipating sharing their study data. Despite the challenges, there are many benefits to sharing study data and data reuse, such as significant reductions in the time and funding that would otherwise be needed to produce new data, as well as the ability to generate and test new hypotheses and compare and contrast multiple sources of clinical trial data.

There are many considerations PIs need to account for in order to minimize these challenges of sharing their data and maximize the capabilities of its re-use. These considerations include: what data and data artifacts should be shared, what formats study resources should be shared in, and how to best make accessible and share these resources, either via a data sharing platform or by request from interested secondary researchers.

There are different formats to be considered in study design when it comes to data collection and reporting. While in the past, many studies have used custom formats developed specifically for the study for data collection and reporting, there are various initiatives that have been developed over recent years that maximize the interoperability and reuse of collected participant data by being implemented during study design. These initiatives include the use of data standards or common data elements (CDEs) that aid in the harmonization of different clinical studies. These efforts are to encourage and improve the re-use capabilities of clinical study data. The most popular of these initiatives are standards set by the Clinical Data Interchange Standards Consortium (CDISC), which despite existing for over two
decades, has not become widely adopted by academic medical centers and are mainly used by pharmaceutical research sponsors, thanks to the Food and Drug Administration (FDA) mandate.

As far as making data available for re-use there are many methods that can be chosen. Over the past few years several data sharing platforms with various capabilities have been developed to share and acquire IPD from completed human clinical trials. Some platforms such as NIDA Data Share, are domain specific, while others, such as Vivli or Clinical Study Data Request (CSDR), are general and include studies from a variety of clinical domains.

We present a set of recommendations to improve the practice of data sharing and promote data re-use, known as the Consolidated Recommendations for Sharing Individual Participant Data from Human Clinical Studies (CONSIDER statement). The acronym is loosely based on letters contained in the title: CONSolidated REcommendations for sharing Individual participant Data. Letters E and R are re-ordered to create a more memorable acronym. This set of recommendations provides a checklist and a set of recommendations to guide PIs, study team members, study sponsors and data sharing platform representatives for optimal clinical research data sharing. We use the term study to refer to both interventional trials and observational studies.

**Methods**

**Set of reviewed studies**

To develop the CONSIDER statement, we looked at the current state of sharing data from human clinical studies. Our analysis of shared study materials included reviewing the structure and features of shared IPD data and analyzing the presence and format of different study artifacts (e.g. data dictionary, case report forms [CRF], etc.). We also analyzed the accessibility and availability of study resources by reviewing and following the process for requesting study data on data sharing platforms and analyzing study records on a clinical trial registry where we identified which fields are commonly included and excluded by record administrators.

Our analysis included a set of HIV clinical studies which were obtained as part of a larger project focusing on CDEs in HIV studies. While the trials underpinning the recommendations are primarily made up of HIV-related studies, the recommendations are not limited to HIV, and were generated as general recommendations that can be applied to studies from any clinical field. Further adding to the generalization of our recommendations, the data platforms and sources, as well as certain acquired data artifacts used in developing the recommendations are not HIV specific and include non-HIV studies and data sources that exemplify good data sharing practices or present popular challenges associated with data sharing.

The CONSIDER statement was developed from the review of IPD from 30 studies, study data artifacts from 48 studies, and an analysis of 10 data sharing platforms and 6 clinical trial networks. We also did a comprehensive review of clinical study registration data, the presence of data artifacts and the plan to share IPD for HIV trials on ClinicalTrials.gov.

**Design assumptions**

The development and use of CONSIDER requires a few comments and assumptions. First, we do not recommend any one data sharing platform or data standard or structure. These recommendations are intended to recommend specific features and capabilities rather than a specific entity.

Second, the CONSIDER statement was also developed with the knowledge of the constraints and limited resources PIs face when it comes to staff, time, funding, and privacy. With that in mind, we know this limits the capabilities for a PI to prepare data for sharing, use a specific sharing platform or use certain data structures. The CONSIDER statement is intended to be used as a checklist to use the optimal practices, where plausible, to maximize the visibility, shareability and re-usability of clinical study data.

**Results**

**Sections**

Based on our analysis we structured CONSIDER into seven sections that reflect key areas relevant to data sharing. Each section contains between 1 and 13 checklist items. The sections are:
1. **Data Format**: Recommendations on the data structure and the inclusion of certain aspects and elements of the IPD. Using certain methods when formatting IPD can greatly improve the functionality of the data to data re-users and ensure an effective analysis of the shared data.

2. **Data Sharing**: Includes how to make the study available and visible to potential secondary researchers. This section also includes how to share information about the study that can give data re-users a complete understanding of the study and how best to use the available data.

3. **Study Design**: Includes data collection and data sharing recommendation that are important to consider by PIs during study design. The recommendations aim to improve the data usability and data comparability (to other similar studies).

4. **Case Report Forms**: Recommendations about the inclusion of CRFs. CRFs are valuable study artifacts for data recipients to understand the data collection process and the underlying documents that generated the data being analyzed.

5. **Data Dictionary**: Provides recommendations about the availability, format, and features to include when sharing the data dictionary of a study. This section includes making data dictionaries as widely and publicly available as possible and in a format that is easy to use (machine readable). This section also includes recommendations on key information about each data element or form to include in the dictionary. A more comprehensive analysis of data dictionaries leading to the recommendations included in this section can be seen in our previous work.¹⁴

6. **Data De-identification**: Focuses on describing how data was redacted during de-identification and what should be provided to data recipients when referring to de-identification techniques so they have an understanding of how the data has been changed from the raw collected data. Data de-identification also include the clear communication about the rights and restrictions of data recipients when referring to the process and risks of potential re-identification.

7. **Choice of a Data Sharing Platform**: Provides features and capabilities to look for when choosing a data sharing platform to deposit data (at study completion). The recommendations specify desired platform features such as the ability to quickly find relevant studies (search capabilities), the presence of available study resources and metadata, and the ability to quickly request and acquire available IPD. Different features and capabilities of data sharing platforms improve the effectiveness and efficiency for sharing IPD from clinical studies.

**Recommendations**

Table 1 shows CONSIDER as a list of recommendations (or checklist format) structured by the previously mentioned sections. For the full version of the CONSIDER statement go to w3id.org/CONSIDER.
<table>
<thead>
<tr>
<th>Section</th>
<th>Title of recommendation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Format</td>
<td>Share person table in CDISC or OMOP format</td>
</tr>
<tr>
<td></td>
<td>Group data and data elements into relevant data domains (e.g., medication history, laboratory results history, medical procedure history)</td>
</tr>
<tr>
<td></td>
<td>Follow a convention when using relative time.</td>
</tr>
<tr>
<td></td>
<td>Utilize previously defined Common Data Elements and reference them by their identifiers</td>
</tr>
<tr>
<td></td>
<td>Use formats that can be natively loaded (without highly specialized add-ons) into multiple statistical platforms</td>
</tr>
<tr>
<td>Data Sharing</td>
<td>Register your study at ClinicalTrials.gov registry</td>
</tr>
<tr>
<td></td>
<td>Do not limit study metadata to the legally required elements. Also populate optional elements (such as data sharing metadata)</td>
</tr>
<tr>
<td></td>
<td>Fully populate data_sharing_plan text filed on ClinicalTrials.gov (if sharing data)</td>
</tr>
<tr>
<td></td>
<td>If Individual Participant Data is shared on a data sharing platform, update the ClinicalTrials.gov record with the URL link to the data.</td>
</tr>
<tr>
<td></td>
<td>Provide basic summary results using results registry component of ClinicalTrials.gov</td>
</tr>
<tr>
<td></td>
<td>Utilize ClinicalTrials.gov fields for uploading study protocol, empty case report forms, statistical analysis plan and study URL link</td>
</tr>
<tr>
<td></td>
<td>Provide de-identified Individual Participant Data</td>
</tr>
<tr>
<td>Study Design</td>
<td>Adopt previously defined applicable Common Data Elements</td>
</tr>
<tr>
<td>Case Report Forms</td>
<td>Share all Case Report Forms used in a study</td>
</tr>
<tr>
<td></td>
<td>List all CRFs</td>
</tr>
<tr>
<td>Data Dictionary</td>
<td>Provide data dictionary</td>
</tr>
<tr>
<td></td>
<td>Provide data dictionary in machine readable format</td>
</tr>
<tr>
<td></td>
<td>Separate data dictionary from de-identified individual participant data. Since it contains no participant level data, do not require local ethical approval as a condition of releasing the data dictionary (avoid a requestwall for data dictionary).</td>
</tr>
<tr>
<td></td>
<td>Share a data dictionary as soon as possible. Do not wait until the data collection is complete.</td>
</tr>
<tr>
<td></td>
<td>Provide data dictionary in a single, machine-readable file.</td>
</tr>
<tr>
<td></td>
<td>For each data element, provide a data type (such as numeric, date, string, categorical)</td>
</tr>
<tr>
<td></td>
<td>For categorical data elements, provide a list of permissible values and distinguish when numerical code or string code is a code for a permissible value (versus actual number or string)</td>
</tr>
<tr>
<td></td>
<td>Distinguish categorical string data elements from free-text string data elements</td>
</tr>
<tr>
<td></td>
<td>Link utilized Common Data Elements adopted by your study to appropriate terminologies</td>
</tr>
<tr>
<td></td>
<td>Link data elements or permissible values to applicable routine healthcare terminologies (either because you designed them to be linked or post-hoc, they can be semantically linked as equivalent)</td>
</tr>
<tr>
<td></td>
<td>Provide complete data dictionary (all elements in data are listed in a dictionary) and all types of applicable dictionaries (date elements, forms [or groupings], and permissible values)</td>
</tr>
<tr>
<td></td>
<td>Include sufficient description for data elements</td>
</tr>
<tr>
<td></td>
<td>Use identifiers (unique where applicable) for data element, forms and permissible values.</td>
</tr>
<tr>
<td>Data de-identification</td>
<td>Provide data de-identification notes</td>
</tr>
<tr>
<td>Choice of a Data Sharing platform</td>
<td>Use platforms that allows download of all studies available on the platform</td>
</tr>
<tr>
<td></td>
<td>Choose a platform that supports batch request (ability to request multiple studies with one request)</td>
</tr>
</tbody>
</table>
CONSIDER formats

We developed three views of the CONSIDER statement which have varying levels of detail and serve different purposes. The first format is the brief view, which is just a list of the different recommendations and their associated sections as seen in Table 1. The second format is the full view that on top of what is included in the brief format, also includes a detailed description of the recommendation, a positive example that features a study or platform that demonstrates full or partial compliance with the recommendation, and optionally a challenging example where the recommendation was not followed and what challenge that leads to during data re-use. For some recommendations, we used positive and challenging examples outside the input set of studies described in Methods. Finally, the third view is the score sheet view that assumes familiarity with the individual recommendations and is meant to facilitate individual study scoring. It lists each recommendation (by section) and the scoring instructions.

We acknowledge that some CONSIDER items depend on each other and can be considered partially overlapping. For example, the requirement to list data type for each data element in the data dictionary partially overlaps with properly handling categorical data elements. The description field (in the full view) for each CONSIDER item contains an explanation and rationale for this overlap. We chose to allow some overlap because we saw studies that formally comply with some recommendation, but closer scrutiny reveals additional deficiencies. The seemingly overlapping recommendations are meant to fully clarify and describe the best data sharing practices.

CONSIDER score and scoring approach

We developed a scoring system that scores each recommendation separately and then counts the score by each section. The higher the score the better the practices are implemented by the given study.

Each checklist item is scored on a zero to one scale. For binary items, the possible values are either one for practicing the recommendation or zero if it does not. For items where partial assessment of compliance is possible, a range of values between zero and one can be assigned (with 2-digit precision) depending on how completely the recommendation is followed. For example, for the recommendation ‘for each data element provide a data type’ if the study provides a data type for 47.15% of the data elements then it will get a score of 0.47 for that checklist item.

Certain recommendations included in CONSIDER rely on publicly available information from ClinicalTrials.gov (CTG) registry. To facilitate the easy application of the CONSIDER checklist, we created an R script that uses the relational database version of CTG, known as the Aggregated Analysis of ClinicalTrials.gov (AACT database; published and maintained by Duke University), to automatically score a subset of checklist items that can be assessed by CTG study registration metadata. This script (located at w3id.org/CONSIDER) takes as input a set of study CTG identifiers (called NCTs) and returns their CONSIDER scores for the subset of checklist items that can be automated.

Example application of the CONSIDER checklist to individual studies

We applied CONSIDER to two trials from our set of analyzed trials to show how the checklist can be applied to individual studies. We scored NCT01751646 ‘Vitamin D Absorption in HIV Infected Young Adults Being Treated With Tenofovir Containing cART’, which has IPD data deposited on the National Institute of Child Health and Human Development’s Data and Specimen Hub platform (NICHD DASH), and NCT01233531 ‘Effects of Cash Transfer for the Prevention of HIV in Young South African Women’, which has IPD available upon request from the HIV Prevention Trial Network (HPTN). Both are also registered at CTG. Table 2 shows the scores and percentages for these two studies when applying the CONSIDER checklist.
Table 2. Results of applying CONSIDER scoring for interventional trials NCT01751646 and NCT01233531.

<table>
<thead>
<tr>
<th>Section</th>
<th>Best Possible Score</th>
<th>NCT01751646</th>
<th>NCT01233531</th>
</tr>
</thead>
<tbody>
<tr>
<td>Format</td>
<td>5</td>
<td>3 (60.0%)</td>
<td>3 (60.0%)</td>
</tr>
<tr>
<td>Data Sharing</td>
<td>7</td>
<td>4 (57.1%)</td>
<td>3 (42.9%)</td>
</tr>
<tr>
<td>Study Design</td>
<td>1</td>
<td>0 (0.0%)</td>
<td>0 (0.0%)</td>
</tr>
<tr>
<td>Case Report Forms</td>
<td>2</td>
<td>2 (100.0%)</td>
<td>1 (50.0%)</td>
</tr>
<tr>
<td>Data Dictionary</td>
<td>13</td>
<td>9.45 (72.7%)</td>
<td>6.72 (51.7%)</td>
</tr>
<tr>
<td>Data de-identification</td>
<td>1</td>
<td>1 (100.0%)</td>
<td>0 (0.0%)</td>
</tr>
<tr>
<td>Choice of a Data Sharing platform</td>
<td>2</td>
<td>0 (0.0%)</td>
<td>2 (100.0%)</td>
</tr>
</tbody>
</table>

Discussion

Seeking feedback

We expect evolution of the CONSIDER checklist and we welcome feedback to any checklist item or section at craig.mayer2@nih.gov. CONSIDER was first developed in May 2019. We performed a Phase 1 feedback stage from Sept. 2019-Dec. 2019, where we elicited feedback from an internally selected group of experts. We are currently (since Jan. 2020) in Phase 2 of collecting feedback from the larger CRI community. As part of the Phase 2 feedback process, we created a mechanism and set of questions specific to the different perspectives involved in the data sharing process. This includes targeted feedback questions intended for PI’s involved in study design, study data custodians involved in data housing and distribution, data sharing platform administrators, and data recipients. The developed targeted feedback tools are intended to better assist in understanding the capabilities and challenges for each individual involved in the data sharing process and allow us to better formulate well-rounded recommendations that are both feasible and beneficial for all involved.

Limitations

The resulting CONSIDER statement has several limitations. First, we focused on a US context and considered ClinicalTrials.gov registry. Second, we only used a limited set of studies to arrive at the recommendations. Using a larger set may result in a more comprehensive coverage of best practices. Third, the scoring system assumes equal importance (and weight) of each item. It would be feasible to develop a weighted score if agreement on prioritization can be reached. We also currently do not attempt to combine the score of individual CONSIDER sections into a single score. Fourth, we received only limited feedback from some stakeholder groups (platform administrators and PIs) and plan a focused feedback seeking campaign to address this.

Future work

To further develop CONSIDER we will continue to assess the state of data sharing and accept feedback to add recommendations and sections as they become necessary. We will also look to improve the capabilities of scoring individual studies by automating the process (as we have done with CTG related recommendations), which may include linking directly to other clinical trial registries, data sharing platforms and individual study pages. We also understand the different recommendations may present certain challenges and we intend to assess how demanding and resource intensive the implementation of each recommendation is to better recommend the most practical and implementable practices.

Conclusion

We analyzed data sharing platforms, data artifacts, study registration metadata, and shared IPD for completed clinical trials and created a set of recommendations, called the CONSIDER statement. The CONSIDER statement consists of seven key sections devoted to data format, data sharing, study design, CRFs, data dictionary, data de-identification, and choice of data sharing platform. These recommendations can be used to score existing studies to evaluate adherence to good data sharing practices. The recommendations can also be used to guide PIs and study sponsors to improve data sharing of future studies. We expect evolution of the CONSIDER statement based on input from clinical research informatics experts and the wider research community.
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Abstract

The objective of this study is to explore the role of structured and unstructured data for clinical phenotyping by determining which types of clinical phenotypes are best identified using unstructured data (e.g., clinical notes), structured data (e.g., laboratory values, vital signs), or their combination across 172 clinical phenotypes. Specifically, we used laboratory and chart measurements as well as clinical notes from the MIMIC-III critical care database and trained an LSTM using features extracted from each type of data to determine which categories of phenotypes were best identified by structured data, unstructured data, or both. We observed that textual features on their own outperformed structured features for 145 (84%) of phenotypes, and that Doc2Vec was the most effective representation of unstructured data for all phenotypes. When evaluating the impact of adding textual features to systems previously relying only on structured features, we found a statistically significant (p < 0.05) increase in phenotyping performance for 51 phenotypes (primarily involving the circulatory system, injury, and poisoning), one phenotype for which textual features degraded performance (diabetes without complications), and no statistically significant change in performance with the remaining 120 phenotypes. We provide analysis on which phenotypes are best identified by each type of data and guidance on which data sources to consider for future research on phenotype identification.

Introduction

In recent years the use of Electronic Health Records (EHRs) has become standard practice across hospitals in the United States, with medical professionals regularly recording patient information digitally and using the recorded information to aid in diagnosis and clinical decision making. In addition to the direct clinical benefits of easily being able to look up individual patient records, large collections of EHRs are also useful to researchers who wish to understand medical conditions, disease processes, and hospitalization patterns based on retrospective records. Data documenting patient care is recorded in EHRs through (a) structured measurements such as lab results, vital signs, demographic information, etc., as well as (b) unstructured clinical narratives such as those found in admission reports, nursing notes, or surgical reports. Clinical notes are routinely recorded to provide relevant contextual information about the patient’s medical background, condition, and care. While there can be overlap between the information included in the structured and unstructured portions of EHRs, the unstructured nature of clinical notes is uniquely suited for extracting unique or contextual information that may not conform to a preset field or measurement. Both text and structured data have been used to model medical processes for Clinical Decision Support and Disease Prediction applications.

Denny (2012) points out that phenotype identification is one task for which clinical notes are particularly useful, noting that this is often because salient observations in text documents such as pathology and radiology reports are often not also included in tabular data. However, while clinical notes are clearly a useful data source, it is still important to know specifically where (i.e. for which phenotypes) notes are most likely to be beneficial and to identify whether there are situations where they are not worthwhile to include at all. Previous studies have used custom-engineered search terms in clinical notes to identify specific clinical phenotypes while others used a Bag of Words or Bag of Concepts representation to identify clinical phenotypes based on the words that appear in clinical notes. However, it is difficult to determine based on these studies whether clinical notes, structured data, or a combination of both should be used to identify a given phenotype that has not previously been automatically identified. Helpfully, Scheurwegs et al. (2015) show that the best performance can be consistently achieved by combining structured data with a Bag of Words representation of clinical notes when predicting ICD-9 billing codes from fourteen different medical specialties based on EHR data. They conclude that adding structured data is consistently beneficial when compared with using only a Bag of Words representation of clinical notes. However, it is not clear if the performance increase observed by Scheurwegs et al. (2015) when adding structured data is due to information that is present in structured data but missing in clinical notes, or if the information is in fact present in clinical notes but is simply not captured using a Bag of Words representation.

For the purposes of this study, we use the term clinical phenotype to refer to a clinically significant group of medical
abnormalities that are characteristic of a single disease (sometimes referred to as a disease phenotype). We determine the individual clinical phenotypes of a patient by means of the ICD-9 diagnostic codes assigned to the patient upon discharge from the hospital, as demonstrated in previous phenotyping work. Specifically, we rely on the clinically meaningful groupings of ICD-9 codes as defined by the Agency for Healthcare Research and Quality (AHRQ)’s Clinical Classification Software (CCS). We consider the presence of any ICD-9 code in each of these CCS groupings as evidence for the corresponding clinical phenotype.

In this paper, we train a Long Short-Term Memory network (LSTM) to identify 172 phenotypes using structured data features, textual features, and their combination. We explore three methods for representing textual features: Bag of Words, Bag of Concepts, and Doc2Vec. Finally, we apply statistical analysis on phenotyping performance (measured in AUC) to investigate which categories of phenotypes are most likely to benefit from each data source, and which benefit from their combination. Our results indicate that the combination of text and structured features provides a statistically significant (p < 0.05) increase in performance compared to using structured features alone for 51 phenotypes, a decrease in performance for a single phenotype, and no statistically significant benefit for the remaining 117 phenotypes. We analyse the categories of phenotypes that are best identified with each data set, provided analyses which we hope can serve as a practical guide for determining which data sources are most likely to be of value for a given phenotype.

Background and Related Work

The task of automatic clinical phenotype identification consists of computationally processing EHRs to determine whether a given patient’s clinical phenotype indicates a particular disease. This can be useful when a disease may not have been explicitly documented in the EHR despite the presence of markers that are characteristic of the disease in the patient’s record. In addition to being useful for Clinical Decision Support, research into automatic phenotype identification can lead to a better understanding of disease mechanisms and outcomes. Automatic phenotype identification is also a preliminary step in clinical research that requires selecting patient cohorts based on their diseases or medical conditions.

The relationship between structured and unstructured data for phenotyping has been explored in the past. For example, Liao et al. (2010) show that rheumatoid arthritis can be automatically identified most effectively when using a combination of both clinical notes and structured data, and Nunes et al. (2016) reached a similar conclusion when identifying hypoglycemic patients based on EHRs. However, neither of these studies compares systems relying on clinical notes with systems relying on structured data for a wide range of different phenotypes, meaning that their findings may not be completely generalizable to the broader task of phenotype identification. Gehrmann et al. (2018) compared different Natural Language Processing approaches for using clinical notes to identify 10 different clinical phenotypes, but did not focus on comparing notes with structured data (though they do express interest in doing this in their “Future Extensions” section). Consequently, this study can be viewed as a generalization of these approaches wherein we test several different formulations of text, structured data, and a combination of both to predict a broad range of phenotypes, thus providing insight into whether text is useful for identifying all phenotypes, or just a specific subset of them.

Data

In this work, we extracted general structured data features from patients’ laboratory and chart values in the MIMIC-III Critical Care Database. The MIMIC-III Critical Care Database contains de-identified structured data and timestamped clinical notes for 46,520 patients and 61,532 ICU stays, based on data collected between 2001 and 2012. This includes clinical notes, lab results, demographic information, logs of hospital admission and discharge, prescriptions, and admission-level ICD-9 discharge diagnoses and procedures. For the sake of reproducibility and comparison, we used the 38 structured features extracted from the MIMIC-III Benchmark to identify phenotypes. The MIMIC-III Benchmark is a set of four clinical prediction tasks using a consistent set of structured data features for all tasks: capillary refill rate, diastolic blood pressure, fraction inspired oxygen, Glasgow coma scale eye opening, Glasgow coma scale motor response, Glasgow coma scale total, Glasgow coma scale verbal response, glucose, heart rate, height, mean blood pressure, oxygen saturation, respiratory rate, systolic blood pressure, temperature, weight, and pH. We adapt the same set of structured features in this work. In addition, we used all types of clinical notes present in MIMIC-III (e.g. admission and discharge reports, nursing notes, radiology reports) in our experiments using notes. As in Harutyunyan et al. (2019), we considered each ICU stay as an independent episode and used discharge
Goal:
Determine which phenotypes benefit most from using clinical notes, structured data, or a combination of both.

Figure 1: Schematic of the our pipeline including data sources and neural network.

Table 1: Top-level CCS phenotype categories with their size (i.e., the number of phenotypes in the group after filtering phenotypes with < 30 episodes) as well as the prevalence of that group in the testing data.

<table>
<thead>
<tr>
<th>CCS Category Name</th>
<th>CCS Codes</th>
<th>Size</th>
<th>Prevalence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infectious and parasitic diseases</td>
<td>1-10</td>
<td>8</td>
<td>26.6%</td>
</tr>
<tr>
<td>Neoplasms</td>
<td>11-47</td>
<td>17</td>
<td>22.2%</td>
</tr>
<tr>
<td>Endocrine; nutritional; and metabolic diseases and immunity disorders</td>
<td>48-58</td>
<td>9</td>
<td>66.9%</td>
</tr>
<tr>
<td>Diseases of the blood and blood-forming organs</td>
<td>59-64</td>
<td>5</td>
<td>35.4%</td>
</tr>
<tr>
<td>Mental illness</td>
<td>650-663, 670</td>
<td>10</td>
<td>35.6%</td>
</tr>
<tr>
<td>Diseases of the nervous system and sense organs</td>
<td>76-95</td>
<td>15</td>
<td>28.1%</td>
</tr>
<tr>
<td>Diseases of the circulatory system</td>
<td>96-121</td>
<td>24</td>
<td>81.6%</td>
</tr>
<tr>
<td>Diseases of the respiratory system</td>
<td>122-134</td>
<td>9</td>
<td>47.3%</td>
</tr>
<tr>
<td>Diseases of the digestive system</td>
<td>135-155</td>
<td>15</td>
<td>41.2%</td>
</tr>
<tr>
<td>Diseases of the genitourinary system</td>
<td>156-175</td>
<td>9</td>
<td>39.7%</td>
</tr>
<tr>
<td>Diseases of the skin and subcutaneous tissue</td>
<td>197-200</td>
<td>4</td>
<td>9.6%</td>
</tr>
<tr>
<td>Diseases of the musculoskeletal system and connective tissue</td>
<td>201-212</td>
<td>11</td>
<td>20.7%</td>
</tr>
<tr>
<td>Congenital anomalies</td>
<td>213-217</td>
<td>2</td>
<td>2.7%</td>
</tr>
<tr>
<td>Injury and poisoning</td>
<td>225-244</td>
<td>16</td>
<td>43.7%</td>
</tr>
<tr>
<td>Symptoms; signs; and ill-defined conditions and factors influencing health status</td>
<td>245-258</td>
<td>9</td>
<td>25.3%</td>
</tr>
<tr>
<td>Residual codes; unclassified; all E codes</td>
<td>259-260</td>
<td>9</td>
<td>41.4%</td>
</tr>
</tbody>
</table>

diagnoses to determine phenotype labels. Specifically, phenotypes were defined by CCS (Clinical Classifications Software) codes. Developed by the Agency for Healthcare Research and Quality (AHRQ), CCS codes are groups of ICD-9 codes that correspond to specific diseases; these CCS codes are further grouped into a hierarchy based on organ systems and disease categories. Table 1 shows the different top-level CCS categories and the number of phenotypes in each category that we evaluated in this study. Note: unlike Harutyunyan et al. [2019], which considered only 25 phenotypes, we considered all phenotypes associated with at least 30 episodes in MIMIC-III resulting in the 172 phenotypes shown in Table 1. Moreover, we filtered episodes such that all episodes had at least one data point from both the textual and structured data sources. In this study we used the same 14:3:3 splits for training, validation, and testing used by Harutyunyan et al. [2019]. Due to the potential for different disease manifestation, we omitted patients under the age of 18 from this study.
Methods

As shown in Figure 1, our phenotype-identification pipeline consists of preparing training, validation, and testing data based on MIMIC-III and then repeatedly training and evaluating the same deep neural network using different combinations of structured data and three different representations of clinical notes. Our data preparation pipeline consists primarily of (1) extracting clinical episodes based on ICU stays in MIMIC-III, (2) selecting a data source or combination thereof, (3) producing fixed-length continuous vectors capturing the information in the selected data source, and (4) using these fixed-length vectors as the input to train a shared deep neural network for joint phenotype identification.

A. Data Representations

To compare the impact of different data sources, it was necessary to represent the structured data and clinical notes recorded at each timestep with fixed-length, continuous vector encodings. We considered the following methods for representing data in each episode:

1. **Structured Data:** As in [Harutyunyan et al., 2019](#), measurements were aggregated every hour. For measurements consisting of a continuous number (such as height, weight, and temperature), we dedicate one vector dimension to the raw numerical measurement, and for categorical measurements (such as the Glasgow coma scale fields) we use a one-hot encoding, with one vector dimension reserved for each possible value of the given measurement. All values were then normalized by subtracting the mean value of each field and dividing by the standard deviation. The resultant structured data vector included a total of 76 elements corresponding to these continuous and categorical variables.

2. **Bag of Words:** We generated vocabularies based on all of the clinical notes in MIMIC-III. For words, the vocabulary size was 1,891,434 words. For each clinical note, we created a Bag of Words vector representation by using a vocabulary-length vector with ones for all words that occur in the note and zeros for all words that do not occur.

3. **Bag of Concepts:** We used MetaMap Lite to identify concepts in clinical notes based on UMLS. Defining the vocabulary to consist only of concepts occurring in clinical notes, we then created a vocabulary-length vector to represent the medical concepts in each note, similarly to the Bag-of-Words representation above. The vocabulary size for concepts was 51,893 concepts.

4. **Doc2Vec:** Because the order in which words appear is not considered by either the Bag of Words nor the Bag of Concepts approaches, we considered a more sophisticated representation – Doc2Vec for generating document-level representations of each clinical note. We used a vector dimension of 300, an initial learning rate of 0.025, and 100 iterations.

5. **Structured and Doc2Vec:** We considered a final representation in which the Doc2Vec and Structured Data encodings were concatenated together to form a single multi-datasource representation. Because structured data was available every hour while only 3.2 notes were produced per day (on average), the features corresponding to Doc2Vec were left as zero for hours in which no notes were generated.

Note: an important advantage of the three text encoding schemes is that they can all be applied to entire documents regardless of the document length, unlike other text-based neural network systems such as the Universal Sentence Encoder or BERT.

B. Neural Network Architecture

We identify phenotypes by training a Long-Short-Term-Memory (LSTM) network similar to that used in [Harutyunyan et al., 2019](#). Specifically, we train the LSTM to sequentially process the feature representations from each time-step for a patient such that the output of the LSTM after processing the last time-step can be used to predict the clinical phenotypes of the patient. Because our goal was to test the effect of different data sources (structured vs various forms of text), our approach was to keep the neural network architecture as constant as possible across all of our experiments while varying only the input data. However, it was necessary to modify the network’s architecture slightly by adding a fully-connected layer to embed the inputs when using a Bag of Concepts or Bag of Words representation for clinical note text, before input to the first LSTM layer. Inputs are then passed into a bidirectional LSTM network using hyperbolic tangent activation functions. Finally, all outputs are passed through a dense layer using 172 parallel sigmoid activation functions to produce the probability of identifying each of the 172 phenotypes considered in this work.

*Determined empirically*
Experiments

We compared the LSTM’s phenotyping performance when provided with the five different data source representations described earlier: (1) structured data from the patient’s chart and lab results only (STR), (2) clinical notes only, encoded as a Bag of Words (BOW); (3) clinical notes only, encoded as a Bag of UMLS Concepts (BOC); (4) clinical notes only, encoded using Doc2Vec (D2V); and (5) a combination of structured data and Doc2Vec-encoded clinical notes (STR+D2V). In all experiments, models were trained for up to 100 epochs, using early stopping based on validation MCC (described below). The AUC and MCC on the validation set are shown at all epochs of training in Figure 2, where it is clear that, without early stopping, all data representations enable the LSTM to overfit well before reaching 100 epochs.

A. Evaluation Metrics

While accuracy is commonly used to evaluate the performance of classification systems, it is not particularly useful for imbalanced classes (in our case, less-prevalent phenotypes). To account for this, we report metrics that are robust to class imbalance by taking into account the number of false positives associated with each class. We primarily used the Matthews Correlation Coefficient (MCC) as our metric for selecting the best epoch and comparing models during development. Equation (1) shows the Matthews Correlation Coefficient in terms of the number of False Negatives (FN), True Negatives (TN), False Positives (FP), and True Positives (TP):

$$MCC = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}$$ (1)

The advantage of using MCC for phenotype identification is that it gives a reliable measure of the model’s performance on both common and uncommon phenotypes, whereas Recall, Precision, and AUC are hard to interpret when the class frequencies are imbalanced. Because we are evaluating joint-phenotype identification, we report the macro-average MCC across all 172 phenotypes (using a classification threshold of 0.5).

For evaluating the performance of our models we report the Area under the Receiver Operating Characteristic curve (AUC). This curve is obtained by plotting the model’s True Positive Rate (TPR) against the False Positive Rate (FPR) for different values of the binary classification threshold. To determine whether different data sources resulted in statistically significantly different AUCs, we relied on the AUC confidence interval obtained using DeLong’s Test. DeLong’s Test is an asymptotically exact method to evaluate the uncertainty of an AUC plot, allowing us to determine 95% confidence intervals for the AUC produced by each data source for each phenotype.

Results

We report the aggregate phenotyping performance for all five data representations in Table 2. Specifically, we report the AUC, MCC, average Precision and average $F_1$ scores for 172 phenotypes as evaluated using a held-out testing set.
of 5424 episodes.

For the sake of comparison, we also report the impact of each data representation for the other three tasks evaluated in Harutyunyan et al. (2019). – In-hospital Mortality, Length of Stay, and Decompensation Prediction – as well as the 25 CCS phenotypes considered in that work. Table 3 reports these results, using the same metrics reported in Harutyunyan et al. (2019). For the Decompensation and Length-of-Stay tasks, we used the “deep supervision” formulation of the task in which the targets are predicted after every timestep. Note, for Length of Stay, MCC could not be computed; thus, we always tested the Length of Stay model that had the best kappa score when evaluated using the validation set. We found that the only task for which the clinical notes were definitively helpful was phenotyping.

![Figure 3: AUC with each data source for all 172 phenotypes (labeled by their CCS codes); the vertical axis represents AUC between 0.55 and 1.0.](image)

Discussion

As shown in Figure 3, clinical notes had a strong positive impact on phenotyping performance. These results indicate that, on average, the combination of structured data and clinical notes was best, with regard to AUC-ROC, MCC, and average precision. In addition, clinical notes alone are superior to structured data alone. Nonetheless, this trend is not true for every phenotype. Analyzing the performance on individual phenotypes and clinically-relevant categories of phenotypes can offer a more fine-grain explanation of why some phenotypes are highly amenable to being identified through clinical notes while others are not. We make use of the multi-level CCS categories (shown in Table 1) to group the clinical phenotypes and determine if phenotypes within certain categories are more easily identified using text (i.e., clinical notes) or text and structured data. Figure 3 shows the AUC-ROC obtained for each of the 172 phenotypes using

Table 2: Performance when identifying 172 clinical phenotypes from MIMIC-III hospital stays in the test set. Clinical phenotyping performance; Precision, Recall, and $F_1$ are weighted macro-averages based on phenotype prevalence.

<table>
<thead>
<tr>
<th>Data</th>
<th>AUC (Micro)</th>
<th>AUC (Macro)</th>
<th>AUC (Weighted)</th>
<th>MCC</th>
<th>Precision</th>
<th>Recall</th>
<th>$F_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>STR</td>
<td>85.55%</td>
<td>72.67%</td>
<td>73.04%</td>
<td>6.67%</td>
<td>30.56%</td>
<td>30.56%</td>
<td>16.69%</td>
</tr>
<tr>
<td>D2V+STR</td>
<td>87.84%</td>
<td>77.52%</td>
<td>77.37%</td>
<td>13.23%</td>
<td>37.20%</td>
<td>37.20%</td>
<td>25.05%</td>
</tr>
<tr>
<td>D2V</td>
<td>87.54%</td>
<td>76.83%</td>
<td>76.55%</td>
<td>12.58%</td>
<td>36.31%</td>
<td>36.31%</td>
<td>23.83%</td>
</tr>
<tr>
<td>BOW</td>
<td>84.50%</td>
<td>72.54%</td>
<td>72.48%</td>
<td>7.95%</td>
<td>30.87%</td>
<td>30.87%</td>
<td>20.94%</td>
</tr>
<tr>
<td>BOC</td>
<td>86.22%</td>
<td>74.85%</td>
<td>74.59%</td>
<td>10.46%</td>
<td>34.05%</td>
<td>34.05%</td>
<td>23.43%</td>
</tr>
</tbody>
</table>

† We conducted additional experiments re-sampling structured data only during timesteps with notes, and found that even accounting for the frequency of structured data, clinical notes were still superior.
Table 3: Performance on In Hospital Mortality, Decompensation, Length of Stay, and 25-Class Phenotyping using the metrics reported by Harutyunyan et al.21 The relative ranking of each approach is provided in parenthesis.

<table>
<thead>
<tr>
<th></th>
<th>In-Hospital Mortality</th>
<th></th>
<th>Decompensation</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUC-ROC</td>
<td>AUC-PRC</td>
<td>MCC</td>
<td>AUC-ROC</td>
<td>AUC-PRC</td>
</tr>
<tr>
<td>STR</td>
<td>0.854 (#1)</td>
<td>0.470 (#1)</td>
<td>0.383 (#1)</td>
<td>0.900 (#1)</td>
<td>0.309 (#1)</td>
</tr>
<tr>
<td>BOW</td>
<td>0.716 (#5)</td>
<td>0.225 (#5)</td>
<td>0.168 (#5)</td>
<td>0.822 (#4)</td>
<td>0.167 (#4)</td>
</tr>
<tr>
<td>BOC</td>
<td>0.770 (#4)</td>
<td>0.322 (#4)</td>
<td>0.263 (#4)</td>
<td>0.846 (#3)</td>
<td>0.211 (#3)</td>
</tr>
<tr>
<td>D2V+STR</td>
<td>0.848 (#2)</td>
<td>0.461 (#2)</td>
<td>0.369 (#2)</td>
<td>0.885 (#2)</td>
<td>0.236 (#2)</td>
</tr>
<tr>
<td>D2V</td>
<td>0.790 (#3)</td>
<td>0.345 (#3)</td>
<td>0.295 (#3)</td>
<td>0.821 (#5)</td>
<td>0.151 (#5)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Length of Stay</th>
<th></th>
<th></th>
<th>25-Class Phenotyping</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAD</td>
<td>MAPE</td>
<td>Kappa</td>
<td></td>
<td>AUC</td>
<td>MCC</td>
</tr>
<tr>
<td>STR</td>
<td>108.718 (#2)</td>
<td>185.011 (#2)</td>
<td>0.437 (#1)</td>
<td>0.739 (#4)</td>
<td>0.238 (#5)</td>
<td>0.448 (#4)</td>
</tr>
<tr>
<td>BOW</td>
<td>115.345 (#4)</td>
<td>161.749 (#1)</td>
<td>0.301 (#5)</td>
<td>0.732 (#5)</td>
<td>0.251 (#4)</td>
<td>0.445 (#5)</td>
</tr>
<tr>
<td>BOC</td>
<td>108.815 (#3)</td>
<td>260.538 (#4)</td>
<td>0.426 (#3)</td>
<td>0.752 (#3)</td>
<td>0.307 (#3)</td>
<td>0.481 (#3)</td>
</tr>
<tr>
<td>D2V+STR</td>
<td>108.348 (#1)</td>
<td>191.180 (#3)</td>
<td>0.427 (#2)</td>
<td>0.792 (#1)</td>
<td>0.369 (#1)</td>
<td>0.540 (#1)</td>
</tr>
<tr>
<td>D2V</td>
<td>118.734 (#5)</td>
<td>264.235 (#5)</td>
<td>0.404 (#4)</td>
<td>0.783 (#2)</td>
<td>0.352 (#2)</td>
<td>0.533 (#2)</td>
</tr>
</tbody>
</table>

each data representation.

A. How to Represent Clinical Notes

There were no phenotypes for which the Bag of Words had an AUC that was statistically-significantly higher than that of the Bag of Concepts. There were however 8 phenotypes for which the Bag of Concepts performed significantly better than the Bag of Words. Neither Bag of Words nor Bag of Concepts performs significantly better than Doc2Vec for any phenotype. For this reason, we did not consider combining structured data with BoW or BoC in our experiments.

B. When to Combine Clinical Notes with Structured Data

For 160 out of the 172 clinical phenotypes that we considered, we observed an increase in AUC when including clinical notes rather than solely using structured data, and for 51 of these the benefit is statistically significant. When breaking the phenotypes into the CCS categories shown in Table 1, the two categories in which the majority of the phenotypes exhibited a statistically significant increase in AUC when including text along with structured data were “diseases of the circulatory system” and “Injury and poisoning”, indicating that it is generally worth including text when identifying phenotypes in these categories. These two categories of phenotypes accounted for 46% of the phenotypes for which combining clinical notes with structured data yielded a statistically significant improvement (diseases of the circulatory system accounting for 26% and injury and poisoning the remaining 20%).

The five phenotypes with the largest statistically significant increase in improvement when adding Doc2Vec to structured features were: “Fracture of neck of femur (hip)” (226), “Melanomas of skin” (22), “Gangrene” (248), “Secondary malignancies” (42), and “Gastrointestinal hemorrhage” (153). These conditions likely benefit from textual features because they all are primarily documented in radiology or surgery reports and are not directly indicated by vital signs or numerical lab measurements. Thus, we recommend combining clinical notes and structured data for phenotypes characterized by both discrete observations and continuous or structured measurements.

Figure 4 shows ROC curves for “Gastrointestinal hemorrhage”, where clinical notes were particularly useful, alongside “Diabetes mellitus without complication”, the phenotype for which notes were the most detrimental. The positions of the ROC curves for text and structured data sources are reversed between these two plots, with the ROC curve for structured data appearing below all other sources in the case of “Gastrointestinal hemorrhage”, but above all the others in the case of “Diabetes mellitus without complication”.
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C. When to Use Only Structured Data

There were 121 phenotypes for which there was no statistically significant gain from combining clinical notes with structured data. Out of these, there were 12 phenotypes for which adding clinical notes to the structured data harmed the AUC performance at least slightly, but only one of these differences was statistically significant. The only phenotype for which the combination of the combination of text and structured data performed statistically-significantly worse than structured data alone was “Diabetes mellitus without complication” (49), from the “Endocrine; nutritional; and metabolic diseases and immunity disorders” category. A likely reason for this result is the prevalence of Glucose, which is the main measure used for diagnosing Diabetes, in the chart and lab measurements and the inability of Doc2Vec to identify glucose values or severity indicators from the text.

In addition, there were 5 CCS categories for which no phenotypes had a statistically significant improvement when including clinical notes with structured data: “Congenital anomalies”, “Diseases of the musculoskeletal system and connective tissue”, “Diseases of the nervous system and sense organs”, “Diseases of the skin and subcutaneous tissue”, and “Endocrine; nutritional; and metabolic diseases and immunity disorders”. Table 1 shows the prevalence of each of these groups in our data set. While it is possible that under-performance of text may be influenced by the fact that these phenotype categories are underrepresented in MIMIC-III compared with categories that are frequently treated in an ICU setting such as “Injury and Poisoning”, we believe the low level of difference in performance for these categories between text-based and structured-data-based identification seems to indicate that text is less useful for these categories of phenotype. Moreover, because Doc2Vec learns a task-agnostic representation of clinical notes, it will naturally be better able to encode information about more commonly documented observations, suggesting that perhaps context-aware representations such as those learned by BERT may be better suited for recognizing less prevalent phenotypes.

D. When to Use Only Clinical Notes

While adding Doc2Vec-encoded text to structured data often improved results when compared with using structured data alone (as explained above), using the Doc2Vec encoded-text alone was never statistically significantly worse than using the combination of Doc2Vec and structured data, with the exception of two phenotypes: “Diabetes mellitus with complications” and “Diabetes mellitus without complication”. This leads us to believe that while Scheurwegs et al. (2013) found that clinical notes and structured data were generally complimentary when using a Bag of Words to represent clinical notes, switching to a better-performing representation of clinical notes such as Doc2Vec can render the addition of structured data mostly redundant.

E. Limitations and Future Work

It is possible that many of the advantages of clinical notes come from the fact that medication names, dosages, and administration instructions are often strongly associated with specific medical conditions. For this reason it would be worth considering including other types of structured data such as prescriptions rather than just laboratory and chart measurements. In addition, we would like to identify specific clinical and textual features that make some phenotypes particularly easy to identify based on note text. While our LSTM-based approach was effective for taking advantage of the chronological nature of EHR data, due to nonlinearities in the network, it does not allow us to easily determine
which features were most important when identifying each phenotype.

In future work, we would like to use a neural network that is more likely to take advantage of the linguistic complexities of clinical notes. For example, it is possible that other methods such as transformer models would be more successful at extracting useful information from text, and could also potentially be useful for improving the timeseries processing of structured data. We would also like to explore in future work the extent to which the information contained in clinical notes and structured data tend to overlap to better inform our analysis and intuitions of whether using clinical notes will be helpful for a given task. We would also like to continue our work with the other three tasks from the MIMIC-III Benchmark, to determine whether there is a way to better harness text such that using clinical notes would improve rather than reduce performance on those tasks.

Code Availability

The code for this work can be found at [github.com/amoldwin/notes_benchmark](https://github.com/amoldwin/notes_benchmark).

Conclusion

Exploring the effect of including clinical notes for EHR-based phenotyping, we found that phenotyping performance generally benefited greatly from the inclusion of clinical notes. We observed that while on average there was a significant difference in performance between systems that use structured data exclusively and those that use a combination of text and structured data, some groups of phenotypes, such as “diseases of the circulatory system” and “injury and poisoning” are most likely to benefit in a statistically significant way from the combination of structured data and text, while others can be detected reliably from text alone. When comparing different text representations, the Bag of Concepts tended to be more effective than the Bag of Words approach, but was consistently less effective than Doc2Vec, indicating that the word order and document structure are in fact important for clinical phenotyping. By utilizing a broad array of common phenotypes, we were able to compare the efficacy of these systems across a wide array of phenotypes, allowing us to determine how generalizable our findings were. By taking into account our findings, future researchers may decide to rely on text rather than structured data for phenotyping applications, if given a choice between the two. We hope that this study will help inform researchers and clinicians in situations where it is necessary to design task-specific phenotyping systems for cohort selection and clinical decision support applications.
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Abstract

Shelter in place (SIP) orders were instituted by states to alleviate the impact of the COVID-19 pandemic. However, states proceeded to reopen as SIPs were noted to be hurting the economy. We evaluated whether these reopenings affected COVID-19 hospitalizations. We collected public data on US state reopening orders and COVID-19 hospitalizations from March 8 to August 8, 2020. We utilized a doubling time metric to compare increase in hospitalizations in line with reopenings and proceeded to quantify the impact of reopening orders on cumulative hospitalizations. We found that some reopenings increased hospitalizations, and this varied by state. We also discovered that the most negatively impactful reopenings overall tended to be restaurants/bars (~92%) and houses of worship (~63.6%). Without data-backed guidance on reopening states, the healthcare burden from COVID-19 will likely persist. State governments should use data to understand the potential effects of these reopenings to guide future policies.

Introduction

COVID-19, caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), was first reported in Wuhan, China on December 1, 20191. Over eight months, the disease spread to 213 countries and territories in the world with 17 million confirmed cases and over 687,000 deaths as of August 1, 20202. The first reported case in the United States was in the state of Washington on January 21, 2020, and the first documented deaths were in February. Since then, COVID-19 has spread to all 50 states with over 5 million cases and 160,000 deaths3.

As there was no effective treatment or vaccine available, public health officials and policymakers proceeded to deploy significant mitigation strategies which included, but were not limited to, Shelter in Place (SIP) orders, public health education on handwashing, and use of face masks. The US was one of the many countries to adopt SIP orders. However, they were enforced heterogeneously, with several states and counties implementing different orders at different rates throughout March and April, with no coordinated central government effort4,5. Studies done on SIP orders were noted to have reduced SARS-CoV-2 transmission in several states within the US, and other countries like China and Italy4. For example, Tian and colleagues found delayed case transmission corresponding to SIP measures5. Also, Badr et. al, found social distancing measures correlated with a decreased COVID-19 infection rate4.

In evaluating the effects of COVID-19, case count is noted to be an inaccurate estimate of health systems burden, especially in the absence of state-wide testing, and is more an index of the testing capacity of states7. Death count, another metric also lags behind disease spread and is not useful for policy strategies towards alleviating COVID-19 burden. Hospitalization rates have emerged as the most useful index of healthcare systems burden, and they are less likely to be dependent on testing capacity8. This finding is buttressed by a recent study by Kashyap et. al., which noted hospitalization rates to have slowed with SIP, even as cases continued to rise9.

Despite the beneficial effects of SIP on COVID-19 mitigation, SIP worsened unemployment, interest rates, and consumer spending10. As a result, many state governments proceeded to reopen their economies via reopening orders (ROs) in phases of 1-3, as they deemed safe. Similar to SIP orders, ROs were not centrally coordinated and were varyingy implemented across and within states. Without analysis of the effects of the reopening, many states started to encounter significant rises in cases and hospitalizations, as they reopened. In many cases, ROs were deemed responsible for this change leading to reversals of ROs in several states. It is clear that reopening as many businesses
as possible while suppressing transmission of SARS-CoV-2 and rate of COVID-19 is necessary to protect the economy and the people.

To provide data derived guidance in achieving this balance, we analyze the effects of reopening orders issued by state governments on COVID-19 hospitalizations. This study, therefore, examines the changes in trends of hospitalizations across US states, in light of reopening policies. Our goal is to highlight what types of ROs correspond to the most increases in hospitalizations per US state. We, further, use exponential regression analysis to predict the outcome of reopening orders and possibly advise future policy choices.

**Methods**

**Data Collection**

We obtained two main forms of data for our study: cumulative COVID-19 hospitalizations and reopening orders across all US states. Data on hospitalizations was retrieved from The Atlantic COVID Tracking Project: a publicly available data source that collects data from 56 US state and territory public health authorities, including official statements from state officials. The data is further verified by a team of human volunteers and updated daily between 5 and 6 pm eastern time. Data on racial demographics, testing, and patient outcomes are provided on a state level, and a data quality grade is assigned. Our data collection process was automated via the Atlantic COVID Tracking Project API for data on COVID-19 confirmed cases, tests, cumulative hospitalizations, current hospitalizations, and deaths. Since hospitalizations provide the most consistent indicator of disease spread, we focused on collecting hospitalization data. This was further narrowed to cumulative hospitalizations for the 41 states that provided them. Cumulative hospitalization was the chosen metric as it was easier to derive new hospitalizations from these data, evaluate changes in spread over time while noting recoveries or deaths. It is also useful in assessing the impact on health systems and deriving the doubling time metric used in our study.

For the nine states and the District of Columbia that provided only current hospitalizations, we developed an algorithm to convert current hospitalization counts to cumulative hospitalizations. For this, we hypothesized an average length of hospital admission for patients infected with COVID-19 across all states. Wang et. al., and Wu et. al., alongside other sources, report a significant variation in the length of stay, with studies averaging between 10-16 days. Due to this variation, we employed a trial and error algorithm to calculate the most reflective hospital stay time, by evaluating states that report both current and cumulative hospitalization count. For all states which recorded both forms of data, we used this estimation algorithm with stay times ranging from 5 to 25 days and found the mean squared error between the estimated result and actual cumulative hospitalizations. Through this process, we found 14 days to be the most optimal hospital stay time, and its robustness was evaluated via our sensitivity analysis. For practicality purposes, we assumed that patients will be admitted for an integer number of days. Also, since none of the states had data dating back to the first day COVID-19 impacted them, this led to actual cumulative hospitalizations being consistently greater than the calculated figures. To limit the effect of this, we took all the states with both data sets dating back to before their closing dates and found that cumulative hospitalization was approximately 1.8 times greater than current hospitalizations with a 0.1 times standard deviation. This was additionally implemented to convert current hospitalizations to cumulative hospitalizations.

Data on reopening orders were collected from the New York Times (NYT) “See How All 50 States Are Reopening (and Closing Again)” website. This is also publicly available data that provides daily updated state-issued reopening orders. The website aggregates data on ROs from state governments, executive orders, and local news reports. We found it to be the most consistent public data source on ROs for the 50 states and the District of Columbia. We chose to gather data on state-issued reopening orders, in place of county orders as they were readily available, accurate, and consistent. Since the NYT webpage only reflected the most current reopening policies and did not archive changes, we used the Internet archive’s Wayback Machine to access historical versions of the webpage. Specifically, for each day from May 1 to July 28, 2020, we web scraped information from the version archived closest to 12 pm EST. To document changes in reopening policy, we compared information from consecutive days. We further cleaned up the NYT data, accounted for reopening reversals, and aggregated vague categories into more defined ones.

We ended up with fourteen total reopening categories for all states (Table 1). These categories were chosen based on the most common comma-separated phrases on the NYT website (Table 1). The format of our data dictionary implies that, at any given time and within a given state, a category is either completely open or completely closed. Thus, to avoid ambiguity over a “partial” reopening, we split overly general categories into more specific subcategories. For
example, a preliminary analysis of when certain comma-separated phrases were added to the article revealed that bars tended to reopen well after indoor restaurant dining, which likewise tended to open after outdoor restaurant dining. As a result, we made three distinct subcategories for restaurant dining and bars, instead of having a single “Restaurants and bars” category. On the other hand, we grouped related businesses into single categories if they were frequently reopened on close or identical dates. For example, our preliminary analysis revealed that museums, casinos, movie theaters, and several other businesses all tended to reopen on the same day, so they were grouped into the “Indoor entertainment” category. In the rare situation where one kind of indoor entertainment business reopened before another, only the earliest reopening was considered and used in our study.

Table 1: Reopening categories used for analysis and the frequency of the NYT comma-separated phrases

<table>
<thead>
<tr>
<th>Reopening category</th>
<th>Supercategory</th>
<th>NYT comma-separated phrase</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outdoor dining only</td>
<td>Food and drink</td>
<td>“retail stores”</td>
<td>60</td>
</tr>
<tr>
<td>Indoor dining, no bars</td>
<td>Food and drink</td>
<td>“gyms”</td>
<td>48</td>
</tr>
<tr>
<td>Indoor dining with bars</td>
<td>Food and drink</td>
<td>“barbershops”</td>
<td>43</td>
</tr>
<tr>
<td>Limited retail (curbside pickup, etc.)</td>
<td>Retail</td>
<td>“restaurant dining”</td>
<td>40</td>
</tr>
<tr>
<td>Full retail</td>
<td>Retail</td>
<td>“tattoo parlors”</td>
<td>33</td>
</tr>
<tr>
<td>Hair salons and barbershops</td>
<td>Personal care</td>
<td>“salons”</td>
<td>31</td>
</tr>
<tr>
<td>Non-hair personal care</td>
<td>Personal care</td>
<td>“hair salons”</td>
<td>29</td>
</tr>
<tr>
<td>Gyms and fitness centers</td>
<td>None</td>
<td>“museums”</td>
<td>29</td>
</tr>
<tr>
<td>Indoor entertainment</td>
<td>None</td>
<td>“movie theaters”</td>
<td>25</td>
</tr>
<tr>
<td>Office environments</td>
<td>None</td>
<td>“retail stores open to curbside pickup”</td>
<td>25</td>
</tr>
<tr>
<td>Houses of worship</td>
<td>None</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Construction</td>
<td>None</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beaches</td>
<td>None</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Campgrounds and state parks</td>
<td>None</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Data Analysis
To evaluate both datasets and find the impact of ROs on COVID-19 hospitalizations, we utilized the doubling time of hospitalization rate, a vital measure of hospitalization growth, which is comparable across states and can be used to model subsequent hospitalizations in a single-variable form. It is also expected to increase with effective mitigatory measures. The utility of doubling time is evident when looking at the spread in the entire United States during June, in which infections, hospitalizations, and deaths began to increase significantly in most parts of the country, with lower rates in some northeastern states. By observing the rate of change of doubling time, we can largely eliminate noise caused by previous outbreak history to understand current and project future trends.

The formula for doubling time used was: \( t \times \log(2) / \log \left( \frac{h_2}{h_1} \right) \) Where \( t \) is the window for doubling time, and as a result, \( h_1 \) and \( h_2 \) are the numbers of cumulative hospitalizations at the start and end of the window respectively. The window chosen was 7 days as it ensured that weekday reporting fluctuations would not remarkably affect doubling time. After using a state’s cumulative hospitalization to calculate doubling time, ROs were then overlaid on this data.

The next step was determining the period in which ROs would be expected to have an effect, as any change in hospitalizations resulting from a given reopening event would not be observed immediately. We assumed 14 days, which was further tested, alongside other days, through our sensitivity analysis. Once this period was determined, the average rate of change of doubling time was calculated from the reopening to 14 days after, and then 14-28 days after the reopening. These two values were subsequently compared to calculate a percentage difference before and after the reopening, to determine if the reopening had a negative effect on disease spread by decreasing the doubling time’s rate of change. Negative values are interpreted as either changing the doubling time curve from a sharp increase to a lesser rate of increase or even forming a peak and starting to decrease again. If reopening orders for a particular state had negative values, they would be used to estimate the added cumulative hospitalizations of the respective state.
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By using doubling time before reopening and attempting to continue the current trend, prediction curves can be generated for the case in which a certain reopening had not occurred using exponential regressions. Once these were calculated, we compared the non-reopening trajectory with the least ultimate hospitalizations to the true total, and this is the difference between if none of the negative reopenings had occurred to the ground-truth value. We showcase this sequential process with the state of Florida below (Figure 1).

**Figure 1.** Visualization of the analysis process for the state of Florida, with reopenings overlayed on graphs of cumulative hospitalizations and doubling times, and only reopenings with negative effects are shown in the bottom 3 charts

**Sensitivity Analysis**

We evaluated the accuracy of our assumptions using sensitivity analyses. Our first sensitivity analysis was on the assumption of the length of hospital stay, which we used to calculate cumulative hospitalizations from current hospitalizations when unavailable. We tested a range of 10-16 days retrieved from various studies and evaluated each day with states that had data for both current and cumulative hospitalizations12,13,15. We found that 14 days provided the least error when comparing our calculated cumulative hospitalization counts to the actual values. Another sensitivity analysis was done on the most representative value of the doubling time window in light of the incubation period of COVID-19. The 7-day window was noted to decrease reporting error impact, reduce weekday fluctuations, and not overly smoothen the data.

Ultimately, in determining the ROs’ effect on cumulative hospitalizations, we hypothesized an effect time of 14 days, accounting for the incubation period, disease spread, and symptom worsening. By varying this lag time through 7, 21, and even 28 days, our conclusions remained largely consistent. Although, higher values resulted in increasingly negative effects on hospitalizations, which could have been attributed to possibly more confounding variables associated with larger windows.

**Results**

All 50 states and the District of Columbia implemented at least one reopening order during the period of May, 28 to August 01, 2020, and had hospitalization data available. Our focus was on measuring hospitalization trends and determining which ROs had the greatest negative effects on COVID-19 hospitalizations across the country. Although our analysis was on all 50 states and the District of Columbia, four states are presented as case studies in this paper for brevity purposes. The states are Florida, California, South Carolina, and Arkansas. These four states were selected,
due to their increasing number of COVID-19 hospitalizations—Florida and California, and their low number of COVID-19 hospitalizations—South Carolina and Arkansas, as at the time of writing this paper. Cumulative hospitalization trajectory was superimposed on particularly impactful reopening categories, and this is shown in (Figure 2).

The most negatively impactful reopenings varied by state. For example, the most negatively impactful reopenings for Florida were restaurants/bars, entertainment, and personal care, while for California, these were houses of worship and hair salons, followed by restaurants/bars, gyms, and entertainment. For South Carolina, personal care, hair salons, and gyms had the most negative effects on hospitalization and for Arkansas, the reopenings of gyms, hair salons, personal care, indoor dining, entertainment, and houses of worship saw the greatest increase in hospitalizations.

Using these calculations, estimates for the number of hospitalizations resulting from reopenings in a state can also be measured. For example, for ROs with the most negative reopening effects in Florida state, 7,100 hospitalizations are estimated to have resulted – an additional 33%. California reopenings resulted in an additional 6,700 hospitalizations (21%), while South Carolina’s reopenings are associated with an additional 2,000 hospitalizations (55%), and Arkansas reopenings are estimated to have resulted in an additional 1,500 hospitalizations (99%).

![Figure 2. Predicted trajectories without reopenings for states of South Carolina and California](image)

**Impact of ROs**

To further evaluate the impact of these ROs, percentage hospitalization changes during the period of reopening were derived for all states. This is distribution is shown in (Figure 3). To draw conclusions about which reopening types truly had the most negative effect, it was essential to balance out the effects of joint reopenings in states as well as individual outlier events such as protests or funerals. Looking at data from all states together ensured that individual reopening combinations did not affect the results and prevented unrelated events from significantly skewing the data.
Comparative analysis impact of ROs

Among individual ROs, we proceeded to determine which had the most negative effects, for the US as a whole. The metric used to determine the effect of these reopenings was the percentage difference in the rate of change of doubling time. Based on previously described assumptions, this meant observing the rate of change of doubling time 0-14 days after a reopening occurred, and then 14-28 days after the reopening to calculate the percent difference between the two. It is important to note that a negative percentage shows that a reopening had a negative overall effect, while positive ones suggest that the reopening largely did not have a negative effect. We took the median of this value across all states to ensure that data was not skewed by outliers.

The results are shown in (Figure 4), in which it is evident that the reopenings of indoor dining with bars (-92.0%) and houses of worship (-63.6%) had the greatest negative effects of the reopening categories studied, while indoor entertainment (-24.4%), indoor retail (-23.7%), and hair salons (-22.4%) also increased community disease spread, as indicated by a change in hospitalization rate. Combined, these reopenings added an estimated 72,000+ COVID-19 hospitalizations nationwide. We observe a key pair here: restaurants/bars and restaurants (outdoors). These reopenings are very similar and often considered in a sequential manner. By observing doubling time rates of change across the country before and after each category of reopening, we can see that restaurants and bars had a much more negative effect than restaurants with outdoor seating and no bars. Some of the seemingly safer reopenings included outdoor retail (+183.8%), construction (+98.3%), parks (+72.1%), and outdoor dining (+65.2%).
**Figure 4.** The median effect of reopening orders on the doubling time rate of change across all 50 states

**Sensitivity Results Analysis**
We hypothesized four variations of 7-day lag times, as follows: 7, 14, 21, and 28 days on the ROs effect on doubling time, and proceeded to analyze if the same reopenings will consistently have negative effects on doubling time. Results from this analysis are shown in (Figure 5) below, and it can be seen that restaurants/bars, houses of worship, entertainment, full retail, hair salons, and gyms appear to have the most negative effects across the 4 lag-times tested.
Discussion

Since the onset of the COVID-19 pandemic in the USA, government responses have been varied and heterogeneous. Variation in recommended mitigatory actions ranged from issuing SIP orders to encouraging non-pharmacological interventions like the use of facemasks. Subsequently, when governments proceeded to reopen their economies due to the socioeconomic impact of SIP, it was not surprising that these orders were also implemented very differently within and across US states.

In this study, we demonstrate that state ROs were generally associated with negative effects on COVID-19 hospitalizations, and doubling time, our index of disease spread. We further show that particular categories of
reopening are associated with more negative effects, compared to others: entertainment, restaurant/bars, houses of worship, full retail, hair salons, gyms. We estimate that these reopenings have led to an additional 57,000 COVID-19 hospitalizations nationwide. Using Florida, a state that, as at the time of this writing has become the epicenter of the pandemic, as a case study, one can better contextualize the effects of ROs, including timing, changes in hospitalization rate doubling time, and resultant hospitalizations. As shown in (Figure 1), reopenings that occurred before May 11 - 28 had no negative effects on the hospitalization rate doubling time, while reopenings from after May 28 up until June 14, had significant negative effects.

The results from our study show strong associations between particular categories of reopening and COVID-19 hospitalizations. Also, our study shows that the effects of these ROs are not likely to show significant effects until at least 14 days after enactment, and could be longer in some cases. This lag time likely indicates the period for transmission and worsening of symptoms enough to warrant hospitalization. Our study also provides a template for modeling effects of particular reopenings, and this can be applied to model similar reopenings for territories outside the US. The findings from our study suggest deleterious effects in accelerating reopenings that include restaurants, bars, gyms, full retail, and hair salons. This study provides one of the first datasets on the effects of ROs. Our findings and dataset can be used to further advise policymakers on possible future ROs and what it could mean for COVID-19 burden. It is essential to note that different states have different demographics, GDP per capita, and health security index which could impact how ROs affect hospitalizations.

This study is not without limitations. First, we relied on data from the Atlantic COVID Tracking Project and the New York Times, which tracks data from US state public health authorities. This data is of varying quality across all states, with minor inconsistencies and data lag. Our analyses also relied on assumptions that could potentially impact our findings. For example, the length of COVID-19 hospitalization is highly variable, depending on the presence of comorbid renal, respiratory, and cardiovascular diseases, which could complicate recovery from COVID-1914,15. Thus, our method to convert current hospitalizations to cumulative hospitalizations may have introduced errors in our downstream analyses. Also, while we tracked state-level policies, the authors recognize that some counties had different policies within a state and could be more useful to further track county reopenings. Besides, mobility data could have provided more information on people’s behavior and answered questions on specific movements of people to documented places e.g. restaurants, and bars, as soon as they reopened. Research on association with mobility data and SIP showed individual behaviors sometimes occurring ahead of state policies4. Again, the socioeconomic impact of COVID-19 cannot be overemphasized and this has led to a rise in health disparity, loss of health insurance, further translating to decreased hospital utilization and overall hospitalization count. Also, varying COVID-19 hospitalization criteria across different states will potentially affect hospitalization data. It is important to note that we are examining data from different states, with varying public health strengths and the implementation of multiple non-pharmacological interventions that are hard to quantify which could have ultimately affected baseline hospitalizations. i.e. facemasks, and handwashing. Additional confounders, like the protests that occurred, could have also impacted the findings from our study.

Conclusion and Possible Future research

Our results support the conclusion that reopening aggravated the burden of the COVID-19 pandemic in the US, from June to August 2020. Some reopening choices such as reopening bars, restaurants, and places of worship, have clearly shown to have a worse effect on hospitalization rates than others. While it is paramount to balance the deleterious socio-economic effects of the pandemic, it is necessary to quantify the additional hospitalizations that result from the different choices. Our analysis attempts to provide that quantification. As there is no current effective pharmacological intervention available to curb this pandemic, carefully planned data-backed reopening guidance is necessary. Further studies will be needed to utilize mobility, states’ demographics, and possibly contact tracing data to evaluate more specific transmission trends that correlate with reopenings, alongside hospitalizations. In addition, to promote future research on related projects, all our work, including data and results for all the states, is publicly available here: https://covid-reopenings.herokuapp.com/.

Acknowledgments

We acknowledge Prof. Nigam Shah, from the Stanford Centre for Biomedical Informatics Research, for assembling the team, outlining the potential project, providing insightful contributions, and reviewing the manuscript of this study. We also thank Dr. Alison Callahan for reviewing the draft of this paper.
References

Assessing the Impact of Imputation on the Interpretations of Prediction Models: A Case Study on Mortality Prediction for Patients with Acute Myocardial Infarction

Seyyed Neelufar Payrovnaziri, MS1, Aiwen Xing, BS1, Shaeke Salman, MS1, Xiwen Liu, PhD1, Jiang Bian, PhD2, Zhe He, PhD1,*

1Florida State University, Tallahassee, Florida, USA;
2University of Florida, Gainesville, Florida, USA

Abstract

Acute myocardial infarction poses significant health risks and financial burden on healthcare and families. Prediction of mortality risk among AMI patients using rich electronic health record (EHR) data can potentially save lives and healthcare costs. Nevertheless, EHR-based prediction models usually use a missing data imputation method without considering its impact on the performance and interpretability of the model, hampering its real-world applicability in the healthcare setting. This study examines the impact of different methods for imputing missing values in EHR data on both the performance and the interpretations of predictive models. Our results showed that a small standard deviation in root mean squared error across different runs of an imputation method does not necessarily imply a small standard deviation in the prediction models’ performance and interpretation. We also showed that the level of missingness and the imputation method used can have a significant impact on the interpretation of the models.

Introduction

Cardiovascular diseases (CVDs) remain the leading cause of death worldwide1 and account for 1 in 3 deaths of adults in the United States every year.2 CVDs cause a heavy toll on the health and economy all over the world.3 Among various CVDs, acute myocardial infarction (AMI) is the most severe form of coronary artery disease and a fatal CVD responsible for the death of millions of people annually around the world.4 Thus, prediction of mortality risk among AMI patients is important for early interventions or advising preventive strategies to high-risk patients, which will save lives and costs.

The wide adoption of electronic health records (EHR) systems in the United States is the result of a series of government initiatives5 and led to a large amount of clinical data accumulated in digital forms.6 EHR data is a rich source of patient information for predictive analysis in healthcare.7 Predictive analysis in healthcare and clinical decision-support is not a new topic.8 Nevertheless, in recent years, there is an increasing demand for using routinely collected real-world data (RWD) such as EHRs, administrative claims, and billing data to generate real-world evidence (RWE) that informs regulatory decisions and clinical care.9 On the other hand, the emergence and efficient implementation10 of state-of-the-art machine learning,11 especially deep learning methods,12 as well as increasingly powerful computing infrastructure make predictive analysis using EHR data more possible than ever.

Nevertheless, using EHR data for predictive analysis with machine learning and deep learning methods is still challenging. One major issue is the quality of EHR data due to incompleteness.13 The existence of missing values in EHR data is multi-fold, including human errors such as the lack of collection (e.g., the medical expert did not perform an evaluation) and the lack of documentation (e.g., the medical expert did not document an evaluation result).14 Thus, a significant body of literature has attempted to approach the missing value issue by imputation, rather than eliminating records with missing data entirely (i.e., as it reduces the sample size).15 Mean or median value imputation is a common approach for imputing missing values in EHR data mainly due to its ease of implementation.16 Researchers have also proposed multiple imputation by chained equations (MICE)17 or its variations to deal with missing values in EHR data.14 There are also machine-learning-based imputation methods such as MissForest18 and K-nearest neighbors (KNN)-based imputation.19 A few recent studies have also used deep learning methods such as generative adversarial networks (GANs)20 and autoencoders for missing value imputation in EHR data.19

Depending on the reason for a value to be missing in a dataset, there are three main categories of missingness mechanism, including missing completely at random (MCAR), missing at random (MAR), and not missing at random (NMAR).21 Characterizing the missingness mechanism in EHR data can be an indicator of choosing an appropriate imputation method. This impact has been explored previously19 and is not within the scope of this study.

* Corresponding author: Zhe He. Email: zhe@fsu.edu
On the other hand, predictive analysis using complex machine learning methods (e.g., deep learning), which yields superior prediction accuracy, usually results in black-box models that are not interpretable by the end-users. Despite their promising performance, using such complex predictive models in healthcare and clinical decision-making process is quite challenging. Medical professionals need to understand the rationale behind the predictive models’ predictions. Thus, they prefer models that are less complex such as logistic regression for clinical decision-making. Researchers in the field have taken different approaches to address the interpretability of machine learning models, for instance, feature interaction and importance, attention mechanism, data dimensionality reduction, knowledge distillation and rule extraction. Nevertheless, there are still some fundamental issues that need to be addressed such as fidelity of the post-hoc interpretation methods to the reference model, evaluation of the interpretation methods, and design biases due to focusing on the intuition of researchers rather than real end-users’ (medical professionals in this context) needs. For more reading on this, we refer the interested audience to a recent systematic review on the explainable AI models using EHR data.

For example, in a logistic regression model for a binary outcome, the coefficients of the features (predictors) can be readily transformed into odds ratios and can be easily understood as feature importance. Nevertheless, as these coefficients are estimated from the input data when the data points were replaced with different imputation techniques, the extent to which missing data points are extrapolated has a significant impact on the interpretation of these coefficients. Further, in real-world applications of EHR and in the absence of a complete dataset (knowing the ground truth), it would not be straightforward to choose the best imputation method. Although missingness has been recognized as a major data quality issue of EHR, the impact of imputation methods on the interpretations of machine learning models has not been well explored and warrants more investigation. Thus, in this study, we examine (1) the performance of imputation methods on missing values in EHR data, (2) the impact of different imputation methods on the performance, and (3) the interpretations of predictive models, using all-cause mortality among AMI patients as a case study.

![Flowchart diagram](image.png)

**Figure 1.** The workflow of this study. For simplicity, this figure only illustrates the workflow for one imputation method and one prediction model.
Methods

Figure 1 illustrates the overall workflow of this study. First, we identified patients with AMI from the Medical Information Mart for Intensive Care (MIMIC-III) dataset and created a complete dataset without missing values as the baseline. We then introduced different levels of missingness (i.e., from 10% to 50%) through simulations. Then, we applied different statistical and machine learning-based imputation methods including mean (mode for two categorical variables), MICE, MissForest, and a KNN-based method, as well as Generative Adversarial Imputation Networks (GAIN) - a novel imputation method based on neural networks. Then, we compared these imputation methods’ performance in terms of root mean square error (RMSE), which measures the difference between the imputed values (in the datasets with missing values that were imputed) and the actual values (in the complete dataset). Further, we built shallow machine learning models that are intrinsically interpretable and preferred by medical experts, such as logistic regression, linear support vector machine (SVM), and decision tree. We compared the performance of the models that were based on the imputed datasets in terms of area under the receiver operator characteristic curve (AUROC) against the performance of the reference model (i.e., the model based on the complete dataset). For simplicity, we refer to the former as the “imputed-data models” and the latter as the “reference model” throughout the paper. Finally, we compared the feature importance derived from the imputed-data models against the feature importance derived from the corresponding reference model using Pearson correlation analysis. When the underlying data changes (i.e., from the complete dataset to one with imputed values), the resulting model characteristics might change as well as the produced feature importance. Since we observed variance in the performance of the shallow models, we employed the DeepConsensus algorithm to investigate the impact of consensus mechanism among deep models on reducing performance variance. We elaborate more on this in the “Predictive Modeling” subsection.

Data Source

The Medical Information Mart for Intensive Care (MIMIC-III) database is an integration of de-identified and comprehensive EHR data of patients admitted to the Beth Israel Deaconess Medical Center in Boston, Massachusetts. This dataset is freely available and contains patient information spanning over more than a decade. Considering the importance of studying the all-cause mortality risk among patients with cardiovascular diseases, especially AMI, in this study, we focused on patients with AMI and post myocardial syndrome (PMS). The International Classification of Diseases, 9th revision, Clinical Modification (ICD-9-CM) codes considered for this study are 410.0 to 411.0. For each admission, we aggregated the laboratory and chart values and considered the average value of each of the 19 numerical features. We also considered two categorical features with few missing values including gender and initial emergency room diagnosis of AMI. Since our purpose for this study was to examine how the ranking of feature importance would change under different imputation methods and level of missingness, we did not consider the longitudinal dimension of features. To build a reference dataset with no missing values, we excluded features with more than 50% missing values and applied listwise deletion to the rest of the original dataset. The resulting complete dataset has 3054 observations and 21 features. The binary outcome was all-cause mortality within one year of admission. Features description and summary statistics are reported in Table 1.

Table 1. Summary statistics of the variables in the reference complete dataset with 3054 instances.

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Description</th>
<th>Variable Type</th>
<th>Min</th>
<th>Max</th>
<th>Median</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diastolic BP</td>
<td>Diastolic blood pressure</td>
<td>Numerical</td>
<td>18.31</td>
<td>134.69</td>
<td>51.2</td>
<td>52.2</td>
<td>11.28</td>
</tr>
<tr>
<td>Systolic BP</td>
<td>Systolic blood pressure</td>
<td>Numerical</td>
<td>37.97</td>
<td>484.12</td>
<td>104.96</td>
<td>105.44</td>
<td>22.74</td>
</tr>
<tr>
<td>Heart Rate</td>
<td>Heart rate</td>
<td>Numerical</td>
<td>42</td>
<td>139.48</td>
<td>83.81</td>
<td>84.13</td>
<td>11.97</td>
</tr>
<tr>
<td>Resp Rate</td>
<td>Respiratory rate</td>
<td>Numerical</td>
<td>9</td>
<td>42.7</td>
<td>19.33</td>
<td>19.62</td>
<td>3.28</td>
</tr>
<tr>
<td>Bicarbonate</td>
<td>Bicarbonate</td>
<td>Numerical</td>
<td>8</td>
<td>41.88</td>
<td>24.92</td>
<td>24.61</td>
<td>3.65</td>
</tr>
<tr>
<td>Calcium</td>
<td>Calcium</td>
<td>Numerical</td>
<td>5.6</td>
<td>13.95</td>
<td>8.43</td>
<td>8.44</td>
<td>0.59</td>
</tr>
<tr>
<td>Chloride</td>
<td>Chloride</td>
<td>Numerical</td>
<td>80.42</td>
<td>125.61</td>
<td>104</td>
<td>104.01</td>
<td>4.55</td>
</tr>
<tr>
<td>Potassium</td>
<td>Potassium</td>
<td>Numerical</td>
<td>1.87</td>
<td>6.9</td>
<td>4.14</td>
<td>4.18</td>
<td>0.36</td>
</tr>
<tr>
<td>Sodium</td>
<td>Sodium</td>
<td>Numerical</td>
<td>118.18</td>
<td>158.5</td>
<td>138.72</td>
<td>138.67</td>
<td>3.47</td>
</tr>
<tr>
<td>Glucose</td>
<td>Glucose</td>
<td>Numerical</td>
<td>65.67</td>
<td>543</td>
<td>131.76</td>
<td>141.25</td>
<td>39.93</td>
</tr>
<tr>
<td>Hematocrit</td>
<td>Hematocrit</td>
<td>Numerical</td>
<td>21.11</td>
<td>50.61</td>
<td>30.97</td>
<td>31.53</td>
<td>3.6</td>
</tr>
<tr>
<td>Hemoglobin</td>
<td>Hemoglobin</td>
<td>Numerical</td>
<td>6.4</td>
<td>16.27</td>
<td>10.43</td>
<td>10.63</td>
<td>1.34</td>
</tr>
<tr>
<td>WBC</td>
<td>White blood count</td>
<td>Numerical</td>
<td>0.45</td>
<td>107.68</td>
<td>10.93</td>
<td>11.75</td>
<td>5.19</td>
</tr>
<tr>
<td>ALT</td>
<td>Alanine aminotransferase</td>
<td>Numerical</td>
<td>2</td>
<td>5509</td>
<td>30.33</td>
<td>89.71</td>
<td>270.59</td>
</tr>
<tr>
<td></td>
<td>Aspartate aminotransferase</td>
<td>Numerical</td>
<td>2</td>
<td>13511.7</td>
<td>46</td>
<td>142.36</td>
<td>486.22</td>
</tr>
<tr>
<td>----------------------</td>
<td>----------------------------</td>
<td>-----------</td>
<td>-----</td>
<td>---------</td>
<td>----</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>AST</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALP</td>
<td>Alkaline phosphatase</td>
<td>Numerical</td>
<td>19</td>
<td>1147.92</td>
<td>80</td>
<td>102.61</td>
<td>83.6</td>
</tr>
<tr>
<td>Albumin</td>
<td>Albumin</td>
<td>Numerical</td>
<td>1.2</td>
<td>5</td>
<td>3.2</td>
<td>3.2</td>
<td>0.6</td>
</tr>
<tr>
<td>Bilirubin</td>
<td>Bilirubin</td>
<td>Numerical</td>
<td>0.1</td>
<td>31.14</td>
<td>0.6</td>
<td>0.97</td>
<td>1.77</td>
</tr>
<tr>
<td>Admit Age</td>
<td>Age at admission</td>
<td>Numerical</td>
<td>21.22</td>
<td>97.52</td>
<td>72.55</td>
<td>70.89</td>
<td>12.96</td>
</tr>
<tr>
<td>InitialERDiagnosisMI</td>
<td>(0 = No, 1 = Yes)</td>
<td>Initial emergency room diagnosis was AMI or rule out AMI (#0s = 2050, #1s = 1004)</td>
<td>Categoric al</td>
<td>Not applicable</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>Gender</td>
<td>Numerical</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Missingness Mechanisms**

In this study, our focus is not on studying missingness mechanisms, rather it is on exploring the impact of imputation methods on models’ performance, and more importantly, the derived interpretations. We acknowledge that MCAR is not the only possible missingness mechanism in RWD such as EHRs. To give an example, medical professionals might less likely order fasting glucose tests for healthier patients in comparison to those with risk factors of diabetes. Thus, for healthier patients, in this case, there might be more missing glucose values. However, covering MAR and NMAR missingness mechanisms is out of the scope of this paper. Considering all possible combinations of missingness mechanisms with other criteria experimented in this paper would exponentially expand the scope of the paper and increase the complexity of reporting. We simulated random missingness on the complete dataset by removing random 10%, 20%, 30%, 40%, and 50% of values. Any value in the data was as likely to be missing as any other value. Thus, the missingness mechanism in this study was MCAR.

**Imputation Methods**

In this study, we evaluated five different imputation methods, including (1) mean value imputation, (2) MICE, (3) K-nearest neighbors (KNN)-based, (4) MissForest, and (5) GAIN. For implementation purposes, we used available packages in R to implement methods (1) to (4). The implementation code of GAIN in Python is made available by its authors on GitHub (https://github.com/jsyoon0823/GAIN). The performance of different imputation methods was compared using RMSE. The details of these methods are described as follows.

**Mean value imputation:** The easiest to implement and most conventional approach to impute missing values in EHR data is mean value imputation. However, this simplicity might result in ignoring the underlying statistical information in data and introduce unintentional biases in the subsequent analyses. 14

**MICE:** MICE is one of the most popular methods for imputing missing values in EHR data. The main reason resides in its ability to impute different types of variables that might be present in the EHR data. Using MICE, each variable with missing observations is regressed on all the remaining variables in the dataset. The missing values are replaced with the predicted value, and this imputation process is repeated sequentially until all missing values are imputed.

**KNN-based:** KNN is a machine learning method that can be used for imputing missing values in EHR data. 19 In this approach, missing values are replaced with the mean value of k most similar complete observations. A distance function (e.g., Euclidean) is used to measure this similarity.

**MissForest:** MissForest is a promising imputation method for missing values in EHR data. 18 In this method, first, mean imputation (or any other imputation method) is performed as an initial guess for the missing values. Then, variables in the dataset are sorted based on the number of missing values they have with the one with the fewest missing values ordered first. Further, for each variable x, a random forest 28 model is fitted on all other variables’ observed values and the outcome variable being the observed values of variable x. Then, the trained model is used to predict the missing values of x. This process is repeated until a stopping criterion is met.

**GAIN:** Recently, GAIN, 29 a neural network-based imputation method was introduced for missing value imputation. This imputation method is based on the generative adversarial networks (GAN) framework. In the framework, corresponding to a minimax two-player game, two models are trained simultaneously, a generative model and a discriminative model. The generative model captures the data distribution while the discriminative model estimates the probability of a sample being from the training data or from the generative model. The objective of the generative model is to make the discriminative model make more mistakes. In GAN, the generative and discriminative models are defined based on multilayer perceptron (feedforward neural networks). GAIN is an imputing GAN framework in
which the goal of the generative model is to accurately impute the missing values in data, while the goal of the discriminative model is to predict the probability of a value being from the original dataset or from the generative model (observed or imputed component). The objective of the discriminative model in GAIN is to minimize the error loss (on guessing if the elements in the generative model’s output are produced by the generative model or from the original data) while the generative model’s goal is to maximize the discriminative model’s mistakes. The authors of GAIN have reported superior imputation performance of GAIN in comparison to autoencoders and other statistical and conventional machine learning-based imputation methods. For more information on GAIN, we refer the interested audience to the original paper.29

**Predictive Modeling**

To compare the prediction performance and feature importance ranking of different prediction models with different levels of missingness, we performed predictive analysis using three popular shallow machine learning methods in predictive modeling with EHR data,29 namely logistic regression, SVM, and decision tree. To keep consistency, the same configurations (default) were used across all models based on the imputed datasets.30 Hypothetically, an effective imputation method should approximate values that are very close to the original values of the missing data. Thus, to understand how the performance and interpretations change under different imputation methods, we kept the configurations consistent from the reference model to the imputed-data models with a gradually increasing number of missing values. Further, we captured feature coefficients (importance) in each imputed-data model to compare to the same in the reference model of its own kind. For comparison, we used Pearson correlation coefficients. A higher correlation means closer results from the imputed-data model (in terms of feature importance) to the reference model based on the complete dataset. Also, we built a deep learning model (i.e., DeepConsensus) to investigate if it can reduce the variance of the models’ classification performance. The binary prediction task was patient all-cause mortality within one year after admission. The dataset was divided to separate training and testing sets at the ratio of 0.9 to 0.1 respectively. The dataset is imbalanced with 65 (negative class) to 35 (positive class) ratio. For implementation purposes, we used Python programming language with Tensorflow, NumPy, Pandas, and Sklearn packages. We give a brief description of DeepConsensus in the following.

**DeepConsensus:** The main idea behind DeepConsensus is that since different deep neural networks tend to classify training samples accurately, they generate similar linear regions. Thus, these models should behave similarly in classifying training samples. Such behavior enables multiple models to agree with each other on classifying valid inputs and filtering out adversarial examples, while individual models are sensitive to those examples. Using consensus among different models helps to capture the underlying structure of data. It is shown that consensus helps to differentiate extrinsically classified samples (i.e., classified under extrinsic factors such as randomness of weight initialization) from consistently classified samples (i.e., samples that are classified in the same class with high probability by multiple models). Thus, such a consensus mechanism among multiple models can reduce the variance caused by extrinsic factors. The effectiveness of this method is demonstrated in the reference paper.24 Note that in this study, DeepConsensus was only employed to investigate the impact of consensus mechanism on the variance of the classification performance. In terms of model interpretations, to keep consistency across all experiments, we only focused on less complex machine learning models that are intrinsically interpretable (DeepConsensus utilizes a post-hoc interpretation approach).26 Five individual deep models were trained using the same 90% of the records and evaluated on the remaining 10%. All models consisted of 4 hidden dense layers. The implementation details of these models are provided in Table 2.

<table>
<thead>
<tr>
<th>Specification</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Neurons in each layer</td>
<td>105</td>
<td>130</td>
<td>130</td>
<td>140</td>
<td>105</td>
</tr>
<tr>
<td>Activation function</td>
<td>ReLU</td>
<td>Tanh</td>
<td>ReLU</td>
<td>SeLU</td>
<td>ReLU</td>
</tr>
<tr>
<td>Optimization</td>
<td>Adagrad</td>
<td>Adamax</td>
<td>RMSprop</td>
<td>Adam</td>
<td>Adagrad</td>
</tr>
<tr>
<td>Bias</td>
<td>Random Uniform</td>
<td>Zeros</td>
<td>Constant</td>
<td>Zeros</td>
<td>Random Uniform</td>
</tr>
<tr>
<td>Weights</td>
<td>Random Normal</td>
<td>Glorot Uniform</td>
<td>Random Normal</td>
<td>Random Normal</td>
<td>Random Normal</td>
</tr>
</tbody>
</table>
Results

Imputation Performance

We compared five different imputation methods including MICE, MissForest, KNN-based, Mean (mode for categorical variables), and GAIN, on 10% to 50% missing datasets. We ran each experiment 10 times and computed the average RMSE along with its standard deviation. The results are reported in Table 3.

Averaging the RMSE of different imputation methods across all different levels of missing values, GAIN showed the best performance. MissForest was the second-best performing imputation method following GAIN showing only 0.012 difference in RMSE on average. Mean came next, showing quite monotonic behavior across all datasets with different amount of missing values. KNN-based and MICE showed similar performance reporting the highest RMSE (worst performance).

Table 3. Average RMSE from different imputation methods on 10% to 50% missing data (10 runs).

<table>
<thead>
<tr>
<th>Imputation Method</th>
<th>Missingness level</th>
<th>10%</th>
<th>20%</th>
<th>30%</th>
<th>40%</th>
<th>50%</th>
</tr>
</thead>
<tbody>
<tr>
<td>MICE</td>
<td></td>
<td>0.2254±0.0025</td>
<td>0.2249±0.0020</td>
<td>0.2292±0.0013</td>
<td>0.2343±0.0014</td>
<td>0.2325±0.0014</td>
</tr>
<tr>
<td>MissForest</td>
<td></td>
<td>0.1935±0.0017</td>
<td>0.1950±0.0013</td>
<td>0.1997±0.0018</td>
<td>0.2051±0.0018</td>
<td>0.2062±0.0011</td>
</tr>
<tr>
<td>KNN-based</td>
<td></td>
<td>0.21447</td>
<td>0.2219</td>
<td>0.2241</td>
<td>0.2267</td>
<td>0.2228</td>
</tr>
<tr>
<td>Mean/Mode</td>
<td></td>
<td>0.2038</td>
<td>0.2046</td>
<td>0.2052</td>
<td>0.2066</td>
<td>0.2059</td>
</tr>
<tr>
<td>GAIN</td>
<td></td>
<td>0.1757±0.0049</td>
<td>0.1763±0.0064</td>
<td>0.1838±0.0039</td>
<td>0.1963±0.0114</td>
<td>0.2088±0.0100</td>
</tr>
</tbody>
</table>

Prediction Performance

Next, to narrow down the required experiments, we focused on the datasets imputed with the best performing imputation methods in terms of RMSE: GAIN and MissForest. First, we built the reference models that served as the benchmark for our comparisons. Then, we built models based on datasets with varying percentage of missingness that were imputed using GAIN and MissForest (through 300 experiments = 5 levels of missingness * 2 imputation methods* 3 ML methods * 10 runs each). The performance of these models based on GAIN imputed datasets and MissForest imputed datasets in terms of AUROC is depicted in Figure 2. AUROC is a classification performance measure that illustrates how models perform in terms of discriminating between the classes. The performance of SVM and logistic regression models based on MissForest imputed datasets (Figure 2) showed a lower variance in comparison to the same models based on GAIN imputed datasets. The variance in decision tree models based on the datasets imputed by both GAIN and MissForest is relatively high, making those models’ performance unstable even under low levels of missingness. By increasing the number of missing values in the datasets from 10% to 50%, models based on the datasets imputed by MissForest showed a more stable behavior in comparison to GAIN across all models. A closer look at SVM performance (based on AUROC) from 10% to 50% missing values imputed by MissForest showed an increase of standard deviation from 0.003 to 0.010 with an average of 0.006. This measure was 0.002 to 0.025 for GAIN with an average of 0.014. Also, a big jump in standard deviation was not observed in the case of MissForest until 40% of missingness. This jump occurred at 20% of missingness in the case of GAIN. The standard deviation of AUROC of multiple runs for logistic regression models based on GAIN showed an increasing trend from 0.005 to 0.019 with an average of 0.010. However, in the case of MissForest, the trend is increasing from 10% to 30% and then decreasing from 30% to 50% with an average of 0.006. We hypothesized that the variance among models on the same missing level of missing data that is imputed with the same method 10 times can be reduced by using the consensus mechanism among multiple deep models. Applying DeepConsensus on the complete dataset (baseline) showed a significant increase in performance as expected: from 0.721 AUROC in logistic regression and 0.713 in SVM to 0.809 in DeepConsensus. Further, we narrowed down our experiments to 10 datasets that were the result of imputing 10% missingness (lowest missing rate) 10 times with MissForest (imputation method with less variance on machine learning models). The average AUROC across 10 experiments showed an increase of performance to 0.790 (from 0.675 in SVM and 0.683 in logistic regression). However, the variance in performance still persists at 0.0344.

Feature Importance Ranking Comparison

The Pearson correlation of feature importance resulted from each of the imputed data models with that of the corresponding reference models is reported in Table 4. The goal of this analysis was to investigate how the reported feature importance would change under different levels of missingness and different imputation techniques. In other
words, how similar the feature importance in each imputed-data model is to the corresponding reference model. These results showed a generally lower performance for decision tree models across all datasets. Focusing on SVM and logistic regression with higher performance, averaging coefficients as a result of 10 runs for each level of missingness showed a correlation coefficient of more than 0.99 with statistically significant results on the imputed datasets of 10% missing value with GAIN and MissForest. However, this trend on models based on an increasing level of missingness on average showed a decreasing correlation with the reference model across all machine learning methods and imputation methods.

![Graphs comparing models performance](image)

**Figure 2.** Comparing the performance of models based on MissForest (in blue) and GAIN (in yellow): (a) support vector machine (SVM) based on the imputed datasets with MissForest, (b) SVM based on the imputed datasets with GAIN, (c) decision tree (DT) based on the imputed datasets with MissForest, (d) DT based on the imputed datasets with GAIN, (e) logistic regression (LR) based on the imputed datasets with MissForest, (f) LR based on the imputed datasets with GAIN, under gradually increasing missingness level. The performance is reported on the area under the receiver operating characteristic curve (AUROC).

**Table 4.** Pearson correlation coefficients and p-values of feature importance comparison between the imputed-data models and the reference models.

<table>
<thead>
<tr>
<th>Machine Learning method</th>
<th>Imputation method</th>
<th>Missingness %</th>
<th>Pearson correlation coefficient</th>
<th>p-value</th>
<th>Imputation method</th>
<th>Missingness %</th>
<th>Pearson correlation coefficient</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision Tree</td>
<td>GAIN</td>
<td>10%</td>
<td>0.966</td>
<td>1.24E-12</td>
<td>MissForest</td>
<td>10%</td>
<td>0.944</td>
<td>1.23E-10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20%</td>
<td>0.959</td>
<td>7.09E-12</td>
<td></td>
<td>20%</td>
<td>0.914</td>
<td>6.56E-09</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30%</td>
<td>0.917</td>
<td>4.84E-09</td>
<td></td>
<td>30%</td>
<td>0.906</td>
<td>1.49E-08</td>
</tr>
<tr>
<td></td>
<td></td>
<td>40%</td>
<td>0.842</td>
<td>1.64E-06</td>
<td></td>
<td>40%</td>
<td>0.874</td>
<td>2.24E-07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50%</td>
<td>0.903</td>
<td>2.05E-08</td>
<td></td>
<td>50%</td>
<td>0.770</td>
<td>4.34E-05</td>
</tr>
</tbody>
</table>
### Discussion

Comparing the imputation methods’ RMSE reported in Table 3 implies that (1) GAIN performs better than MissForest, and (2) the standard deviation between different runs of the same method on the same dataset with missing values is small. However, our experiments confirmed that choosing the best imputation method may not always be a straightforward process. Although GAIN surpassed all imputation methods in terms of RMSE on all datasets, MissForest imputation yielded more stable results (smaller standard deviation on average) in the presence of a gradually increasing number of missing values. Also, comparing the performance of models based on datasets with different percentage of missingness reveals the fact that higher performance does not necessarily indicate more similar interpretations to the reference model. We observed that on average a relatively small standard deviation of RMSE across all levels of missingness yielded a bigger standard deviation in models’ performance and a lower correlation of feature importance between the reference models and the imputed-data models. Also, the dilemma of bias/variance is well understood regarding neural networks that are hyperparameterized. Training neural networks requires a larger number of training samples to achieve acceptable performance and less variance. Thus, although using the consensus of deep models did not resolve the issue of variance in this study, we hypothesize that using a bigger dataset (with more samples and more features) could potentially yield a more stable consensus of deep learning models and result in less variance.

These observations might not be generalizable to other datasets or imputation methods. There is no universally optimal approach for missing data imputation or predictive modeling using EHR data. However, these experiments showed that the way we approach missing values in EHR data impacts not only the model performance but also the interpretations of the models’ predictions. In the real-world predictive analysis of EHR data, it is usually not possible to obtain a dataset with no missing values. However, in cases where the interpretations of predictive models matter, in order to choose the best imputation method, just relying on RMSE or model performance measures may not be sufficient. In these cases, we suggest running extensive experiments on a smaller complete-case version of the dataset first, evaluate the impact of different imputation methods on the interpretations in comparison to the complete-case, and then apply the best performing method on the original dataset with missing values. In cases where it is not possible to have the complete-case dataset, researchers should be aware of this potential impact, use different imputation methods for predictive modeling, and discuss the resulting interpretations with medical experts or compare to the medical knowledge when choosing the imputation method that yields the most reasonable interpretations. Also, more in-depth analyses of data with methods such as principal component analysis (PCA) can be used to investigate the redundancy in datasets and determine the maximal allowed missing value rate. In our case, for instance, A further PCA on the complete dataset showed that a linear model could capture between 90.1% and 92.8% of the statistical information using 14 to 15 features out of a total of 21 (~66% to 71% of the complete dataset). Thus, even if the other 30% of the data was missing still more than 90% of the statistical information would be preserved.

### Limitations and Future Opportunities

A potential limitation of this study was the relatively small and imbalanced dataset (65:35). Although the findings in this study are robust, future studies could be done on datasets with more balance and more samples to investigate how these results would change. Also, MIMIC-III is an ICU EHR. In comparison to other EHR types such as inpatient or ambulatory, MIMIC-III data might be less noisy and more standardized. Further, we acknowledge that there are different missingness mechanisms, missing value imputation methods, predictive modeling approaches, and interpretability enhancement techniques that are not covered in this study. However, implementing all the possible combinations of these criteria is expensive. The main intention behind this case study was to demonstrate the potential impact of missing value imputation on derived interpretations of predictive models. Thus, we encourage future in-depth theoretical and applied studies on this topic. We believe the interpretability issue in predictive modeling is of

<table>
<thead>
<tr>
<th>SVM</th>
<th>10%</th>
<th>0.992</th>
<th>8.57E-19</th>
<th>10%</th>
<th>0.994</th>
<th>7.71E-20</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20%</td>
<td>0.986</td>
<td>1.80E-16</td>
<td>20%</td>
<td>0.983</td>
<td>1.12E-15</td>
</tr>
<tr>
<td></td>
<td>30%</td>
<td>0.949</td>
<td>5.54E-11</td>
<td>30%</td>
<td>0.985</td>
<td>5.31E-16</td>
</tr>
<tr>
<td></td>
<td>40%</td>
<td>0.834</td>
<td>2.51E-06</td>
<td>40%</td>
<td>0.975</td>
<td>5.09E-14</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>0.793</td>
<td>1.73E-05</td>
<td>50%</td>
<td>0.911</td>
<td>8.83E-09</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>10%</td>
<td>0.995</td>
<td>6.80E-21</td>
<td>10%</td>
<td>0.996</td>
<td>2.56E-22</td>
</tr>
<tr>
<td></td>
<td>20%</td>
<td>0.988</td>
<td>5.14E-17</td>
<td>20%</td>
<td>0.987</td>
<td>1.28E-16</td>
</tr>
<tr>
<td></td>
<td>30%</td>
<td>0.962</td>
<td>3.62E-12</td>
<td>30%</td>
<td>0.985</td>
<td>4.24E-16</td>
</tr>
<tr>
<td></td>
<td>40%</td>
<td>0.895</td>
<td>4.00E-08</td>
<td>40%</td>
<td>0.978</td>
<td>1.53E-14</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>0.854</td>
<td>8.39E-07</td>
<td>50%</td>
<td>0.958</td>
<td>7.44E-12</td>
</tr>
</tbody>
</table>
the same importance, if not more, as performance when it comes to medical applications. Also, the interpretability improvement of predictive models based on longitudinal EHR data is inherently challenging and has not been extensively explored. However, we believe investigating the potential impact of missing value imputation in longitudinal EHR data and its interpretations is an important future direction and deserves more investigation.

Conclusions
In this study, we simulated 5 levels of missingness (10% to 50%) on a complete EHR dataset of 21 features for 3054 patients with AMI from MIMIC-III database. We examined different statistical and machine learning-based imputation methods such as mean, MICE, MissForest, and KNN-based, as well as GAIN—a novel imputation method based on GAN. Our experiments showed that GAIN and MissForest yielded the best performance in terms of RMSE and small standard deviations across all levels of missingness. However, further predictive modeling based on each of these datasets revealed the fact that the variance in their performance (in terms of AUROC) gradually grows with more missingness. Also, Pearson correlation analysis showed that the similarity of feature importance of models based on the imputed datasets to the feature importance of baseline models gradually decreases, a trend that could not initially be inferred by just looking at the performance of imputation and predictive modeling in terms of RMSE and AUROC respectively.
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Abstract

The wide adoption of Electronic Health Records (EHR) has resulted in large amounts of clinical data becoming available, which promises to support service delivery and advance clinical and informatics research. Deep learning techniques have demonstrated performance in predictive analytic tasks using EHRs yet they typically lack model result transparency or explainability functionalities and require cumbersome pre-processing tasks. Moreover, EHRs contain heterogeneous and multi-modal data points such as text, numbers and time series which further hinder visualisation and interpretability. This paper proposes a deep learning framework to: 1) encode patient pathways from EHRs into images, 2) highlight important events within pathway images, and 3) enable more complex predictions with additional intelligibility. The proposed method relies on a deep attention mechanism for visualisation of the predictions and allows predicting multiple sequential outcomes.

1 Introduction

Electronic health records (EHR) are essential in supporting healthcare practitioners track their patients and deliver services. Details from patients’ encounters are routinely collected in EHRs and, despite advances in machine learning and statistical modeling, these data are heterogeneous and difficult to reuse. The expectation is that routinely collected data together with deep learning techniques may help drive personalised medicine and improve the quality of healthcare service delivery. Typical analytic tasks include disease classification or prediction of clinical events and a number of different deep learning architectures has been identified$^1$.

Most analytic architectures rely on EHR data which has undergone substantial pre-processing steps to transform or model these data before it is later ingested for analysis.

EHR data has been previously modeled as pathways$^2$ describing patient trajectories through time, and studies have also combined multi-modal information (e.g. static demographic variables with patient vitals and text notes) for prediction tasks with some degree of explainability$^3$. Other studies have represented EHR information as a matrix of ICD9 codes versus number of visits, and used convolutional neural networks (CNNs) for prediction$^4$.

The way in which data is modeled and represented can help support both the prediction of clinical events and the interpretability of the results, the latter being particularly important in healthcare. Bringing models into real-world use requires understanding the mechanisms by which models operate and this level of transparency is currently challenging to achieve$^1$. Attention mechanisms are a common way to provide visual explanations for natural images in neural networks by highlighting the most relevant events in terms of contributions to model prediction or classification. Attention mechanisms can be divided into soft attention and hard attention and their associated weights represent the degree in which the model is paying attention to certain regions of an image. While soft attention uses differentiable functions to produce attention weights, hard attention involves non-differentiable functions to generates binary weights. For example, Xu et al. exploited soft attention for natural image captioning$^5$ and several improvements have been made to hard attention for the model to be differentiable (e.g. REINFORCE$^6$).

In this paper we propose to represent EHR data as an image-like 2D matrix in order to predict a sequence of clinical events while providing some level of interpretation of the results. We extract features from EHRs using CNN techniques and predict sequences of clinical events using a Recurrent Neural Network (RNN) and attention techniques. RNNs are a well-known method for predicting sequential data. However, they do not perform well in practice, especially because of the vanishing gradient and long-term dependency problems$^7$. Long short-term memory (LSTM)$^8$ is a special kind of recurrent neural network that aims to overcome these drawbacks. LSTM consists of different gates (such as input,
output and forget gate) that allow it to learn to preserve important information and discard other information in order to effectively predict long sequences. However, vanilla LSTM does not consider the previously predicted output from a previous state in order to improve the prediction of current state. A teacher enforcing technique may be used to improve performance by keeping constrains between outputs (i.e. passing the previous prediction to the current state). LSTMs using teacher enforcing have been successfully applied to images and used in natural language processing such as image captioning\textsuperscript{5}, as well as in sequence to sequence problems\textsuperscript{5}.

Previous work encoding patient EHR information using autoencoders, RNNs and attention have been applied to improve model accuracy but have not relied on a combination of 2D representation while exposing attention as a mechanism to visualize important areas within a patient’s EHR\textsuperscript{4,10–12}.

This paper proposes Deep EHR Spotlight, a framework for predicting and highlighting important clinical events from pathways based on electronic health records. In particular, this paper introduces:

- a 2D pathway representation which can be used with two dimensional CNN techniques to improve visual interpretation
- a novel deep spotlight model which can highlight important events to help interpret the model’s predictions, which may include sequential events, using attention, LSTM with teacher enforcing.

Experiments were conducted on a real world dataset MIMIC-III\textsuperscript{13} and an evaluation was carried out based on performance metrics and a domain expert review.

2 Methods

This section describes the proposed framework in detail over two parts as illustrated in Fig. 1: a) EHR Data Transformation and b) the Deep Spotlight Model. The first part is an EHR data transformation module which transforms the heterogeneous raw data from an EHR dataset into image-like representations named pathway images $x$ with associated height and width denoted by $h \times w$, respectively. We also propose a Deep Spotlight Model, described in detail in section 2.2, which uses an attention mechanism that takes as input a pathway, $x$, to predict a sequence of targets (e.g., a sequence of conditions or diseases) $\hat{y} = \{\hat{y}_1, \hat{y}_2, ..., \hat{y}_L\}$, $\hat{y}_i \in \mathbb{R}^K$, where $K$ is the number of possible events to classify at $\hat{y}_i$ and $L$ is the maximum length of the sequence). The attention mask produced can highlight (‘spotlight’) the important events that significantly contribute to the model’s decision using an attention mechanism described in section 2.2.2. Each prediction $\hat{y}_i$ corresponds to specific highlighted events in the pathway, described in section 2.1.

The Pathway Composition module takes the heterogeneous EHR data to produce pathway images consisting of transformed EHR data in a 2-D image-like representation (defined in Section 2.1). The pathway image $x$ inputs to the Deep Spotlight model to predict a sequence of targets $\hat{y}$ that are pushed closer to the ground truth $y = \{y_1, y_2, ..., y_L\}$, $y_i \in \mathbb{R}^K$ (i.e. the labelled data used for training) by minimizing cross-entropy loss and its attention masks corresponding to each prediction $\hat{y}_i$. The model and approach are described in detail in the next sections.

2.1 Pathway Data Representation

Let $\mathbb{D}$ represent a data model consisting of medical codes, where the $i$-th entry has code $m_i \in \mathbb{M}$ where $1 \leq i \leq N$ in a total of $N$ possible codes. Codes may be extracted and mapped directly to terminologies such as ICD or LOINC and each code has an associated dimension, $h_1, ..., h_6$, of six pre-defined dimensions that group events of similar nature together (e.g. procedures, observations and medications) as shown in Figure 2.

A pathway describes a patient’s hospital admission as a series of events $E = (r, t, m, h)$ where:

- $r$ is the patient identifier.
- $t$ is the sequence in which events occurred, which can be calculated using the time in days since the day of primary diagnosis for an admission recorded for patient $r$. Events without an associated time have $t = 0$. 
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Figure 1: Overview of the framework and its two parts: a) EHR Data Transformation used to compose pathways and b) Deep Spotlight Model used to predicting a sequence of events \( y \) and highlight areas that explain predictions \( \hat{y}_i \).

Figure 2: 2D-image representation for a given pathway. The y-axis represents the pre-defined dimensions \( h \) and the x-axis the pathway events from which codes and values are used.

- \( m \in M \) is an event code, such as a specific ICD9, LOINC code, or other, as described in Figure 2.
- \( h \) is the dimension associated with medical code \( m \) as described in Figure 2.

Thus, a pathway for a patient \( r \) is defined as an ordered set of events \( P = \{E_1, E_2, ..., E_M\} \) where:

1. \( E_i \) is of the form \((r, t_i, m_i, h_i)\) for \( 1 \leq i \leq M \),
2. \( t_i \leq t_{i+1} \) for \( 1 \leq i \leq M \),
3. \( M \) is total number of events in a pathway.

Subsequently, a pathway \( x \) can be described as a 2-D image by arranging dimensions \( h \) across the y-axis and events \( E \) across the x-axis as illustrated in Figure 2. For each event in the pathway image \( x \), the code \( m_i \) may be concatenated, resulting in a single value equivalent to each pixel in an image. This representation enables a spatial correlation for feature extraction using two dimensional CNN techniques (e.g., medications and procedures in Fig. 2) and may provide better visualization in practice. The above pathway model is inspired by previous work and may be remodelled to, for example, include values associated with each event code \( m \).

2.2 Deep Spotlight Model

Deep Spotlight model is designed to predict a sequence of output events and to highlight input events which contribute to the prediction. We denote the three main modules: feature extractor \( f \), attention module \( s \) and long short-term...
Figure 3: Training process of proposed deep spotlight model consisting of encoder $f$, attention module $s$ and LSTM $g$ parameterized by $\alpha$, $\gamma$ and $\beta$ respectively. The prediction $\hat{y}$ is pushed close to ground truth $y$ by minimizing cross-entropy loss and current prediction $\hat{y}_i$ is also enforced during training process by label $y_{i-1}$ called teacher enforcing.14

<table>
<thead>
<tr>
<th>Input</th>
<th>: $x$ a single pathway image</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>: $\hat{y}$ probabilities of predicted conditions</td>
</tr>
<tr>
<td></td>
<td>$p$ attention masks of predicted conditions</td>
</tr>
</tbody>
</table>

```
Algorithm 1: Predicting process of a sequence of medical events $\hat{y}$ and attention masks $p$ corresponding to each $\hat{y}_i$ given an input pathway image $x$.
```

The memory module $g$ which are parameterized by $\alpha$, $\gamma$ and $\beta$ respectively. The feature extractor uses convolutional neural networks $f_\alpha$ (CNN) to extract features $a$ from input pathway image. The attention module $s_\gamma$ produces attention masks $p$ with values from $[0; 1]$ in order to highlight important events that significantly contributed to the predictions. This
is done by increasing the weights for important feature regions of $a$ and decreasing for unimportant ones. The LSTM module is used to generate the predicted sequence targets $\tilde{y}$ by taking the output of the attention module, as shown in Fig 3.

Note that we take the dimension (row) from the pathway image which contains a sequence of events that represents our training ground-truth $y$. Therefore, the input image size is $h - 1 \times w$. For example, in order to predict conditions, the condition dimension in Fig. 2 may be taken to become ground-truth $y$.

2.2.1 Feature extractor using dilated convolution ($f_\alpha$)

Vanilla convolutional layers\(^\text{15}\) do not perform well in capturing the global context from images because small blocks of pixels can only be influenced by their filter size\(^\text{16}\), especially in sparse signals; however, using larger filter sizes requires more learnable parameters which lead to computational expensive and the data hungry problem. Specifically, we observed that pathways extracted from MIMIC-III are highly sparse as empty elements can be $14 \times$ more frequent than encoded events. Therefore, to overcome these drawbacks our feature extractor $f_\alpha$ efficiently extracts features from the input pathway image using dilated convolution layers\(^\text{16}\). The motivation for feature extractor architecture is based on the fact that the dilated convolutions support exponentially expanding receptive fields, which is the implicit area captured on the input, while the number of parameters associated with the layer are identical. In simple intuition in Fig. 4, the dilated convolution layer is just a convolution layer applied to input with defined gaps. Moreover, various well-known deep learning architectures use batch normalization\(^\text{17}\) to tackle the internal covariate shift problem in deep neural networks, and ReLU\(^\text{18}\) to avoid the vanish gradient problem during training (e.g. ResNet\(^\text{19}\), DenseNet\(^\text{20}\)). Thus, our feature extractor consists of layers where each contains a dilated convolution layer, batch normalization and ReLU, as shown in Fig. 3. The output from the dilated convolution networks is a set of feature vectors $a$:

$$a = \{a_1, a_2, ..., a_H\}, a_i \in \mathbb{R}^F,$$

where $H = h' \times w'$ is the number of flatten output feature vectors from the last convolutional layer which corresponds to spatial locations $h - 1 \times w$ of the input pathway and $F$ is the number of convolutional filters at the last layer of $f_\alpha$. By using dilated CNN, we can leverage the pathway image representation by efficiently encoding spatial correlations to feature vectors $a$ which is the input to the attention module (see Section 2.2.2).

2.2.2 Attention mechanism ($s_\gamma$) to highlight events

In this paper, we use soft attention\(^\text{21}\) to produce attention mask $p$ in order to highlight important events in the pathway image that significantly contribute to the model’s prediction. The attention mechanism mimics human behavior when focusing on the most informative regions to make decisions. It can also be efficiently trained using popular gradient-based methods in current deep learning frameworks. Our attention module $s_\gamma$ leverages fully connected neural networks which take feature vectors $a$ and hidden state $h_{i-1}$ from the LSTM (defined in Section 2.2.3) as input in order to generate score$_i$ as in step $i$ in Eq. 2.
\[ \text{score}_i = s_i^i(a, h_{i-1}). \]  
\[ (2) \]

The attention mask \( p_i \), used for visualizing the highlighted areas in Fig. 1, is then calculated by passing \( \text{score}_i \) through the softmax function that produces attention weights from \([0;1]\), as shown in Eq. 3.

\[ p_i = \text{softmax}(\text{score}_i). \]  
\[ (3) \]

Finally, attention features \( \text{att}_i \) are computed using element-wise multiplication between \( a \) and \( p_i \) to select important (spotlighted) regions.

\[ \text{att}_i = a \odot p_i. \]  
\[ (4) \]

Attention mask \( p_i \) gives a score for each extracted feature vector \( a \) which corresponds to a location in the pathway image. The higher the value, the more important the events that contributed to the model’s prediction.

### 2.2.3 Long short-term memory network (\( g_\beta \)) for sequence prediction

An LSTM network is used in our framework to improve the performance of predicting sequences and has memory states, hidden state \( h_i \), and cell state \( c_i \) at step \( i \). Specifically, during training, the LSTM module takes the most informative extracted features (weighted attention features) \( \text{att}_i \) from the soft attention module’s output, previous state \((h_{i-1} \text{ and } c_{i-1})\) and previous ground-truth \( y_{i-1} \) to predict a target (e.g., a condition or disease) \( \hat{y}_i \) at step \( i \) and output information for next prediction \((h_i \text{ and } c_i)\). Moreover, using previous ground-truth as an input, we can improve the constrains of the LSTM with the teacher enforcing technique\(^{14} \), as shown in Fig. 3. The LSTM predicts elements one by one \( \hat{y}_i \) in \( \hat{y} \) at every step \( i \) until reaching terminate conditions. Note that we do not have previous ground-truth \( y_{i-1} \) during the prediction state; therefore, a new prediction \( \hat{y}_i \) is enforced by previous prediction \( \hat{y}_{i-1} \) that improves the predicted sequence’s accuracy, as shown in Alg. 1.

### 3 Results and Discussion

This section first describes the results of the transformations to compose pathway images using the MIMIC-III dataset. The performance results of the proposed Deep EHR Spotlight framework are described in section 3.2 and an evaluation with a domain expert is described in section 3.3.

#### 3.1 Creating Pathway Images from the MIMIC-III Dataset

Pathway images were produced using the MIMIC-III dataset and based on the definitions provided in 2.1. ICD9 codes were reclassified into a smaller number of disease groups of similar codes based on a re-classification system by Rassekh et al.\(^{22} \). Other approaches may be used to group ICD codes together for specific use cases, however, this was considered sufficient to train the models presented in this paper and to support building the proposed framework. Selecting a large enough amount of training data was also constrained on the length of the pathways (i.e. the x-axis where event codes are displayed). Overall 58,976 pathway images were produced across 102 different diagnosis groups and 56% of those had a length of 400 or under. The selection of diagnosis groups was based on balancing the most frequent conditions (diagnosis groups) with the lengths of the pathways in order to provide a large enough training set. Furthermore, the pathways selected also have a sequence of conditions \( y \) (based on the diagnosis codes groups) which include at most \( L = 2 \) conditions. Specifically, sequence \( y \) begins with one of the three selected main conditions \{Birth Outcome, Cerebrovascular Disease, Ischemic Heart Disease\}, and is followed by an optional second condition from the 99 remaining most frequent conditions. The second condition was also selected based on frequency, as shown in Table 1. A total of 11,400 pathway images (i.e. the first three rows in Table 1) were selected and split 80% for training and 20% for testing. The task undertaken to demonstrate the developed framework involves predicting a first main condition in a pathway followed by a second condition. For this reason the pathway image dimension \( h \) associated with conditions was removed from the training set.
### Table 1: Performance of the proposed framework (precision, recall and F1) for predicting a given condition or a sequence of two conditions. This table also shows the number of pathway images for each condition. The diagnoses codes used for each condition were selected based on an ICD9 re-classification system\textsuperscript{22}.

<table>
<thead>
<tr>
<th>Condition (Diagnosis Group)</th>
<th>Abbreviation</th>
<th>Pathways (N)</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Birth Outcome</td>
<td>BO</td>
<td>6675</td>
<td>0.999</td>
<td>0.996</td>
<td>0.997</td>
</tr>
<tr>
<td>Cerebrovascular Disease</td>
<td>Ce</td>
<td>1893</td>
<td>0.916</td>
<td>0.903</td>
<td>0.909</td>
</tr>
<tr>
<td>Ischemic Heart Disease</td>
<td>IH</td>
<td>2832</td>
<td>0.933</td>
<td>0.948</td>
<td>0.941</td>
</tr>
<tr>
<td>BO → Elective Surgery</td>
<td>BO-NH</td>
<td>616</td>
<td>0.623</td>
<td>0.494</td>
<td>0.551</td>
</tr>
<tr>
<td>BO → Perinatal Condition</td>
<td>BO-PC</td>
<td>3931</td>
<td>0.912</td>
<td>0.797</td>
<td>0.850</td>
</tr>
<tr>
<td>Ce → Arrhythmia</td>
<td>Ce-Ar</td>
<td>133</td>
<td>0.529</td>
<td>0.187</td>
<td>0.277</td>
</tr>
<tr>
<td>Ce → Neurological Disorder</td>
<td>Cr-Ne</td>
<td>310</td>
<td>0.914</td>
<td>0.348</td>
<td>0.504</td>
</tr>
<tr>
<td>IH → Cardiomyopathy &amp; HF</td>
<td>IH-Ca</td>
<td>450</td>
<td>0.463</td>
<td>0.221</td>
<td>0.299</td>
</tr>
<tr>
<td>IH → Hypertension</td>
<td>IH-Hy</td>
<td>321</td>
<td>0.583</td>
<td>0.219</td>
<td>0.318</td>
</tr>
</tbody>
</table>

### Table 2: Confusion matrix whose vertical axis shows ground-truth conditions and horizontal axis illustrates predicted conditions (%).

<table>
<thead>
<tr>
<th>Predicted Condition</th>
<th>BO</th>
<th>BO-NH</th>
<th>BO-PC</th>
<th>Ce</th>
<th>Ce-Ar</th>
<th>Cr-Ne</th>
<th>IH</th>
<th>IH-Ca</th>
<th>IH-Hy</th>
</tr>
</thead>
<tbody>
<tr>
<td>BO</td>
<td>99.86</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.13</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>BO-NH</td>
<td>0</td>
<td>62.32</td>
<td>26.08</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>BO-PC</td>
<td>0</td>
<td>4.58</td>
<td>91.06</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Ce</td>
<td>1.40</td>
<td>0</td>
<td>0</td>
<td>91.54</td>
<td>0</td>
<td>0</td>
<td>7.041</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Ce-Ar</td>
<td>0</td>
<td>0</td>
<td>5.88</td>
<td>52.94</td>
<td>5.88</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Ce-Ne</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5.714</td>
<td>91.42</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>IH</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6.68</td>
<td>0</td>
<td>0</td>
<td>93.31</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>IH-Ca</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4.87</td>
<td>46.341</td>
<td>14.63</td>
<td></td>
</tr>
<tr>
<td>IH-Hy</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>14.70</td>
<td>61.76</td>
<td></td>
</tr>
</tbody>
</table>

### 3.2 Performance Evaluation

The proposed framework was first evaluated by computing performance metrics: precision, recall and F1 score, as shown in Table 1. Whilst these metrics are computed by comparing predicted $\tilde{y}_0$ and labeled $y_0$, another metric (Intersection over union (IoU), described later) can be calculated to evaluate the predicted sequence $\tilde{y}$ against a ground-truth (labelled) sequence $y$. With respect to precision and recall, the proposed method achieved adequate scores (over 90% F1 scores) for predicting the main condition alone. However, due to the small amount of data and their heterogeneity, F1 scores for the sequence of two conditions were significantly lower. For example, as seen in Table 1, there are very few training samples for Cerebrovascular Disease → Arrhythmia (133 pathways, F1 27%) and Ischemic Heart Disease → Hypertension (312 pathways, F1 31%). It is expected that the proposed method may reach better performance scores for predicting sequences of conditions with sufficiently larger amounts of training data. For example, Birth Outcome → Perinatal Condition (3931 pathways) shows an F1 score of 85%. Moreover, a confusion matrix was calculated and is shown in Table 2. The proposed approach shows good performance on Birth Outcome, Cerebrovascular and Ischemic Heart Disease reaching precisions 99.86%, 91.54% and 93.31%, respectively. We also observed that the performance gradually drops for Ischemic Heart Disease → Cardiomyopathy and Ischemic Heart Disease → Hypertension due to a highly imbalanced dataset.

Intersection over union (IoU) is a metric for evaluating the differences between predicted sequence $\tilde{y}$ and ground-truth sequence $y$. IoU is measured by overlapping $\tilde{y}$ and $y$ as shown in Eq. 5

$$IoU = \frac{\tilde{y} \cap y}{\tilde{y} \cup y}, \quad (5)$$

where $IoU$ is equal to 1 if two sequences are perfectly matched. The calculated average $IoU$ metric across all pathways
Table 3: Evaluation of the top 20 events highlighted by the attention mask for each predicted condition where (·) shows the first predicted condition.

was 0.75, showing agreement between the predicted sequence against the ground-truth.

4 Domain Expert Evaluation

The framework was further evaluated with respect to the attention mask and whether it is highlighting important events across all pathways. While the attention mask $p_i$ values range between 0 and 1, a threshold was set at 0.9 to obtain the top 20 events highlighted by the mask in all pathways of the testing set. Several events may be highlighted in each pathway image, however, only those that contributed most significantly to the predicted condition $\tilde{y}_i$ were selected (i.e., corresponding to the locations of threshold=0.9 in $p_i$). With the help of a domain expert, the top 20 events were inspected and a determination was made on whether the event codes were: specifically related to the predicted condition(s), generally related (not necessarily specific to the predicted condition), or not related, as shown in Table 3. Despite this evaluation being carried out in a small sample of the highlighted events and by a single observer, it provides reassuring results that most events highlighted as important were indeed related to the predicted condition. One of the limiting factors in this evaluation is the absence of values for the event codes. For example, a large proportion of events highlighted are LOINC codes referring to blood tests and data about the results of the blood tests was not included in our experiments. As described in section 2.1, adding values to each event code is possible, however, that would introduce additional sparseness and more training data would be required to test the developed framework. Figure 5 shows an example of a pathway image and the prediction results provided by the proposed framework as highlighted areas. Pathway image A) in Fig. 5 shows the highlighted areas that are most predictive of Cerebrovascular alone, and pathway image B) shows highlighted areas predicting Cerebrovascular $\rightarrow$ Neurological Disorder for the same pathway. Fig. 5 also shows the pathway image when zoom is applied. A selected segment of the highlighted area was further expanded into text for readability and shows an example of the event codes.
5 Conclusion

This paper proposes a new framework for predicting and highlighting important clinical events from electronic health records (EHRs). In particular, this paper proposes to transform EHR data into pathways and 2D pathway images, which can then be used with two dimensional CNN techniques to support visual interpretation. The proposed Deep EHR Spotlight framework can highlight regions in pathway images which are particularly important for the predictions. In this paper we used the MIMIC-III dataset, which produced highly sparse pathway images. The performance results were adequate (i.e. F1 scores > 90% ) when a larger number of training data was available. The top events appearing in highlighted masks were also evaluated by a domain expert and found to be mostly related and specific to the predicted conditions. These are reassuring results that demonstrate the value in the proposed approach. However, further work is needed to substantiate these results, improve the methods for a specific use case and compare with other techniques and approaches. As future work we are planning to test the proposed framework on significantly larger datasets as well as remodeling the pathway images and their dimensions for more specific clinical use cases. This will allow predicting individual conditions and taking into account events with associated codes (e.g. haemoglobin test) and respective values (e.g. 20 g/dL). Further work is also needed to continue to evaluate the events highlighted by the attention mask for different thresholds.
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Abstract

The best evidence concerning comparative treatment effectiveness comes from clinical trials, the results of which are reported in unstructured articles. Medical experts must manually extract information from articles to inform decision-making, which is time-consuming and expensive. Here we consider the end-to-end task of both (a) extracting treatments and outcomes from full-text articles describing clinical trials (entity identification) and, (b) inferring the reported results for the former with respect to the latter (relation extraction). We introduce new data for this task, and evaluate models that have recently achieved state-of-the-art results on similar tasks in Natural Language Processing. We then propose a new method motivated by how trial results are typically presented that outperforms these purely data-driven baselines. Finally, we run a fielded evaluation of the model with a non-profit seeking to identify existing drugs that might be re-purposed for cancer, showing the potential utility of end-to-end evidence extraction systems.

1 Introduction

Currently, Randomized Controlled Trials (RCTs) pertaining to specific clinical questions are manually identified and synthesized in systematic reviews that in turn inform guidelines, health policies, and medical decision-making. Such reviews are critically important, but onerous to produce. Moreover, reliance on these manually compiled syntheses means that even when a systematic review relevant to a particular clinical question or topic exists, it is likely that new evidence will have been published since its compilation, rendering it out of date. Language technologies that make the primary literature more actionable by surfacing relevant evidence could expedite evidence synthesis and enable health practitioners to inform care using the totality of the available evidence.

Results from individual trials are disseminated as generally unstructured text but will contain descriptions of key components: The enrolled Population (e.g., diabetics), the Intervention (e.g., beta blockers), the Comparator treatment (e.g., placebos), and finally the Outcomes measured. Collectively, these are known as the PICO elements. The key findings in an RCT relate these elements by reporting whether a specific intervention yielded a significant difference with respect to an outcome of interest, as compared to a given comparator. These results — reported results for ICO triplets — are what we aim to extract from trial reports.

Prior work has considered the task of automatically extracting snippets describing PICO elements from articles describing RCTs. Other efforts have focused on identifying and analyzing scientific claims. More directly of relevance, prior efforts have also considered the inference problem of extracting the reported finding in an article for a given ICO triplet.

Extracting a semantically meaningful structured representation of the evidence presented in journal articles describing results of RCTs is a critical task for enabling a wide range of interactions with the medical literature. Patients may, e.g., want to know which side effects are associated with a particular medication; clinicians may wish to know which health outcomes are likely to be affected by a given treatment; and policy makers need to know which healthcare strategies are most efficacious for a particular disease. However, a usable, end-to-end system must both identify ICO elements within a trial report and infer the findings concerning these: This is the challenge we address in this work.

We design, train, and evaluate systems that extract ICO triplets (specifying which interventions were assessed, and with respect to which comparators and outcomes), and infer the corresponding reported findings (Figure \(^1\)), directly from the abstract text. This poses difficult technical challenges — e.g., grouping mentions of the same underlying intervention — that we aim to address. While methods and systems that address the sub-components of this task have been previously proposed, as far as we are aware this is the first attempt to design a system for the end-to-end evidence extraction task, including ICO identification and inference.
Patients were randomized to receive either aspirin, acetaminophen, or a placebo …

Aspirin vs acetaminophen: A trial

Those in the aspirin group experienced reduced duration of headache compared to those in the placebo arm (p < 0.05), but no difference compared to the acetaminophen group.

Figure 1: We propose models to extract key clinical entities (interventions, comparators, and outcomes) from reports of randomized controlled trials (RCTs) as well as the reported findings concerning these. Prior work has considered these tasks only in isolation.

Our contributions in this work are as follows.

- We introduce the challenging task of clinical evidence extraction, and we provide a distantly supervised training dataset along with a new directly supervised test set for the task.

- We propose a novel approach informed by language use, and compare it against current state-of-the-art joint end-to-end NLP models such as DyGIE++.

- We evaluate these models both quantitatively and qualitatively. We ablate components and modes of supervision. And we find that while F-scores across models considered appear low in absolute terms (which is unsurprising given the difficulty of the task), domain experts nonetheless find model outputs for an example application — identifying candidate drugs that might be repurposed for cancer — useful.

1.1 End-to-End Evidence Extraction

The two core subtasks inherent to evidence extraction are identifying ICO elements and inferring reported relationships between them. These tasks may be viewed as instances of Named Entity Recognition (NER) and relation extraction (RE), respectively. These general tasks have been extensively studied in the prior work that we build upon here. Traditional approaches to relation extraction use a pipeline approach that entails first extracting relevant entity mentions, and then passing them forward to a relation extraction module. Recent work has proposed performing joint extraction of entities and relations, allowing information to be shared between these related tasks.

When performed jointly with NER, relation extraction is typically treated as a sentence-level task in which interactions are only evaluated between entity mentions that co-occur within a limited range. This limitation is crippling in the abstracts of RCT articles; conclusion sentences conveying the relation of interest only explicitly mention the primary intervention 28% of the time, often using an indirect coreferent expression such as “The propofol consumption was similar in the four groups”, or omitting it entirely as in: “There was no difference in the use of inotropes, vasoconstrictors or vasodilators.”

Further, the directionality of reported results (i.e., whether the intervention significantly increased, significantly decreased, or induced no significant difference relative to the comparator, with respect to an outcome) are conventionally reported with respect to an implicit primary intervention. In a statement such as “The consumption of both propofol and sevoflurane significantly decreased”, the provided evidence for a relation requires knowing which trial arm is the

\[1\] Most trials investigate a particular, often new, intervention of interest and compare this against a placebo or existing standard of care; this is reflected in the framing of the trial. We refer to this intervention as the ‘primary’ intervention, for want of a better term.
primary intervention, and which the comparator. This information, especially at the abstract level, is typically available only at the beginning of the text. To extract these relations, we must therefore draw upon context derived from the entire document.

Recent work on document-level relation extraction has shown promising results\textsuperscript{11}, but work on medical texts so far has been limited in scope to subareas with comparatively standardized entities (e.g., chemicals or genes) that can be reliably identified and linked to a structured vocabulary via synonym matching\textsuperscript{15}. By contrast, the space of medical interventions is vast, ranging from pharmacological treatments to prescribed animal companions.

We operationally define clinical entities as concepts describing: trial participants (and their conditions); treatments (interventions) that participants were randomized to receive, and; outcomes measured (including measurement scales) to determine treatment efficacy. These clinical entities collectively describe the key characteristics of trials and provide the context for interpretation of the reported statistical results. In evidence extraction we aim to identify \(N\)-ary relations that capture interactions between treatments and outcomes (Figure 1).

We say that (intervention, comparator, outcome) triplets exhibit a relation if there is a reported measurement for the outcome with respect to the intervention and comparator. We derive candidate relation labels from the Evidence Inference corpus\textsuperscript{16}: The relative effect of the intervention can be increased, decreased, or not statistically different. We also consider a relaxed version of this task that considers only binary relations between (interventions and outcomes). This simplification (in which the comparator is implicit) permits direct comparison to existing models that only consider binary relations. One may interpret this as asking “what is the comparative effect of this intervention with respect to this outcome, as compared to whatever was used as the baseline”.

Each entity is grounded to the abstract as a list of mentions. Although entity-focused tasks in related domains often link entities to structured vocabularies such as the Unified Medical Language System (UMLS), such a mapping is difficult in the highly variable setting of general clinical interventions and outcomes. Outcomes in particular are often complex combinations of several concepts, such as “Duration of pain after opening the tourniquet.” For this reason we eschew explicit entity linking for evaluation, and instead say that a predicted relation between extracted mentions constitutes a prediction for the corresponding entities.

To evaluate systems that attempt to perform this task, abstracts must be annotated with: All unique intervention and outcome entities; Mentions (spans) corresponding to each of these, and; The directionality of reported findings for reported comparisons. Independent corpora exist for extracting intervention and outcome spans\textsuperscript{6} and for identifying reported findings concerning these clinical entities\textsuperscript{19}. However, EBM-NLP does not include groupings of mentions into unique entities, and documents in the Evidence Inference assume ICO entities are given as a “prompt”, and these only sometimes are taken verbatim from the corresponding article. Furthermore, the Evidence Inference corpus only contains annotations for some of the evaluations for which results were reported, i.e., these are non-exhaustive\textsuperscript{6}.

Because we do not have direct supervision for this task, we relied on distant supervision\textsuperscript{17}, i.e., noisy automatically derived ‘labels’. We derived this from existing corpora. Specifically, we used the EBM-NLP corpus to train a model that we then use to identify (all) entity mentions in the Evidence Inference dataset. For development and testing data, we collected new exhaustive annotations from domain experts (medical doctors) on 60 and 100 abstracts, respectively\textsuperscript{3}.

2 Methods

2.1 Data

As mentioned above, corpora exist for the constituent tasks of extracting interventions and outcomes\textsuperscript{6} and for inferring results for a given intervention and outcome\textsuperscript{19}, but not for the proposed end-to-end task. We therefore use existing datasets and heuristics to derive a relatively large, distantly supervised training set (Section 2.1.1). We additionally collect relatively small development and train sets explicitly annotated by domain experts (Section 2.1.2). We will make all data available upon publication

\footnote{Evidence Inference includes annotations over full-texts, but here we work with an abstract-only subset of this data.}
\footnote{We will publicly release this data alongside publication.}
\footnote{This is expensive, as we acquire exhaustive annotations from individuals with medical degrees.}
Table 1: Total count (and average per-document) for data types in the distantly supervised train set and expert-labeled dev and test sets.

<table>
<thead>
<tr>
<th></th>
<th>Train</th>
<th>Dev</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abstracts</td>
<td>1,772</td>
<td>60</td>
<td>100</td>
</tr>
<tr>
<td>Relations</td>
<td>4,565</td>
<td>200</td>
<td>289</td>
</tr>
<tr>
<td>Entities</td>
<td>12,556</td>
<td>531</td>
<td>808</td>
</tr>
<tr>
<td>Mentions</td>
<td>29,908</td>
<td>1,163</td>
<td>1,788</td>
</tr>
</tbody>
</table>

Distant Supervision

Documents in the Evidence Inference corpus include triplets comprising: (i) Text describing an intervention; (ii) Text describing a comparator; and (iii) Text describing an outcome. For each such “ICO” triplet, a label that indicates the directionality of the reported result is provided, along with a rationale span extracted from the source text that provides evidence for this conclusion. For instance, in the illustrative example depicted in Figure 1, the label for (aspirin, placebo, duration of headache) would be decreased and the supporting rationale for this would be the snippet “Those in the aspirin group experienced reduced duration of headache compared to those in the placebo arm (p<0.05)”.

To identify mentions of the entities, we follow Nye et al. in training a BiLSTM-CRF sequence tagging model on the EBM-NLP data. To encode tokens for the NER model we use SciBERT, which is currently state-of-the-art for this task. Predicted mentions are then assigned to the provided entity that has the highest cosine similarity with respect to the embeddings induced by SciBERT. Any mention that exceeds a maximum distance threshold is assigned to a new entity that does not instantiate any relations. We tune this distance threshold over the development set.

Evaluation Data

To accurately evaluate performance for this task we collected exhaustive manual annotations over 160 abstracts. For this we hired personnel with medical degrees via Upwork. Annotation was completed in two phases. The first step entailed identifying the relations; for this we followed, except that we requested annotators exhaustively identify all relations reported in abstracts (rather than only a subset of them in full-texts).

In the second step annotators marked all intervention and outcome mentions in the abstract, and then grouped these into distinct entities. Annotators were instructed to only highlight explicit mentions and to ignore coreferent spans that lacked meaning without the head mention (e.g., “Group 1”). Mentions were grouped only when directly interchangeable in the context of the RCT.

We hired and trained five expert annotators to perform the second phase, but we only retain annotations from the two most reliable annotators due to the difficulty of the task. On a multiply-annotated subset of the development set, inter-annotator agreement for identifying and grouping mentions were calculated using $B^3$, $MUC$, $CEAF_e$. Overall scores were 0.40, 0.46, and 0.42 respectively. Each abstract took between 6 and 37 minutes (average 17) to annotate, depending on complexity. The total cost to annotate 160 documents exhaustively was ∼$600.

Across the expert-labeled data the average trial contains 2.62 different treatment arms, necessitating identification of intervention and comparator entities for each evidence claim rather than at the document level. An additional complication is that sentences presenting a result only make explicit mention of the relevant intervention and comparator arms 37% of the time, instead using coreferent mentions (e.g. “Headaches were reduced in the treatment group”) 40% of the time, or implicit mentions (e.g. “Overall prevalence of adverse effects was decreased”) 31% of the time.

2.2 Modeling

We now describe the models we evaluate for the proposed task: Existing, transformer-based systems that perform extraction and relation extraction jointly and a new approach that we propose informed by how trials tend to report results.

http://www.upwork.com
Figure 2: In our proposed Extract, Link, Infer (ELI) method, we first Extract all snippets describing treatments and outcomes, and evidence-bearing sentences. Outcome snippets found within an evidence sentence are then Linked to the most probable abstract-level intervention. The direction of the finding for the selected (intervention, outcome) pair is then Inferred from the evidence-bearing context in which the outcome appeared.

Joint Models

Models that perform entity recognition, coreference resolution, and relation extraction jointly may benefit from sharing information across tasks. Such models have recently achieved state-of-the-art performance on benchmark tasks, but they can be tricky to train, and it is difficult to incorporate prior knowledge for specific domains into such data-driven models. For the present task we evaluate two recently proposed models that most closely match our task setting.

The first candidate we consider reports the best known results on the Biocreative V CDR dataset\cite{19}, for which the task is to identify relations between chemicals and diseases in scientific abstracts. The Bi-affine Relation Attention Network (BRAN) proposed by\cite{15} jointly learns to predict entity types and relations across full abstracts, as well as aggregating across the mentions of each entity. This model relies on existing NER labels which are easily obtained for chemicals and diseases, but more challenging in the broader domain of our task.

We also compare to DyGIE++, which recently achieved top results on several scientific extraction datasets, including SciERC, GENIA, and ACE05\cite{11,20}. This model performs joint NER, coreference, and relation extraction, but does so at the sentence level by iterating over all possible mention pairs. This strategy does not readily scale up to processing full abstracts due to the significant increase in the number of mentions. In light of training and data constraints, we disable the coreference module and additional propagation layers in DyGIE++.

Our Approach: Extract, Link, Infer

Motivated by observations concerning how results tend to be described in trial reports, we propose a new approach that works by first independently identifying (i) spans describing interventions and (ii) snippets that report key results (i.e., report the observed comparative effectiveness between two or more treatments, with respect to any outcome). Trial reports may present findings for multiple intervention comparisons, with respect to potentially many outcomes. In a second step we therefore link the identified evidence-bearing snippet to the extracted outcome and intervention to which it most likely pertains. This Extract, Link, Infer (ELI) approach (Figure 2) therefore effectively works backwards, first identifying evidence statements and then working to identify the clinical entities that participate in these reported findings.

As an illustrative example, consider Figure 3. The main findings are reported in the underlined snippet: “erythromycin had little impact on reducing low birth weight (8% vs. 11%, P = 0.4) or preterm delivery (13% vs. 15%, P = 0.7).” There are two outcomes here: “low birth weight” and “preterm delivery”. We need to link these findings to the primary intervention that they concern. The two interventions discussed in this abstract are: “erythromycin 333 mg
Objective: The purpose of this study was to determine if treatment of pregnant women with Chlamydia trachomatis infection would lower the incidence of preterm delivery and/or low birth weight.

Methods: Pregnant women between the 23rd and 29th weeks of gestation were randomized in double-blind fashion to receive either erythromycin 333 mg three times daily or an identical placebo. The trial continued until the end of the 35th week of gestation.

Results: When the results were examined without regard to study site, erythromycin had little impact on reducing low birth weight (8% vs. 11%, $P = 0.4$) or preterm delivery (13% vs. 15%, $P = 0.7$). At the sites with high persistence of C. trachomatis in the placebo-treated women, low birth weight infants occurred in 9 (8%) of 114 erythromycin-treated and 18 (17%) of 105 placebo-treated women ($P = 0.04$) and delivery <37 weeks occurred in 15 (13%) of 115 erythromycin-treated and 18 (17%) of 105 placebo-treated women ($P = 0.4$).

Double-Blind Placebo-Controlled Treatment Trial of Chlamydia Trachomatis Endocervical Infections in Pregnant Women

Objective: The purpose of this study was to determine if treatment of pregnant women with Chlamydia trachomatis infection would lower the incidence of preterm delivery and/or low birth weight.

Methods: Pregnant women between the 23rd and 29th weeks of gestation were randomized in double-blind fashion to receive either erythromycin 333 mg three times daily or an identical placebo. The trial continued until the end of the 35th week of gestation.

Results: When the results were examined without regard to study site, erythromycin had little impact on reducing low birth weight (8% vs. 11%, $P = 0.4$) or preterm delivery (13% vs. 15%, $P = 0.7$). At the sites with high persistence of C. trachomatis in the placebo-treated women, low birth weight infants occurred in 9 (8%) of 114 erythromycin-treated and 18 (17%) of 105 placebo-treated women ($P = 0.04$) and delivery <37 weeks occurred in 15 (13%) of 115 erythromycin-treated and 18 (17%) of 105 placebo-treated women ($P = 0.4$).

Figure 3: An example abstract. Intervention snippets are highlighted in purple, outcomes in orange. The main evidence-bearing snippet is underlined.

three times daily” and “identical placebo”; the former is the treatment of interest. Finally, we can infer the direction of the reported finding for the primary treatment for extracted outcomes: erythromycin yielded no significant difference in both outcomes, versus placebo.

Following this illustration, in ELI we decompose evidence extraction into independent components that operate in two phases over inputs. Using independent components brings drawbacks: We cannot borrow strength across tasks, and errors will cascade through the system. But it also allows us to explicitly capitalize on domain knowledge about how results are reported in such texts — as in the preceding example — in order to simplify training and render the task more tractable. Note that in purely data-driven systems such as BRAN and DyGIE++, there is no natural means to operationalize the intuitive strategy just outlined.

The initial stage of the ELI pipeline comprises two independent tasks. First, all mentions of interventions and outcomes are extracted using the sequence tagging model described in Section 2.1. Second, all sentences are classified as containing evidence-bearing snippets (or not). For this sentence classification model, we add a linear layer on top of SciBERT representations.

We construct training data for this using evidence spans from the Evidence Inference corpus. We take as positive sentences any that overlap any annotated evidence spans; for negative samples we use sentences of similar length from the same document. This model realizes 0.97 recall and 0.53 precision on the Evidence Inference test set.

These extracted spans are passed forward to a second stage, in which a model attempts to determine which clinical entities are referred to in a particular evidence span. We obviate the need for an explicit model to link outcomes to evidence spans by observing that reported conclusions almost always contain an explicit mention of the relevant outcomes within the same sentence as the stated result. Therefore, we only consider outcome mentions that occur inside one of the extracted evidence spans. In the development set, 87% of outcome entities are directly mentioned in an evidence statement.

We train a second sentence pair classification model that takes as input an extracted intervention span and an evidence sentence, and predicts if the given intervention is the primary treatment, the comparator, or is unrelated to the given evidence span. We train this model with the (intervention, comparator, evidence span) triplets provided in the Evidence Inference corpus, augmented with synthesized negatives selected to mimic the failure modes of the NER tagger — extraneous interventions from within the same document, compound phrases involving multiple interventions, and random spans from other locations in the document. This model is then used at test time to select the most probable intervention mention for a given evidence sentence, producing a pair of interacting intervention and outcome mentions linked to the corresponding evidence sentence.

Finally, a linear classification layer is fine-tuned on top of SciBERT that takes the assembled relation candidate and pre-

---

6The modest precision may reflect the fact that evidence snippets are not exhaustively labeled in the dataset.
Table 2: System performances on the intermediate entity extraction and the end-to-end inference tasks.

<table>
<thead>
<tr>
<th>Entity Extraction</th>
<th>P</th>
<th>R</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>DyGIE++</td>
<td>0.45</td>
<td>0.47</td>
<td>0.46</td>
</tr>
<tr>
<td>ELI</td>
<td>0.46</td>
<td>0.69</td>
<td>0.55</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Relation Inference</th>
<th>P</th>
<th>R</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>BRAN</td>
<td>0.05</td>
<td>0.41</td>
<td>0.08</td>
</tr>
<tr>
<td>DyGIE++</td>
<td>0.24</td>
<td>0.13</td>
<td>0.17</td>
</tr>
<tr>
<td>ELI</td>
<td>0.33</td>
<td>0.31</td>
<td>0.32</td>
</tr>
</tbody>
</table>

dicts the directionality of the finding with respect to the given intervention and outcome. As reported in prior work if ground truth evidence spans are given, predicting the direction of the findings reported in these is comparatively easy: Models achieve an F1 score of 0.80 on this three-way classification task.

2.3 Experimental Details

All of our components operate over representations yielded from BERT, specifically the pretrained SciBERT instance. We use the Adam optimizer, with learning rate $1 \times 10^{-3}$.

For DyGIE++, we use the default configuration, except: We increase the loss weight for relations from 1 to 10, we disable the coreference module, and we disable relation propagation. DyGIE++ fine-tunes BERT parameters, using the BertAdam optimizer. We truncate inputs to 300 tokens (roughly the mean input length), discarding mentions beyond this.

3 Results

We present quantitative results for the proposed end-to-end task in Section 3.1, comparing ELI to modern transformer-based joint models that represent the SOTA for similar tasks. We then ablate the components of ELI in Section 3.2 to characterize where the system does well and where it fails, highlighting directions for improvement.

All systems we evaluate perform relatively poorly in absolute terms on this challenging task. To better characterize system performance, we therefore enlist domain experts from a non-profit organization to qualitatively assess the accuracy and potential utility of model outputs.

3.1 Main Task Results

We report results for both the intermediate aim of entity extraction and the final task of inferring relations between entities in Table 2. As expected, the task of mapping raw inputs to structured results relating clinical entities is quite challenging, yielding low absolute numbers for current state-of-the-art joint models. While DyGIE++ achieves moderate success (0.46 F1) with respect to identifying mentions of the relevant clinical entities, performance with respect to the final task of identifying the relations between them leaves much to be desired.

Our proposed method, ELI, fares considerably better than DyGIE++, with relative F1 increases of 20% and 88% for entity extraction and relation inference respectively. That said, in absolute terms the performance of ELI is also low (0.32 F1), highlighting the challenging nature of the task. However, we note that we note that even while performance seems poor here in absolute terms with respect to F1, our evaluation in which domain experts directly assess model outputs (Section 3.3) suggests that the ELI system is already practically useful for downstream applications.

One of the primary potential drawbacks of employing a series of independent models is that errors made in an early stage will propagate through the system, resulting in lower quality inputs and higher error rates for the subsequent models. In the next Section we ablate components of ELI to highlight potential means of improving this performance.

3.2 Ablations and Analysis

To investigate the sources of error that accumulate over the course of the ELI modeling pipeline, we evaluate each component model individually.

The extraction phase, which consumes raw unlabeled documents, produces per-token labels for intervention and outcome mentions. We achieve 0.55 F1 (0.69 recall) at the token level. However, a system does not need to extract every
mention of an entity in order to arrive at the correct conclusions. As long as at least one of an entity’s mentions are correctly extracted, it is still a candidate for participating in different relations. We therefore evaluate clinical extraction at the entity level as well, where an entity is marked as extracted as long as we identify at least one of its mentions. While this is more permissive from a recall perspective, we treat any extracted span that is not a mention of a ground-truth entity as a false positive. This produces a pessimistic view of the true precision, since the metric penalizes repeated extraction of spans that represent a single false entity. At the entity level we improve extraction scores to 0.69 F1, and more importantly recall increases to 0.85.

Extraction of evidence sentences is very high recall (0.98) with middling precision, and we rely on the linking phase to correctly reject evidence sentences that do not contain conclusive statements about specific outcomes.

We next isolate the performance of the linking phase by providing ground-truth evidence sentences and entity mentions as inputs. The model ranks all intervention and comparator entities, linking the most probable for each evidence sentence. We observe that 78% of outcome entities are contained within an evidence sentence (and therefore automatically linked), and the model reaches 75% and 70% accuracy for selecting the correct intervention and comparator, respectively.

The inference model is then given all ground-truth outcome spans and their corresponding evidence sentences. Instances for which no significant difference is reported are easy to classify (0.93 F1), while significant changes are more difficult (0.71 F1). The majority of mistakes come from mislabeling decreases as increases; in many cases this error is caused by cases in which a decrease in an undesirable outcome is reported positively (e.g. “adverse effects were improved in the treatment group”).

3.3 Application Example: Helping RebootRX Find (Potential) Cancer Treatments

To assess the practical utility of the presented task and systems, a domain expert at rebootrx.org, a non-profit organization that seeks to identify previously studied drugs from the literature that might be repurposed to treat cancer, evaluated outputs from the pipeline system on 20 abstracts from RCTs investigating cancer treatments.

The clinical entities in this sub-domain are particularly challenging to extract and differentiate: Interventions typically consist of compound treatments with complicated dosage schedules, and similar outcomes are often measured repeatedly at different times. RebootRX seeks to identify all RCTs in which specific interventions were used to evaluate outcomes of interest; this is an information retrieval problem that maps directly on to our proposed task of evidence extraction.

The domain expert was asked to assess the per-document recall and precision of the extracted relations on a five point Likert scale, and to note which aspects of erroneous predictions were incorrect. Overall, the annotator scored the ELI system at 80.0% recall and 63.8% precision. They noted that a mistake in predicting the directionality of the results accounted for 47.6% of the extraction errors. Therefore, despite the ostensibly low absolute scores on the strict evaluation performed above using our test set, these results indicate that even current models for the proposed task are useful in a meaningful, real-world setting.

4 Discussion

Automating structured evidence extraction has the potential to provide better access to emerging clinical evidence. In the immediate future, this may reduce the manual effort needed to produce and maintain systematic reviews. Thinking longer term, if we can improve the accuracy of such end-to-end systems we may be able to eventually realize living information systems, where health professionals could draw upon real-time assessments of the evidence to inform...
their decision-making.

Realizing this potential will require improving methods for automated evidence extraction, which in turn necessitates addressing NLP challenges relating to joint extraction and grouping of heterogeneous treatment and outcome mentions from relatively lengthy inputs, and inference concerning the reported relations between these. This domain and setting poses several interesting obstacles such as frequent use of coreference and implied mentions, and relations requiring document-level context.

A system for extracting rich, structured data from a completely unlabeled document has many opportunities to make mistakes, and this composition of complex tasks provides significant challenges for current state of the art systems. Our proposed model achieves strong results on each component task, and even so overall performance leaves room for improvement. Our hope is that this difficult, important task motivates innovations to meet these challenges.

One avenue of future research that this motivates is how one might integrate intuitions about language use in particular tasks into end-to-end, joint systems. Other promising leads include extending ELI to incorporate distantly supervised labels, as well as refinement of the supervision strategy.

5 Conclusion

We have proposed the end-to-end task of automatically extracting structured evidence — interventions, outcomes, and comparative results — from trial reports. This differs from prior work which has considered the tasks of data extraction and inferring results separately.

We introduced new data for this task (which we will make publicly available), including a large distantly supervised train set and expert annotated development and test sets. The latter feature exhaustive annotations, inclusive of all ICO triplets for which results have been reported in the corresponding abstract. Using this data, we evaluated state-of-the-art joint NLP models for this challenging task and proposed a new modular method — Extract, Link, Infer (ELI) — motivated by observations about how authors convey findings in trial reports. This model yielded superior performance on the task, presumably due to its implicit incorporation of domain knowledge concerning how trial reports are structured.

We performed a fielded evaluation in collaboration with a non-profit (RebootRX) that is interested in identifying results from previously conducted studies on drugs that might be used to treat cancer. This small study suggested that despite low absolute performance metrics, the proposed model can be useful in practice.
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Abstract

Improving quality of care in diabetes requires a good understanding of variations in diabetes outcomes and related interventions. However, little is known about the impact of diabetes interventions on outcome measures at the subpopulation-level. In this study, we developed methods that combine causal inference techniques with subset scanning techniques to study the heterogeneous effects of treatments on binary health outcomes. We analyzed a diabetes dataset consisting of 70,000 initial inpatient encounters to investigate the anomalous patterns associated with the impact of 4 anti-diabetic medication classes on 30-day readmission in diabetes. We discovered anomalous subpopulations where the likelihood of readmission was up to 1.8 times higher than that of the overall population suggesting subpopulation-level heterogeneity. Identifying such subpopulations may lead to a better understanding of the heterogeneous effects of treatments and improve targeted intervention planning.

Introduction

Thirty-day hospital readmission is an important outcome measure for assessing the quality of care given to diabetes patients. Reducing readmission rates among diabetes patients could improve care and reduce care-related costs. However, although diabetes patients have an increased risk of readmission, little research has been done on this subject. Some of the key barriers to understanding the risk factors of readmissions in diabetes are complicated by the natural variations in diabetes outcomes and related interventions. For example, care providers may use different treatments for their patients, and patients may respond differently to the same treatments. To improve the quality of care in diabetes care, there is a need for robust approaches for investigating variations at the subpopulation level. This is particularly useful since methods that analyze individual patients may fail to identify subtle patterns that are discernible when groups of patients are considered collectively, while methods that generate aggregate statistics for entire populations may fail to detect small-scale patterns.

Traditional approaches to investigating subpopulation-level heterogeneity have relied on manual stratification of covariate profiles. For example, an outcome such as mortality can be stratified by age, gender, and ethnicity to identify high-risk subpopulations. However, this is limited to analyzing only a few features beyond which it becomes computationally infeasible. Furthermore, these approaches lack a data-driven knowledge discovery aspect as investigators must suggest a priori which features they would like to stratify across, and may also inadvertently lead to data manipulation as investigators attempt to produce desired p-values (‘p-hacking’). Machine learning approaches have also been used to investigate heterogeneity. Techniques such as LASSO regression can be used to select important covariates, while decision tree regression can be used to recursively partition data. However, these approaches are either subject to several modeling assumptions and limitations or lack adequate interpretability. Fortunately, recent advancements in the anomalous pattern detection literature enable the scalable and unsupervised discovery of specific subpopulations (subsets) that are anomalous. These subset scanning methods focus on identifying anomalous subsets of records in a multidimensional array that differ from expected behavior. Herein, anomalousness is quantified using a scoring function that is typically a log-likelihood ratio statistic. The scoring function is maximized over the exponentially-many combinations of feature values to identify the subset with the highest score. This function must satisfy the linear time subset scanning (LTSS) property so that the search can be done in linear rather than exponential time.

Some of the key subset scanning techniques include Bias-Scan, treatment effect subset scanning (TESS), and anomalous patterns of care (APC) Scan. Bias-Scan focuses on the discovery of the subpopulation with the most divergence between the true outcomes and the predicted probabilities of a binary classifier. TESS discovers heterogeneous treatment effects by identifying the subpopulation in a randomized controlled trial that is most significantly impacted by the studied treatment. APC Scan extends TESS to enable anomalous pattern detection in observation data by incorporating multiple treatments and propensity score weighting to account for observable differences between treated
and untreated patients. While these techniques can be applied in health and research informatics domains, certain limitations have to be addressed to improve their utility. For example, Bias-Scan is primarily used for the assessment of bias in predictive binary classifiers and although it analyzes binary outcomes, it has not been adopted for use in the assessment of heterogeneous effects of treatments. On the other hand, TESS and APC Scan are primarily designed for scalar outcomes and are currently limited to the discovery of heterogeneous effects of single interventions in randomized controlled trials (i.e., TESS) or multiple interventions with the assumption of temporal independence between the interventions (i.e., APC).

The overarching goal of our research is to extend and generalize the application of anomalous pattern detection techniques from subset scanning literature to enable the efficient discovery of anomalous patterns in large-scale observational health data such as electronic health records. The objectives of this study were threefold. First, we proposed an approach for selecting the least biased propensity score (PS) model among multiple PS models to overcome treatment selection bias in observational studies. Second, we developed algorithms combining causal inference and anomalous pattern detection techniques to discover the heterogeneous effects of interventions on binary outcomes. Third, we demonstrated the application of the developed techniques to discover anomalous patterns associated with the impact of diabetes medications on 30-day hospital readmission in diabetes care.

Methods

Propensity score based bias smoothing

Causal inference and anomalous pattern detection on observational studies require smoothing of the treatment assignment bias that accounts for observable differences (bias) between treated and untreated groups. Propensity score models, which are often used for such tasks, model the probability of receiving a treatment \( p_s \) conditioned on observed baseline covariates, i.e., \( p_s(X) = p(Z = 1 | X) \), where \( X \) is a set of covariates for a given sample, and \( Z \) is a particular treatment assigned.

Once the propensity score for each sample in a study is computed, several propensity-based smoothing techniques could be applied. These include the following: (a) Inverse Propensity of Treatment Weighting (IPTW) that uses weights based on propensity scores to generate synthetic samples such that the distribution of covariates is independent of the treatment; (b) Propensity Score Matching that matched sets of treated and untreated subjects who share a similar value of the propensity score; (c) Stratification on the Propensity Score that stratifies subjects into mutually exclusive subsets (e.g. quintiles) based on their propensity scores; and (d) Covariate Adjustment Using the Propensity Score in which the outcome variable is regressed on an indicator variable denoting treatment status and the propensity score.

Among these approaches, we selected IPTW due to its effectiveness compared to the others as it does not require matching or stratification that might result in discarding unmatched samples or suboptimal stratification. IPTW uses weights based on propensity scores to generate synthetic samples such that the distribution of covariates is independent of the treatment. These weights include: Average Treatment Effects \( w_{ATE} \), Stabilized Average Treatment Effects \( w_{ATE,stab} \), and Average Treatment Effect on the Treated \( w_{ATT} \), which could be computed as follows:

\[
    w_{ATE} = \frac{Z}{p_s} + \frac{1 - Z}{1 - p_s}, \quad w_{ATE,stab} = \frac{Z p(Z = 1) + 1 - Z (p(Z = 0))}{p_s} + \frac{1 - Z (p(Z = 0))}{1 - p_s}, \quad w_{ATT} = Z + p_s \frac{1 - Z}{1 - p_s}.
\]

Balance diagnosis and evaluation of positivity violation

Propensity score-based bias smoothing could be achieved using different binary classification algorithms, such as logistic regression and random forest. Thus, it is important to evaluate the balance of the treatment bias achieved by the propensity model. To this end, existing balance diagnosis methods could be grouped into two: graphical and quantitative methods.

Graphical methods provide visualizations to qualitatively evaluate the balance between treated and untreated subsets. Examples of graphical balance diagnosis methods include the Propensity Score Distribution, Covariate Balance Love Plot, Covariate Balance Slope Plot, and Covariate Balance Box Plot as shown in Fig. \[\text{Fig.}\] Propensity score distribution presents the probability density of treated and untreated groups across propensity score. Overlapping between
the two density functions suggests balancing where a horizontal deviation of these distributions signals the lack of balancing and hence positivity assumption violations. Covariate Balance Love Plot provides the absolute standard mean difference for each covariate between the treated and untreated group, before and after weighting is applied. A smaller deviation ($< 0.1$) signals good balancing. The Covariate Balance Slope Plot is another visualization of the absolute mean differences and an alternative to the Covariate Balance Love Plot. Finally, the Covariate Balance Box Plot shows the mean propensity score for the treated and untreated groups, where good balance is depicted from similar mean propensity scores of the two groups.

Figure 1: Examples of graphical methods to assess the balance of observed covariates in treated and comparison groups using propensity scores and inverse probability of treatment weighting.

**Quantitative** methods provide quantifiable values regarding the balancing by the propensity score-based weights, which could then also help to evaluate positivity assumption violations. Examples of quantitative methods include the standardised difference ($s_d$), the Kolmogorov-Smirnov test statistic ($k_s$), and overlapping index ($o_i$). Given a covariate profile, $x$, which becomes $x_t$ for treated group and $x_c$ for the comparison group, these quantitative values could be obtained as follows:

$$s_d(x) = \frac{\bar{x}_t - \bar{x}_c}{\sqrt{s_{xt}^2 + s_{xc}^2}}, \quad k_s = \text{Max}[p_{st}(x) - p_{sc}(x)], \quad o_i = \int \text{min}[p_{st}(x), p_{sc}(x)] dx$$

where $\bar{x}_t$ and $\bar{x}_c$ represent mean of treated ($x_t$) and comparison ($x_c$) groups, respectively; $s_{xt}$ and $s_{xc}$ represent the standard deviation of $x_t$ and $x_c$, respectively. Similarly, $p_{st}$ and $p_{sc}$ represent the propensity score for $x_t$ and $x_c$, respectively.

**Unified Performance Index**

The quantitative approaches used to diagnose both the imbalance of the treated and comparison groups as well as positivity assumption violations are often used separately, yet it is important to have a unified evaluation framework that takes into consideration the different quantitative evaluation techniques. To this end, we introduced the Unified Performance Index (UPI) that takes into account the overlapping index, mean stabilized ATE weights, KS statistic, and mean of the weighted standardized mean difference. Better balancing and lesser positivity assumption violation diagnosis correspond to a higher UPI score. The UPI maximizes the overlapping index $o_i$, minimizes the absolute mean standardized differences for covariates $s_d$, minimizes the KS test statistic $k_s$ and minimizes the deviation of mean stabilized ATE weights $w_{ATE, \text{stab}}$ from unit value. Thus, UPI is formulated to reflect these proportionality characteristics as follows:

$$UPI =\frac{o_i}{s_d + k_s + \text{abs}(1 - w_{ATE, \text{stab}})}$$

Here, $o_i$ has a domain of $[0, 1]$ such that $o_i = 0$ indicates that the propensity score distributions among the treated and untreated groups are completely separated. Conversely $o_i = 1$ indicates that the two distributions the same. The $s_d$ has a domain of $[0, 1]$ such that $s_d = 0$ implies that there is no difference in the mean or prevalence of variables between the treated and untreated groups. $k_s$ also has a domain of $[0, 1]$ such that $k_s = 0$ if the cumulative distributions of
propensity scores among the treated and untreated groups are identical, and \( k_s = 1 \) if the distributions are completely distinct. Lastly, \( w_{ATE_{stab}} \) has a domain of \([-\infty, +\infty]\) such that mean stabilized weights that are further from one are indicative of higher degrees of the violation of the positivity assumption.

### Subset scanning for anomalous pattern detection

In subset scanning literature, the pattern detection problem can be framed as a search over all subsets in a multidimensional array that spans any combination of feature values to identify the most anomalous subset, i.e. the subset with the most evidence of divergence from expected behavior. Scanning is achieved by maximizing a scoring function, \( F(S) \), over all subsets to identify the highest-scoring subset, \( S^* = \arg \max_S F(S) \). This approach can, therefore, be used to reveal hidden anomalous subsets that may not be obvious when inspecting individual features manually. The scoring functions exploit a mathematical property, the Linear Time Subset Scanning (LTSS) property\(^2\), which proves that the values of a given discrete/discretized feature can be ordered optimally using a priority function such that scanning is done without requiring an exhaustive search and is guaranteed to be completed in linear time \( (O(n)) \) rather than in exponential time \( (O(2^n)) \).

As previously highlighted, several subset scanning techniques have been developed. In this study, we specifically extend the Bias-Scan methodology. The goal of Bias-Scan is to discover the subpopulation with the most divergence between the true outcomes and the predicted probabilities of a binary classifier\(^3\). Given tabular data with discrete/discretized covariates, a binary outcome, \( y_i \), and predictions generated by a binary classifier, \( \hat{p}_i \), Bias-Scan maximizes a Bernoulli likelihood ratio scoring statistic, \( \text{score}_{bias}(S) \), that quantifies bias in a given subgroup. The algorithm identifies the subgroup that has the most evidence of having the expected odds differing from the predicted odds. Here, the null hypothesis is that prediction odds are correct across all subgroups, \( H_0 : odds(y_i) = \frac{\hat{p}_i}{1-\hat{p}_i} \); while the alternative hypothesis assumes a constant multiplicative increase in the prediction odds for some given subgroup, \( H_1 : odds(y_i) = q \frac{\hat{p}_i}{1-\hat{p}_i} \) where \( q > 1 \). The scoring function in Bias-Scan is:

\[
\text{score}_{bias}(S) = \max_q \log(q) \sum_{i \in S} y_i - \sum_{i \in S} \log(1 - \hat{p}_i + qp_i)
\]

Consequently, subsets in which records have larger numbers of \( y_i = 1 \) but smaller corresponding \( p_i \) will have higher scores. To detect the anomalous subgroups, Bias-Scan uses the Multi-Dimensional Subset Scanning (MDSS) algorithm\(^4\). Given a multi-dimensional array of discrete/discretized features, MDSS optimizes Bias-Scan’s likelihood ratio statistic over all subsets of values of each feature conditioned on the current subset of all other features in the multi-dimensional array. To do so efficiently and exactly, MDSS satisfies the LTSS property\(^2\) with a priority function computed as the ratio of the observed odds and the expected odds. This priority function\(^3\) ranks the values of a given feature and then select the highest-scoring subset as the subset consisting of the “top-k” priority values for some \( k \in [1, \ldots, J] \). MDSS iterates over all features in the multidimensional array until convergence to a local maximum is found. The global maximum is subsequently optimized using multiple random restarts.

### Anomalous subgroup detection for binary outcomes

Our study combines propensity score techniques with the Bias-Scan to discover anomalous patterns associated with medication classes used in diabetes care. Here, we specifically proposed three algorithms: Conditional Automated Stratification Scan (CASS), Matched Conditional Automated Stratification Scan (mCASS), and Weighted Conditional Automated Stratification Scan (wCASS). These algorithms analyze tabular data with discrete/discretized covariate profiles \( X \), a single binary treatment \( Z \in \{0, 1\} \), and a single binary outcome \( Y \in \{0, 1\} \). The key steps in the algorithms are described in Table 1 and discussed in detail below.

1. **Conditional Automated Stratification Scan (CASS)**

The CASS algorithm represents our simplest extension of the Bias-Scan methodology to enable the estimation of heterogeneous effects of interventions on a binary outcome. In CASS, the anomalousness of any given subpopulation \( S \) of treated subjects is quantified as \( E[Y_i(1) = 1 | X_i \in S] < E[Y_i(0) = 1] \) for under-risked subpopulations (i.e.
Table 1: Algorithms for anomalous subgroup detection for binary outcomes

<table>
<thead>
<tr>
<th>Conditional Automated Stratification Scan (CASS)</th>
<th>Matched Conditional Automated Stratification Scan (mCASS)</th>
<th>Weighted Conditional Automated Stratification Scan (wCASS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Get treatment group data ( Data_{</td>
<td>X=1} )</td>
<td>1. Get the treatment’s propensity scores from the best propensity score model</td>
</tr>
<tr>
<td>2. Get comparison group data ( Data_{</td>
<td>X=0} )</td>
<td>2. Get the treatment’s logit of the propensity score</td>
</tr>
<tr>
<td>3. For each subject ( i ) in ( Data_{</td>
<td>X=1} ), estimate the counterfactual outcome as mean outcome in ( Data_{</td>
<td>X=0} ), i.e. ( \hat{Y}_i = E[Y(0) = 1] )</td>
</tr>
<tr>
<td>4. Apply Bias-Scan(( X, Y, \hat{Y} )) using ( Data_{</td>
<td>X=1} )</td>
<td>4. Get comparison group data ( Data_{</td>
</tr>
<tr>
<td>5. Estimate statistical significance of identified subpopulation using boot-strapped randomization testing</td>
<td>5. For each subject ( i ) in ( Data_{</td>
<td>X=1} ), estimate the counterfactual outcome ( \hat{Y}<em>i ) as the ATT-weighted mean expected outcome in ( Data</em>{</td>
</tr>
<tr>
<td>6. Apply Bias-Scan(( X, Y, \hat{Y} )) using ( Data_{</td>
<td>X=1} )</td>
<td>6. Apply Bias-Scan(( X, Y, \hat{Y} )) using ( Data_{</td>
</tr>
<tr>
<td>7. Estimate statistical significance of identified subpopulation using boot-strapped randomization testing</td>
<td>7. Estimate statistical significance of identified subpopulation using boot-strapped randomization testing</td>
<td>7. Estimate statistical significance of identified subpopulation using boot-strapped randomization testing</td>
</tr>
</tbody>
</table>

lower than expected outcomes), and \( E[Y_i(1) = 1|X_i \in S] > E[Y_i(0) = 1] \) for over-risked subpopulations (i.e. higher than expected outcomes). Here, \( Y_i(1) \) denotes the occurrence the an outcome for a treated subject, \( E[Y_i(1) = 1|X_i \in S] = \frac{1}{N_1} \sum_{i=1}^{N_1} Y_i \) is the probability of the outcome in the subpopulation \( S \), and \( E[Y_i(0) = 1] = \frac{1}{N_0} \sum_{i=1}^{N_0} Y_i \) is the marginal probability of occurrence of the outcome among the comparison group subjects. Therefore, CASS assumes that the counterfactual outcome for each treated subject is \( E[Y(0) = 1] \) and that the average unit-level causal effect of the treatment for each treated subject is \( Y(1)_i - E[Y(0) = 1]. \) CASS then searches for a specific most anomalous subpopulation \( S^* \) as the subpopulation in which the probability of the outcome conditioned on belonging to this subpopulation has the most evidence of being divergent from the marginal probability of the outcome among all the comparison group subjects. Procedurally, the key steps in CASS are described in Table 1.

2. Matched Conditional Automated Stratification Scan (mCASS)

The mCASS algorithm combines propensity score matching with Bias-Scan to discover heterogeneous treatment effects across subpopulations. In mCASS, the counterfactual outcome for each treated subject is determined by propensity score matching between pairs of treated and comparison group subjects who have similar propensity scores. Consequently, in mCASS, the average treatment effect is estimated as the average of the differences between the actual versus counterfactual outcome within each pair. While several propensity score matching techniques can be used in mCASS, we specifically use the nearest neighbor caliper matching. In this approach, matching is done on the logit of the propensity scores using calipers of width 0.2 standard deviation of the logit of the propensity score as a threshold for matching. The key steps in mCASS are described in Table 1.

3. Weighted Conditional Automated Stratification Scan (wCASS)

The wCASS algorithm uses the IPTW derived from propensity scores. Specifically we use the previously described average treatment effect on the treated (ATT) weights, \( w_{ATT} \). When using wCASS, the anomalousness of a subpopulation \( S \) is quantified as \( E[w_i Y_i(1)|X_i \in S] < E[w_i Y_i(0)] \) for under-risked subpopulations and as \( E[w_i Y_i(1)|X_i \in S] > E[w_i Y_i(0)] \) for over-risked subpopulations. Here, \( w_i Y_i(1) \) denotes the weighted outcome for a treated subject, \( E[w_i Y_i(1)|X_i \in S] = \frac{1}{N_1} \sum_{i=1}^{N_1} w_i Y_i \) is the weighted probability of the outcome in the subpopulation \( S \), and
\[ E[w_i Y_i(0)] = \frac{1}{N_0} \sum_{i=1}^{N_0} w_i Y_i \] is the weighted marginal probability of occurrence of the outcome among the comparison group subjects. Procedurally, wCASS works as described in Table 1.

**Randomization Testing**

All the 3 algorithms, CASS, mCASS, and wCASS use randomization testing to estimate the statistical significance of the detected anomalous subgroups. To do so, we draw 1000 bootstrapped random subpopulations and compute the subset score for each subpopulation drawn, and then compare each score to the score for the detected anomalous subpopulation. We compute the empirical p-value as \( \frac{r+1}{n+1} \) where \( r \) is the number of scores greater than or equal to that actual score and \( n \) is the total randomization scores for bootstrapped samples.

**Experiment and Results**

To validate the algorithms we developed, we used a case study whose goal was to detect the anomalous patterns associated with the impact of medications on 30-day hospital readmission in diabetes. Figure 2 illustrates the pipeline used in the study.

![Figure 2: Pipeline for anomalous pattern detection associated with binary Outcomes in healthcare](image)

**The Diabetes Cohort and Dataset**

We used a de-identified diabetes dataset extracted from the Health Facts database (Cerner Corporation, Kansas City, MO). The study population consisted of 69,990 patients with inclusion criteria defined as follows: (1) having an initial inpatient encounter (a hospitalization), (2) having a diagnosis of diabetes made at the initial encounter, (3) the length of stay at least 1 day and at most 14 days, (4) laboratory tests were performed during the encounter, and (5) medications were administered during the encounter. The data preprocessing is described in more detail by Strack et al.\(^1\) who also made it publicly available as supplementary material accessible at http://dx.doi.org/10.1155/2014/781670. We conducted additional preprocessing to generate a final dataset that consisted of a binary outcome (Readmission within 30 days), 10 discrete/discretized covariates (race, gender, age group, admission type, discharge disposition, admission source, primary diagnosis, secondary diagnosis, tertiary diagnosis, and HbA1C), and 4 intervention drug classes (Biguanides, Insulin, Sulfonylureas, and Thiazolidinediones). These preprocessing steps included dropping features with a large proportion of missing values, remapping categorical features e.g., age groups and race, mapping specific ICD9-CM codes to more general ICD9-CM codes, mapping treatment interventions to binary pharmacological classes, and mapping the readmission outcome to a binary variable. Table 2 describes the features and the distribution of the feature values in the final dataset.

**Propensity Score Modeling**

For each of the 4 treatment classes (biguanides, insulins, sulfonylureas, and thiazolidinediones) in the final dataset, we trained 3 propensity score models for predicting the likelihood of a patient subject receiving the treatment given
Table 2: Distribution of feature values in the final dataset

<table>
<thead>
<tr>
<th>Feature</th>
<th>Feature Value</th>
<th>Overall (%)</th>
<th>Readmitted (%)</th>
<th>Not Readmitted (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>69990</td>
<td></td>
<td>6285 (9.0)</td>
<td>63705 (91.0%)</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-29</td>
<td>1808 (2.6)</td>
<td>112 (1.8)</td>
<td>1696 (2.7)</td>
<td></td>
</tr>
<tr>
<td>30-59</td>
<td>21871 (31.2)</td>
<td>1574 (25.0)</td>
<td>20297 (31.9)</td>
<td></td>
</tr>
<tr>
<td>60-99</td>
<td>46311 (66.2)</td>
<td>4599 (73.2)</td>
<td>41712 (65.5)</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>37239 (53.2)</td>
<td>141 (2.2)</td>
<td>36128 (52.7)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>32751 (46.8)</td>
<td>2920 (4.7)</td>
<td>32431 (48.3)</td>
<td></td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AfricanAmerican</td>
<td>12627 (18.0)</td>
<td>1095 (17.4)</td>
<td>11532 (18.1)</td>
<td></td>
</tr>
<tr>
<td>Caucasian</td>
<td>52305 (74.7)</td>
<td>4807 (76.5)</td>
<td>47498 (74.6)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>1919 (2.7)</td>
<td>101 (1.6)</td>
<td>1818 (2.7)</td>
<td></td>
</tr>
<tr>
<td>Primary diagnosis</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Circulatory</td>
<td>21390 (30.6)</td>
<td>2070 (32.9)</td>
<td>19320 (30.3)</td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>5748 (8.2)</td>
<td>524 (8.3)</td>
<td>5224 (8.2)</td>
<td></td>
</tr>
<tr>
<td>Digestive</td>
<td>6488 (9.3)</td>
<td>520 (8.3)</td>
<td>5968 (9.4)</td>
<td></td>
</tr>
<tr>
<td>Genitourinary</td>
<td>3441 (4.9)</td>
<td>309 (4.9)</td>
<td>3132 (4.9)</td>
<td></td>
</tr>
<tr>
<td>Injury</td>
<td>4696 (6.7)</td>
<td>507 (8.1)</td>
<td>4189 (6.6)</td>
<td></td>
</tr>
<tr>
<td>Musculoskeletal</td>
<td>4064 (5.8)</td>
<td>341 (5.4)</td>
<td>3723 (5.8)</td>
<td></td>
</tr>
<tr>
<td>Neoplasm</td>
<td>2538 (3.6)</td>
<td>230 (3.7)</td>
<td>2308 (3.6)</td>
<td></td>
</tr>
<tr>
<td>Respiratory</td>
<td>9491 (13.6)</td>
<td>693 (11.0)</td>
<td>8798 (13.8)</td>
<td></td>
</tr>
<tr>
<td>Specialty of admitting physician</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cardiology</td>
<td>4208 (6.0)</td>
<td>303 (4.8)</td>
<td>3905 (6.1)</td>
<td></td>
</tr>
<tr>
<td>Family/GeneralPractice</td>
<td>4978 (7.1)</td>
<td>485 (7.7)</td>
<td>4493 (7.1)</td>
<td></td>
</tr>
<tr>
<td>InternalMedicine</td>
<td>10641 (15.2)</td>
<td>1039 (16.5)</td>
<td>9602 (15.1)</td>
<td></td>
</tr>
<tr>
<td>Surgery</td>
<td>3751 (5.4)</td>
<td>297 (4.7)</td>
<td>3454 (5.4)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>12758 (18.2)</td>
<td>1051 (16.7)</td>
<td>11707 (18.4)</td>
<td></td>
</tr>
<tr>
<td>Missing/Unknown</td>
<td>33654 (48.1)</td>
<td>3110 (49.5)</td>
<td>30544 (47.9)</td>
<td></td>
</tr>
<tr>
<td>Emergency Room</td>
<td>37273 (53.3)</td>
<td>3452 (54.9)</td>
<td>33821 (53.1)</td>
<td></td>
</tr>
<tr>
<td>Admission source</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Referral</td>
<td>22793 (32.6)</td>
<td>1973 (31.4)</td>
<td>20820 (32.7)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>9924 (14.2)</td>
<td>860 (13.7)</td>
<td>9064 (14.2)</td>
<td></td>
</tr>
<tr>
<td>Discharge disposition</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Home</td>
<td>41322 (63.3)</td>
<td>4079 (64.9)</td>
<td>37423 (57.7)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>25668 (36.7)</td>
<td>3206 (51.0)</td>
<td>22462 (35.3)</td>
<td></td>
</tr>
<tr>
<td>Normal</td>
<td>3741 (5.3)</td>
<td>323 (5.1)</td>
<td>3418 (5.4)</td>
<td></td>
</tr>
<tr>
<td>A1CResult</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7 to 8</td>
<td>2866 (4.1)</td>
<td>247 (3.9)</td>
<td>2619 (4.1)</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>6239 (9.9)</td>
<td>509 (8.1)</td>
<td>5730 (9.0)</td>
<td></td>
</tr>
<tr>
<td>No Test</td>
<td>57144 (81.6)</td>
<td>5206 (82.8)</td>
<td>51938 (81.5)</td>
<td></td>
</tr>
<tr>
<td>Time in hospital, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;3 days</td>
<td>35146 (50.2)</td>
<td>2647 (42.1)</td>
<td>32499 (51.0)</td>
<td></td>
</tr>
<tr>
<td>&gt;3 days</td>
<td>34844 (49.8)</td>
<td>3638 (57.9)</td>
<td>31206 (49.0)</td>
<td></td>
</tr>
<tr>
<td>Biguanides</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>54628 (78.1)</td>
<td>5009 (79.7)</td>
<td>49619 (77.7)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>15362 (21.9)</td>
<td>1276 (20.3)</td>
<td>14086 (22.1)</td>
<td></td>
</tr>
<tr>
<td>Insulins</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>34268 (49.0)</td>
<td>2843 (45.2)</td>
<td>31425 (49.3)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>35722 (51.0)</td>
<td>3442 (54.8)</td>
<td>32280 (50.7)</td>
<td></td>
</tr>
<tr>
<td>Sulfonylureas</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>49226 (70.3)</td>
<td>4336 (69.0)</td>
<td>44892 (70.5)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>20762 (29.7)</td>
<td>1949 (31.0)</td>
<td>18813 (29.5)</td>
<td></td>
</tr>
<tr>
<td>Thiazolidinedione</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>60092 (85.9)</td>
<td>5416 (86.2)</td>
<td>54676 (85.8)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>9898 (14.1)</td>
<td>869 (13.8)</td>
<td>9029 (14.2)</td>
<td></td>
</tr>
</tbody>
</table>

his/her covariate profile. The predictor variables in each model consisted of race, gender, age, discharge disposition, admission source, time in hospital (continuous), primary diagnosis, hba1c result, and the medical specialty of the admitting physician. Each response variable was a binary treatment class. These variables are described in Table 2. The trained propensity score models included a logistic regression model, a gradient boosting decision tree model (XGBoost), and a random forest model. Table 3 describes the modeling performance results. We note that, based on the UPI score, XGBoost consistently performed well across the treatment classes considered. Logistic regression also performs relatively well, while the random forest model performed worst across all the treatments despite having relatively better Area Under Curve results for training and test sets. The overlapping indexes for the propensity scores generated from the random forest model were lower than those of the other two models. These findings confirm a known observation that the best propensity score models are not necessarily those that are good at prediction, but those that provide better overlapping between the propensity scores of the treated versus untreated subjects.

Characteristics of the most anomalous subpopulations discovered

Table 4 shows the anomalous pattern detection results for the different treatments analyzed and algorithms used. Each algorithm was able to identify heterogeneous treatment effects by discovering the most anomalous subgroup.
Table 3: Propensity Score Modeling Performance Results

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Model</th>
<th>Prob of Treatment</th>
<th>Train AUC</th>
<th>Test AUC</th>
<th>Mean Std Diff Unweighted</th>
<th>Mean Std Diff Weighted</th>
<th>KS Test Statistic</th>
<th>KS Test p-value</th>
<th>Overlapping Index</th>
<th>Mean ATE Stab Weight UPIScore</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biguanides</td>
<td>XGBoost</td>
<td>0.219</td>
<td>0.626</td>
<td>0.218</td>
<td>0.211</td>
<td>0.015</td>
<td>0.175</td>
<td>&lt;0.001</td>
<td>0.707</td>
<td>0.998</td>
</tr>
<tr>
<td></td>
<td>Logistic Regression</td>
<td>0.219</td>
<td>0.606</td>
<td>0.218</td>
<td>0.014</td>
<td>0.152</td>
<td>&lt;0.001</td>
<td>0.743</td>
<td>1.319</td>
<td>1.529</td>
</tr>
<tr>
<td></td>
<td>Random Forest</td>
<td>0.219</td>
<td>0.691</td>
<td>0.218</td>
<td>0.039</td>
<td>0.24</td>
<td>&lt;0.001</td>
<td>0.616</td>
<td>1.271</td>
<td>1.12</td>
</tr>
<tr>
<td>Insulins</td>
<td>Logistic Regression</td>
<td>0.51</td>
<td>0.606</td>
<td>0.218</td>
<td>0.014</td>
<td>0.152</td>
<td>&lt;0.001</td>
<td>0.64</td>
<td>0.995</td>
<td>2.65</td>
</tr>
<tr>
<td></td>
<td>Random Forest</td>
<td>0.51</td>
<td>0.679</td>
<td>0.218</td>
<td>0.035</td>
<td>0.241</td>
<td>&lt;0.001</td>
<td>0.613</td>
<td>0.974</td>
<td>1.938</td>
</tr>
<tr>
<td>Sulfonylureas</td>
<td>XGBoost</td>
<td>0.297</td>
<td>0.605</td>
<td>0.218</td>
<td>0.013</td>
<td>0.158</td>
<td>&lt;0.001</td>
<td>0.73</td>
<td>0.998</td>
<td>4.218</td>
</tr>
<tr>
<td></td>
<td>Logistic Regression</td>
<td>0.297</td>
<td>0.605</td>
<td>0.218</td>
<td>0.008</td>
<td>0.14</td>
<td>&lt;0.001</td>
<td>0.741</td>
<td>1.166</td>
<td>2.284</td>
</tr>
<tr>
<td></td>
<td>Random Forest</td>
<td>0.297</td>
<td>0.676</td>
<td>0.218</td>
<td>0.035</td>
<td>0.223</td>
<td>&lt;0.001</td>
<td>0.637</td>
<td>1.137</td>
<td>1.615</td>
</tr>
<tr>
<td>Thiazolidinediones</td>
<td>Logistic Regression</td>
<td>0.141</td>
<td>0.578</td>
<td>0.218</td>
<td>0.01</td>
<td>0.105</td>
<td>&lt;0.001</td>
<td>0.811</td>
<td>1.514</td>
<td>1.295</td>
</tr>
<tr>
<td></td>
<td>Random Forest</td>
<td>0.141</td>
<td>0.689</td>
<td>0.218</td>
<td>0.035</td>
<td>0.233</td>
<td>&lt;0.001</td>
<td>0.625</td>
<td>1.454</td>
<td>0.866</td>
</tr>
</tbody>
</table>

conditioned on patients receiving a given treatment. This heterogeneity is described in terms of risk difference, relative risk, and odds ratio in the overall population of treated subjects versus the most anomalous subpopulation identified. We observe that for each treatment, the discovered anomalous subpopulations are relatively similar in sizes across the CASS, mCASS, and wCASS algorithms. We also observe that for each treatment, the algorithms resulted in similar measures of effect across the identified anomalous subpopulations. This observation could be explained by the high degrees of overlaps in the subpopulations identified by the different algorithms as illustrated in Figure 1.

Table 4: Anomalous Pattern Detection Results

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Algorithm</th>
<th>Anomalous Subpopulation</th>
<th>Risk Difference</th>
<th>Relative Risk</th>
<th>Odds Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Size</td>
<td>Score</td>
<td>P-Value</td>
<td>Population</td>
<td>Subpopulation</td>
</tr>
<tr>
<td>Biguanides</td>
<td>CASS</td>
<td>2810 (18.3%)</td>
<td>39.1</td>
<td>0.004</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>mCASS</td>
<td>3955 (25.7%)</td>
<td>41.1</td>
<td>0.003</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>wCASS</td>
<td>2810 (18.3%)</td>
<td>44</td>
<td>0.003</td>
<td>0</td>
</tr>
<tr>
<td>Insulins</td>
<td>CASS</td>
<td>12331 (34.5%)</td>
<td>160.5</td>
<td>0.002</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>mCASS</td>
<td>11809 (33.1%)</td>
<td>169.5</td>
<td>0.002</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>wCASS</td>
<td>12183 (34.5%)</td>
<td>154.8</td>
<td>0.002</td>
<td>0</td>
</tr>
<tr>
<td>Sulfonylureas</td>
<td>CASS</td>
<td>7811 (37.6%)</td>
<td>79.3</td>
<td>0.002</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>mCASS</td>
<td>7811 (37.6%)</td>
<td>67.1</td>
<td>0.002</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>wCASS</td>
<td>7811 (37.6%)</td>
<td>65.7</td>
<td>0.002</td>
<td>0</td>
</tr>
<tr>
<td>Thiazolidinediones</td>
<td>CASS</td>
<td>2014 (20.3%)</td>
<td>37.9</td>
<td>0.003</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>mCASS</td>
<td>2154 (21.8%)</td>
<td>34.5</td>
<td>0.002</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>wCASS</td>
<td>2014 (20.3%)</td>
<td>39.1</td>
<td>0.003</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 3: Overlaps between anomalous subpopulations identified by CASS, mCASS, and wCASS

Interestingly, the subgroups with the largest measures of effect pertained to the use of thiazolidinediones, suggesting a stronger heterogeneous treatment effect of this class of drugs on 30-day hospital readmission. By way of example, the subsets discovered by CASS and wCASS for thiazolidinediones were identical and suggests that patients who use thiazolidinediones and are aged 60 years or older; and are Caucasian or African American or have their race information missing; and have a primary diagnosis that is not musculoskeletal; and were admitted by specialists who are not cardiologists; and had HbA1C >8 or had no HbA1C test conducted at the time of admission; and were discharged to destinations other than their homes, were 1.8 times more likely to be readmitted within 30 days than the average non-treated population. This subpopulation had a 30-day readmission rate that differed the most from the
expected 30-day readmission rate determined as the global mean among untreated subjects.

Discussion

This study aimed at developing and demonstrating the application of techniques for assessing the causal heterogeneous effects of binary interventions on binary outcomes in observational health data such as electronic health records. To this end, the study proposed a unified performance index (UPI) for choosing the best propensity score model among multiple propensity score models and describes how algorithms from the causal inference and anomalous pattern detection literature could be leveraged to discover anomalous patterns of care. Furthermore, the demonstrates how the developed algorithms can be used to detect the heterogeneous treatment effects captured in electronic health records.

We discovered highly similar subpopulations among which the use of anti-diabetic medication classes (biguanides, insulins, sulfonylureas, and thiazolidinediones) was associated with an increased likelihood of being readmitted within 30 days after the index inpatient admission. Interestingly, thiazolidinedione therapy has previously been associated with a higher risk of hospital readmissions on average\(^{12}\)\(^{14}\). The findings from our study suggest that certain subpopulations may be differentially affected by this class of drugs as well as other commonly used classes of anti-diabetic medication. However, we take cognizance of the fact that our approach should be viewed as a method for generating hypotheses about the specific subpopulations that are most likely to be impacted by the interventions. How such heterogeneity occurs or is realized is beyond the scope of the current approach and further investigations are warranted to confirm the generated hypotheses.

Current literature has primarily focused on studying the average treatment effect of interventions on binary outcomes\(^6\), or on studying heterogeneous treatment effects of single interventions in clinical trials\(^3\). These approaches are, however, done separately. To the best of our knowledge, our study is the first to leverage and extend both causal inference and subset scanning techniques to study the effect of interventions on binary health outcomes. The techniques we have developed can provide researchers, care providers, and other stakeholders with the ability to identify positive or adverse clinical practices and subsequently institute better care delivery plans based on the identified insights. They can also be used as a basis for risk analysis and recommendation of follow-up interventions to improve care experiences and outcomes for individual patients, especially in differential service delivery and targeted intervention planning settings. Furthermore, they can enable payers to identify drivers of poor outcomes and unnecessary costs across patient subpopulations.

Whereas we took the necessary steps to ensure robustness in our study, several limitations can be observed. First, as would be expected, feature selection and engineering can affect propensity scoring modeling and the anomalous pattern detection, subsequently bias findings. We minimized this by testing our approach on a diabetes dataset validated by Strack et al.\(^{11}\) while maintaining the features and feature values used in the aforementioned study. Second, the UPI score is currently unbounded and ranges from zero to infinity with higher scores implying better performance. However, a monotonic function that maps the UPI score to \([0,1]\) can be applied without loss of generality. As part of our future work, we intend to refine, test, and compare different formulations of the UPI across different propensity score models trained on several publicly available datasets. Third, the subset scanning approach applied in this study can be misconstrued as conducting multiple hypotheses testing. However, we consider this and use parametric bootstrapped randomization tests to determine the statistical validity of anomalous subpopulations discovered by our algorithms. Fourth, the results of the subset scanning process can be complex and difficult to interpret even for persons with domain expertise. As part of our future work, we intend to incorporate into our pipeline a penalized version of Bias-Scan that uses a penalty function to minimize the complexity and maximize the size of the identified subpopulations\(^{15}\). Lastly, our current approach can only analyze binary interventions and binary outcomes. We, however, acknowledge that there are different healthcare outcomes that can be binary (e.g. mortality), discrete (e.g. number of days spent in hospitals), continuous (e.g. blood glucose levels). At the same time, the intervention space in healthcare is often complex and can range from single interventions given only once (e.g. single dose medications or vaccinations), to multiple interventions used simultaneously (e.g. drug combinations in regimens), to sequential interventions (e.g. temporally dependent drug regimens, clinical pathways). As part of our future work, we plan to develop techniques for discovering anomalous patterns associated with these different types of interventions and outcomes in healthcare data. Additionally, we intend to compare our approach to state-of-the-art subgroup analysis techniques and to generate meaningful clinical insights, perspectives, and interpretations of the discovered anomalous subpopulation through...
counterfactual analyses of modifiable risk factors that could serve as a baseline for targeted intervention planning.

Conclusion

We studied 30-day readmission in diabetes using methods that combine techniques from causal inference and anomalous pattern detection literature to study the heterogeneous effects of treatments. This study shows that a unified performance index can be used to select the best propensity score models among multiple models. It also shows that techniques such as propensity score matching and inverse probability of treatment weighting could be leveraged to study the impact of binary treatment on binary outcomes at the subpopulation-level and in a disciplined statistical approach. Furthermore, the study shows that for a given treatment, the studied algorithms result in the identification of subpopulations that are highly similar in terms of common covariate characteristics. Lastly, the study demonstrates that for certain subpopulations, the likelihood of 30-day hospital readmission among index diabetes encounter may be differentially impacted by the use of some anti-diabetic medication classes and that these differential effects may not be discernible at the overall populations. Future work includes delineating the merits and demerits of our algorithms, penalizing complexity while maximizing subset sizes for easier interpretability, and generalizing the approaches for application across disparate intervention and outcome data types.
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Abstract
Parkinson’s disease (PD) is an incurable, fatal neurodegenerative disease, and only available treatment is to minimize symptoms. Anecdotal evidence suggests whole body workout can help to reduce PD severity; however, it is challenging to quantify its effect on PD. The increased availability of fitness trackers can help in quantifying the effect of whole-body workout on PD. Before using any over the counter fitness tracker, we must study the ease of use of the fitness trackers in PD patients. We interviewed 32 PD patients with six over the counter fitness trackers and determined their perceptions and attitude towards the fitness trackers. Although none of the fitness trackers received perfect scores for ease of use or comfort due to the presence of tremors, two trackers performed significantly better than the others. Further study is warranted to understand the potential for fitness trackers to be used by PD patients.

Introduction
Parkinson's disease (PD) is the second most common neurodegenerative disorder affecting 630,000 people in the US 1. PD patients experience motor and non-motor symptoms such as stiff muscles, difficulty in standing, problems with coordination, loss of balance, slow bodily movements, and tremors, which lead to poor quality of life 2. Currently, there is no approved therapy to prevent, delay, or reverse the progress of the disease [3]. The most common therapies today are medications to control the symptoms, but they do not prevent or slow the progression of the disease 4, 5. In recent years, alternative therapies involving activity-based approaches such as whole-body workouts, forms of rigorous physical exercises such as dancing and non-contact boxing, have been shown to have a positive effect on patients with PD 6-9. However, it is unknown how and to what extent whole-body workouts operate to slow or stop PD progression. One of the biggest challenges to conducting research in this domain could be the difficulty in recruiting patients (small sample size), the progress of the condition, and the effect of interventions 10-12. Both clinicians and researchers typically use biophysical tests such as an electroencephalogram (EEG) to monitor disease severity and measure changes in motor and cognitive function [13-16]. These tests can only be administered by qualified technicians in a clinical facility, which is time-consuming, tedious, expensive, and labor-intensive [17]. The lack of a low cost, easy to use, continuously monitoring, standards-based means of measuring the motor function status, and progression of PD is a major hindrance to both improved management for PD patients and a constraint on research 18,19.

In the last decade, the use of fitness trackers/sensors such as Fitbit, Apple watch, and Jawbone by the general public in the US has become very common [20,21]. Each of these trackers/sensors contains an accelerometer that can record variations and intensity of movement. If this motion data can be interpreted to express the progression of PD and the effect of interventions, then these trackers/sensors may be useful and cost-effective for the large-scale monitoring of patients’ exercise intensity and for quantifying the effect of exercise on PD progression. However, it’s unclear the extent to which these trackers/sensors will be adopted and used continuously by PD patients due to the presence of motor symptoms such as tremors, which may make them uncomfortable or difficult to use [22,23]. From here on, we will refer “fitness trackers/sensors” as “trackers”.

Based on our literature review, most of the existing studies focusing on the ease of use of over-the-counter fitness trackers are in people who do not have PD 24-28. For instance, Ridgers (2018) performed a study on the usability and acceptability of fitness tracker use among Australian young adolescents and found the Fitbit Flex was the easiest to use activity tracker for tracking the activities 29. Similarly, Chaparro et al. investigated the usability of six activity
trackers among 19 individuals and found that Fitbit and Garmin were the most popular trackers among the participants because of its lightweight and digital display. While Rasche et al. studied the age-related usability of an activity tracker, authors found that the younger and older age groups used the activity tracker without difficulty independently without any specific training. From these studies, we can conclude that there is some evidence showing that certain trackers work better than others for some users in specific circumstances; however, there is no study demonstrated the ease of use of over the counter trackers in PD patients.

The long-term goal of our research is to identify the best fitness trackers that will be highly adapted by the PD patients and to develop algorithms that allow researchers, clinicians, and patients to monitor activities, including whole body workout. Our short-term goal is to compare and evaluate the ease of wearability of several popular models of fitness trackers for PD patients in the presence of motor symptoms. Because of the limitations in dexterity associated with PD, limited our scope to basic functions such as putting on, taking off, and simply wearing these specific fitness trackers. We consider these attributes to be gating important factors before considering ease of use in the more complex device functions (industrial design of the device, and ergonomic aspects). The results of this study would determine the ease of use, attitude, and perception of six popular over the counter fitness trackers in patients impaired with PD and answer if over the counter fitness trackers could be used to quantify the effect of whole-body workouts in PD patients.

Methods

First, we identified six popular, commercially available trackers for which the manufacturer’s marketing documentation indicated they had functions and features valuable to track activities in patients with PD. Second, we recruited 32 PD patients onsite (from here on referred as participants) with various levels of PD severity through Rock Steady Boxing gymnasium in Indianapolis, Indiana. Rock Steady Boxing is a nonprofit organization that offers non-contact boxing-based fitness activities (a form of whole-body workout) for patients with PD. We asked these participants to perform basic functions such as putting on and removing the fitness trackers and performing certain tasks while wearing the selected trackers. Next, we asked them to complete a survey of their perceptions and attitudes towards fitness trackers. Finally, we analyzed the results to determine which of these trackers the PD patients would be most likely to wear and use on a continuous basis.

Commercially available fitness trackers

We began our study by identifying the functions and features that were the most valuable to PD patients such as GPS, activity identification, touch, water resistance, sound, sensor, heart rate, exercise tagging and such as. We selected six trackers that had the most features in line with our feature list (feature list of 27 features). Included trackers in this study are: 1) Tracker A = Fitbit Blaze Large Black (2016 model); 2) Tracker B = Xiaomi Mi Band Black (2014 model); 3) Tracker C = Fitbit Flex Wireless Activity + Sleep Wristband Black (2013 model); 4) Tracker D = Jawbone UP2 Silver (2015 model); 5) Tracker E = Pebble SmartWatch Red (2016 model); 6) Tracker F = Pebble Steel Smartwatch Stainless (2014 model).

Survey design

Since this is a first study to assess the feasibility of wearing commercially available fitness trackers by PD patients, we developed our own survey questions without incorporating survey questions from the previous studies. Two of the team’s members who are clinical informaticists developed these survey questions. Detailed information about the survey questions is described in Table 1. To make sure the survey questions are easy to understand by respondents who are unfamiliar with healthcare domain, we recruited two external reviewers to validate the survey. We asked them to evaluate the survey for question flow, sentence organization, grammar, and ease of understanding. The resulting survey scored very high (0.86) on Cohen’s Kappa statistical test for agreement among the reviewers.

Data collection

We recruited participants from PD patients who are regular members in therapeutic exercise programs at Rock Steady Boxing. We used flyers to recruit participants. The 32 participants recruited for our study suffered from a wide range of disease intensities. None of the study participants had previously used fitness trackers. Each of the 32 participants was invited to work with all six of the fitness trackers. The order of the trackers was changed between participants to reduce the bias that comes with an increased general familiarity with using this type of devices. We verbally asked them to do the tasks like putting the tracker on and off and asked them questions regarding their experience with the trackers. We collected information about the initial impression of trackers, ease of use (the ability of the patient to put on and take off the device without hindrance or difficulty), comfort (see questions 4 to 6),
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and overall likelihood (see question 7). We also collected information on how long and how often they have been attending the Rocksteady boxing facility (see questions 9, 10). We asked the questions 9 and 10 for our future study to find out how rigorous physical activity can help reduce PD progression. Due to the presence of tremors, we (all authors) noted down each response on paper and then transferred the information in a computer for further data analysis.

**Statistical Analysis**

To measure if there was an overall difference in opinion within the six different trackers for Questions 4-7, a nonparametric repeated measures omnibus analysis called the Friedman’s test was conducted for each question. Each fitness tracker was compared to the other fitness trackers to determine individual preferences for Questions 4-7, using a pairwise Wilcoxon Signed-Rank test. A Bonferroni adjustment was applied to the overall statistical significance to prevent the accumulation of Type I error and control for the familywise alpha level when conducting individual pairwise tests for p-values. The formula given to provide the Bonferroni adjusted p-value was \( \alpha' = 1 - (1 - \alpha)^{1/k} \) with \( \alpha' \) representing the adjusted critical p-value from the adjustment, \( \alpha \) representing the standard Type I error of 0.05, and \( k \) representing the number of multiple comparisons made which was a total of 15 comparisons for this study. Any p-value that was below the adjusted critical p-value was considered statistically significant. Summary and descriptive statistics on the time to wear and remove the trackers were performed for Questions 2 and 3, and comparison of these time measurements was analyzed using the Kruskal-Wallis nonparametric ANOVA test. The default level of significance was compared at \( \alpha = 0.05 \) for all analyses with the adjusted \( \alpha = 0.00341 \) for Questions 4-7 due to the multiple comparison tests and Bonferroni correction. All statistical analyses were performed using SAS® software version 9.4.

**Table 1:** Questionnaire to assess the feasibility of wearing fitness trackers in PD patients.

<table>
<thead>
<tr>
<th>Survey Questions</th>
<th>Survey Response Options</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: What is your age group?</td>
<td>&lt; 35 years, 36-45, 46-55, 56-65, 66-75, 76-85, &gt; 85 years</td>
</tr>
<tr>
<td>2: How long did it take for you to put on and wear your device? (seconds)</td>
<td>Open-ended</td>
</tr>
<tr>
<td>3: How long did it take for you to remove your device? (seconds)</td>
<td>Open-ended</td>
</tr>
<tr>
<td>4: How easy was it to wear your fitness device?</td>
<td>Very easy, Easy, Moderate, Hard, Very Hard, Other</td>
</tr>
<tr>
<td>5: How comfortable did the material feel against your arm?</td>
<td>Comfortable, Moderate, Rough/Uncomfortable, Other</td>
</tr>
<tr>
<td>6: How comfortable is it to carry the device while working out?</td>
<td>Comfortable, Moderate, Rough/Uncomfortable, Other</td>
</tr>
<tr>
<td>7: How likely is it that would start to use/continue using this device?</td>
<td>Very likely, Maybe, Never, Other</td>
</tr>
<tr>
<td>8: How did Rock Steady Boxing help you?</td>
<td>Open-ended question</td>
</tr>
<tr>
<td>9: How long have been attending Rock Steady Boxing?</td>
<td>Open-ended question</td>
</tr>
<tr>
<td>10: How often do you come to Rock Steady Boxing?</td>
<td>Open-ended question</td>
</tr>
</tbody>
</table>

**Results**

**Age of the participants**

All of our participants were older than 45 and younger than 86 years of age. Three participants (9.4%) were between 46-55 years old, nine participants (28.1%) were between 55-65 years, and two participants (6.3%) were between 75-85 years. The 65-75 age group was the largest cohort in the study, with eighteen participants representing 56.25% of our sample.

**Initial impression**

Although all 32 participants were given the opportunity to use all six fitness trackers, none of the participants chose to test all six devices. The reasons why participants declined to try a fitness device included: the fitness tracker did not fit (“the band is too short”); the participants didn’t like either the attachment mechanism (such as a buckle), or the look or feel (“this one is ‘too heavy’ or ‘clunky’”). In calculating our scores for each device, those that were selected more often received higher scores than those which the participants declined to try at all to use. Of the six
fitness trackers, 28 people tested tracker E and 29 tested tracker F, compared to only 11 people who chose tracker C and 12 who chose tracker D. Trackers A & B were tested by 22 participants.

**Ease of use**

We defined ease of use as the ability to put on and take off the device without hindrance or difficulty. We evaluated ease of use by measuring the amount of time in seconds that it took for a subject to both wear and take off a fitness tracker. For each fitness tracker, we calculated the mean and median times to put on or take off the fitness tracker along with the standard deviation, the lowest (shortest) time, and the highest (longest) time. We also noted the number of participants that declined to test each fitness tracker. Table 2 shows the results of the two ease of use questions.

Using the Kruskal-Wallis test, there was an overall statistically significant difference in the distribution of time to put on the fitness trackers ($\chi^2(5) = 49.1619$, $p < 0.0001$) and to take them off ($\chi^2(5) = 15.8928$, $p < 0.0072$). Tracker F had the lowest (quickest) mean and median times, followed by Tracker E for question 2, putting on the tracker, and Tracker C for question 3, removal. Tracker D had the highest meantime, and Tracker C had the highest median time putting on the fitness tracker. With respect to removal time, Tracker F had the lowest (quickest) mean and median time, while Tracker D had the highest (slowest) mean and median time.

**Table 2:** Summary statistics of time to put on and take off the fitness tracker.

<table>
<thead>
<tr>
<th>Tracker</th>
<th>Samples</th>
<th>Mean</th>
<th>Median</th>
<th>Std Error</th>
<th>Std Dev</th>
<th>Lowest</th>
<th>Highest</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>22</td>
<td>27.2</td>
<td>22.5</td>
<td>2.717</td>
<td>12.7</td>
<td>4</td>
<td>58</td>
<td>10</td>
</tr>
<tr>
<td>B</td>
<td>22</td>
<td>31.5</td>
<td>26.0</td>
<td>3.924</td>
<td>18.4</td>
<td>9</td>
<td>74</td>
<td>10</td>
</tr>
<tr>
<td>C</td>
<td>11</td>
<td>41.1</td>
<td>51.0</td>
<td>8.940</td>
<td>29.6</td>
<td>9</td>
<td>100</td>
<td>21</td>
</tr>
<tr>
<td>D</td>
<td>12</td>
<td>52.3</td>
<td>48.0</td>
<td>7.431</td>
<td>25.7</td>
<td>14</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>E</td>
<td>28</td>
<td>21.3</td>
<td>20.0</td>
<td>1.751</td>
<td>9.2</td>
<td>8</td>
<td>45</td>
<td>4</td>
</tr>
<tr>
<td>F</td>
<td>29</td>
<td>11.6</td>
<td>8.0</td>
<td>1.496</td>
<td>8.0</td>
<td>3</td>
<td>30</td>
<td>3</td>
</tr>
</tbody>
</table>

**Comfort**

Although not every participant was able to put on a fitness tracker by him/herself, some participants were able to wear the fitness trackers with assistance putting them on and taking them off. Hence, the number of people who responded to questions about comfort may be greater for some fitness trackers than those who could put on or remove the fitness trackers independently. Table 3 displays the number and percentage of participants responding to an opinion level for each tracker for Questions 4-7, while Figure 1 represents the same information in bar charts.

For Question 4, “How easy was it to wear your fitness device?” 75% of the participants reported that Tracker F and 56% of Tracker E was easy or very easy to wear, compared to less than 22% for each of the other fitness trackers (n=4). There was an overall statistically significant difference in opinions using Friedman’s test ($\chi^2(5) = 41.7008$, $p < 0.0001$). As depicted in Table 4, the Wilcoxon Signed-Rank tests showed that Tracker E ($p < 0.0001$) and Tracker F ($p < 0.0001$) was significantly different from both Tracker C and Tracker D in terms of easiness of wearing the device. Tracker B was different than Tracker C ($p = 0.0008$) and Tracker D ($p = 0.0002$). There was no statistical difference in opinion among Tracker A users compared with other trackers. Overall, favorability was higher for Tracker F followed by Tracker E for this question.

Results from Question 5 “How comfortable did the material feel against your arm?” show that Tracker E had the most respondents stating that the tracker was comfortable (65.63%) while Tracker A (31.25%) and Tracker F (50.00%) were the least comfortable.
(34.38%) showed some favorability but at a lesser percentage. However, Tracker F had a slightly higher percentage of participants saying that the tracker was rough against the arm (37.50%). Furthermore, Tracker C (65.63%) and Tracker D (53.13%) had the highest participants saying “Other” as their response. Using the omnibus Friedman’s test, the overall opinions of comfortability against the arm among the six trackers were statistically significant ($\chi^2(5) = 31.4100, p < 0.0001$). Tracker C showed a statistically significant difference compared to Tracker A ($p=0.0013$), Tracker E ($p < 0.0001$), and Tracker F ($p < 0.0001$) while Tracker D was different than Tracker E ($p = 0.0009$).

Overall, Tracker E scored highly in comfortability when worn against the arm over all the other devices.

For Question 6 “How comfortable is it to carry the device while working out?” results show that Tracker E had the most responses for comfortability (53.13%) while Tracker A (37.50%) and Tracker F (34.38%) showed some favorability but at a lesser percentage. Similar to Question 5, Tracker F had a moderate response rate for roughness (28.13%). Roughness was also found for a quarter of the respondents for Tracker C (25.00%). Among the “Other” opinion category, Tracker C (53.13%) and Tracker D (53.13%) had the same percentage of participants answering this response. The overall difference in comfortability when carrying the device using Friedman’s test was statistically significant ($\chi^2(5) = 26.2207, p < 0.0001$). Similar to results for Question 5, Tracker C showed a significant difference compared to Tracker E ($p < 0.0001$) and Tracker F ($p < 0.0001$) while Tracker D showed a difference compared to Tracker E ($p = 0.0017$). In summary, when comfortability in carrying the device was taken to account, Tracker E outperformed all other trackers.

Table 3: Frequency tables and proportions of responses for Questions 4 through 7 (asks about the comfort and the likelihood of continuing to use the tracker over the time).

<table>
<thead>
<tr>
<th>Question 4: How easy is it to wear your fitness device?</th>
<th>Tracker A (%)</th>
<th>Tracker B (%)</th>
<th>Tracker C (%)</th>
<th>Tracker D (%)</th>
<th>Tracker E (%)</th>
<th>Tracker F (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very Easy</td>
<td>3 (9.3)</td>
<td>5 (15.6)</td>
<td>1 (3.1)</td>
<td>1 (3.1)</td>
<td>11 (34.3)</td>
<td>16 (50.0)</td>
</tr>
<tr>
<td>Easy</td>
<td>4 (12.5)</td>
<td>2 (6.2)</td>
<td>1 (3.1)</td>
<td>2 (6.2)</td>
<td>7 (21.8)</td>
<td>8 (25.0)</td>
</tr>
<tr>
<td>Moderate</td>
<td>7 (21.8)</td>
<td>4 (12.5)</td>
<td>4 (12.5)</td>
<td>1 (3.1)</td>
<td>4 (12.5)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Hard</td>
<td>3 (9.3)</td>
<td>7 (21.8)</td>
<td>1 (3.1)</td>
<td>4 (12.5)</td>
<td>2 (6.2)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Very Hard</td>
<td>4 (12.5)</td>
<td>5 (15.6)</td>
<td>9 (28.1)</td>
<td>7 (21.8)</td>
<td>5 (9.3)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Other</td>
<td>11 (34.3)</td>
<td>9 (28.1)</td>
<td>16 (50.0)</td>
<td>17 (53.1)</td>
<td>5 (15.6)</td>
<td>8 (25.0)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Question 5: How comfortable did the material feel against your arm?</th>
<th>Tracker A (%)</th>
<th>Tracker B (%)</th>
<th>Tracker C (%)</th>
<th>Tracker D (%)</th>
<th>Tracker E (%)</th>
<th>Tracker F (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comfortable</td>
<td>10 (31.2)</td>
<td>9 (28.1)</td>
<td>3 (9.3)</td>
<td>5 (15.6)</td>
<td>21 (65.6)</td>
<td>11 (34.3)</td>
</tr>
<tr>
<td>Moderate</td>
<td>7 (21.8)</td>
<td>5 (15.6)</td>
<td>6 (18.7)</td>
<td>7 (21.8)</td>
<td>4 (12.5)</td>
<td>6 (18.7)</td>
</tr>
<tr>
<td>Rough</td>
<td>4 (12.5)</td>
<td>4 (12.5)</td>
<td>2 (6.2)</td>
<td>3 (9.3)</td>
<td>1 (3.1)</td>
<td>12 (37.5)</td>
</tr>
<tr>
<td>Other</td>
<td>11 (34.3)</td>
<td>14 (43.7)</td>
<td>21 (65.6)</td>
<td>17 (53.1)</td>
<td>6 (18.7)</td>
<td>3 (9.3)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Question 6: How comfortable is it to carry the device while working out?</th>
<th>Tracker A (%)</th>
<th>Tracker B (%)</th>
<th>Tracker C (%)</th>
<th>Tracker D (%)</th>
<th>Tracker E (%)</th>
<th>Tracker F (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comfortable</td>
<td>12 (37.5)</td>
<td>9 (28.1)</td>
<td>2 (6.2)</td>
<td>4 (12.5)</td>
<td>17 (53.1)</td>
<td>11 (34.3)</td>
</tr>
<tr>
<td>Moderate</td>
<td>1 (3.1)</td>
<td>8 (25.0)</td>
<td>5 (15.6)</td>
<td>6 (18.7)</td>
<td>7 (21.8)</td>
<td>7 (21.8)</td>
</tr>
<tr>
<td>Rough</td>
<td>7 (21.8)</td>
<td>3 (9.3)</td>
<td>8 (25.0)</td>
<td>5 (15.6)</td>
<td>2 (6.2)</td>
<td>9 (28.1)</td>
</tr>
<tr>
<td>Other</td>
<td>12 (37.5)</td>
<td>12 (37.5)</td>
<td>17 (53.1)</td>
<td>17 (53.1)</td>
<td>6 (18.7)</td>
<td>5 (15.6)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Question 7: How likely is it that would start to use/continue using this device?</th>
<th>Tracker A (%)</th>
<th>Tracker B (%)</th>
<th>Tracker C (%)</th>
<th>Tracker D (%)</th>
<th>Tracker E (%)</th>
<th>Tracker F (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very Likely</td>
<td>2 (6.2)</td>
<td>5 (15.6)</td>
<td>0 (0.0)</td>
<td>1 (3.1)</td>
<td>17 (53.1)</td>
<td>10 (31.2)</td>
</tr>
<tr>
<td>Maybe</td>
<td>1 (3.1)</td>
<td>2 (6.2)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>1 (3.1)</td>
<td>4 (12.5)</td>
</tr>
<tr>
<td>Never</td>
<td>2 (6.2)</td>
<td>3 (9.3)</td>
<td>2 (6.2)</td>
<td>7 (21.8)</td>
<td>0 (0.0)</td>
<td>1 (3.1)</td>
</tr>
<tr>
<td>Other</td>
<td>27 (84.3)</td>
<td>22 (68.7)</td>
<td>30 (93.7)</td>
<td>24 (75.0)</td>
<td>14 (43.7)</td>
<td>17 (53.1)</td>
</tr>
</tbody>
</table>

Overall likelihood

Question 7 “How likely is it that you would start to use/continue using this device?” provided results that showed Tracker E having the highest percentage of respondents saying they were very likely to use the tracker among all our trackers studied (53.13%). However, there was a moderate percentage of participants who stated “Other” for the same tracker (43.75%). Overall, the percentage of participants saying “Other” for this question was very high for all trackers. No
participants preferred Tracker C while a sizable percentage stated they are not willing to wear Tracker D (21.88%). The overall Friedman’s test was found to be statistically significant ($\chi^2(5) = 34.3140, p < 0.0001$). Tracker E ($p < 0.0001$) and Tracker F ($p < 0.0001$) was significantly different than both Tracker C and Tracker D. Additionally, Tracker A was found to be significantly different than Tracker E ($p < 0.0002$). From this analysis, there is a higher preference in using Tracker E and to a lesser extent Tracker F over the other tracking devices.

**Figure 1.** Graphical representation of participants’ responses to Questions 4 through 7 (asks about the comfort and the likelihood of continuing to use the tracker over the time).
Discussion

We sought to identify trackers that demonstrate the best ease of use, comfort, and favorability (likelihood of continued use) among PD patients. Overall, Trackers E and F received the highest favorability while Trackers C and D received much lower favorability. The results suggest that each fitness tracker is different in terms of ease of use, comfort, and favorability among PD patients but that none stood above the others on all measures. Tracker E is the most comfortable to wear and is the model most likely to be worn over an extended period of time. Tracker F was not as comfortable against the arm while working out compared to Tracker E. Trackers A and B scored the lowest on ease of use but were only marginally more comfortable. Additionally, if a tracker was found to be highly comfortable against the arm, the tracker was also likely to be comfortable when worn during exercise activities. This is shown in Figure 1 where the distribution of responses among the six trackers in Question 5 was similar to Question 6. This may indicate that different measures of comfortability of the tracker might not all be that different from each other.

Table 4: Wilcoxon multiple comparison p-value denotations between trackers*

<table>
<thead>
<tr>
<th>Tracker Comparison</th>
<th>Question 4</th>
<th>Question 5</th>
<th>Question 6</th>
<th>Question 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>A vs B</td>
<td>0.9</td>
<td>0.4</td>
<td>0.8</td>
<td>0.2</td>
</tr>
<tr>
<td>A vs C</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
</tr>
<tr>
<td>A vs D</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>A vs E</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>A vs F</td>
<td>0.0</td>
<td>0.2</td>
<td>0.2</td>
<td>0.0</td>
</tr>
<tr>
<td>B vs C</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>B vs D</td>
<td>0.0</td>
<td>0.2</td>
<td>0.0</td>
<td>0.1</td>
</tr>
<tr>
<td>B vs E</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>B vs F</td>
<td>0.0</td>
<td>0.1</td>
<td>0.3</td>
<td>0.2</td>
</tr>
<tr>
<td>C vs D</td>
<td>0.8</td>
<td>0.2</td>
<td>0.3</td>
<td>0.0</td>
</tr>
<tr>
<td>C vs E</td>
<td>&lt;.0001</td>
<td>&lt;.0001</td>
<td>&lt;.0001</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>C vs F</td>
<td>&lt;.0001</td>
<td>&lt;.0001</td>
<td>0.0004</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>D vs E</td>
<td>&lt;.0001</td>
<td>0.0009</td>
<td>0.0</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>D vs F</td>
<td>&lt;.0001</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0021</td>
</tr>
<tr>
<td>E vs F</td>
<td>0.4</td>
<td>0.0</td>
<td>0.2</td>
<td>0.3</td>
</tr>
</tbody>
</table>

*Shaded values represent statistically significant p-values according to the Bonferroni adjustment critical p-value at α = 0.00341

For the quickest time necessary to wear the device, Tracker F performed the best overall and had the most participants successfully putting on and taking off the device. This finding was highly reflected in the results from Question 4 on the survey on the ease of use. Conversely, Trackers C and D took longer for the participants to put on the device and had the lowest number of participants who could successfully put on the device. Trackers C and D also had the smallest number of participants say that the tracker was easy to use. However, despite Tracker C having the longest time to put on the device, the removal time was the second quickest among the other trackers. The reason behind this was the design of the tracker’s wristband which had a “lock within the hole” mechanism that made it harder to put on but easy to remove. Patients had to put the device on their arm and then push the device button located on the band into the hole to completely attach and lock it. However, for participants with more tremor, it was extremely difficult for them to put it on. In fact, some patients gave up trying to put the fitness tracker on because it was too difficult. However, removing the device was quick because it took only one pull to disengage the lock.

Further investigation may posit that the form or method of the tracker being worn may prove significant as some trackers may have replaceable straps, Velcro, or capable wristbands. Some wristbands may be difficult to wear or put on the wrist but are easily removed and vice versa. Recommendations on the best fitness tracker for PD patients should consider how the device can be worn appropriately and easily without limiting the physical activity of the wearer.

To minimize the effect of sponsor bias, we masked the brand names of all six trackers used in the study and referred to each tracker with alphabetical names. Our participants represented PD patients at all stages of the disease and symptom progression. Therefore, our results are not biased towards patients at any particular stage in the disease or symptom progression. Most of the patients have not used any fitness tracker devices as all the trackers were new to them. Some of our questions were open-ended so that participants could freely express their opinions without having
strictly defined options for answer choices.

Existing studies on wearable devices mainly focused on product design specifications and user-interface applications. Several reviews on wearable devices appearing on internet web pages have different opinions which are often subjective and lack experimental results to evaluate the type of participants and the accuracy of information on the devices. For example, a study was performed on “comparison of wearable fitness devices” where the authors focused on both subjective and objective data irrespective of manufacturer’s claims to compare the user’s satisfaction, user-friendliness, and accuracy of data collected and managed among four commercially popular fitness trackers, namely Fitbit Flex, Withings Pulse, Misfit Shine, and Jawbone 33. This study reported that Misfit Shine scored the highest for its design and hardware features in contrast to Withings Pulse which was recommended by the highest number of participants for its user-friendliness, accuracy in activity tracking, and satisfaction levels among all the devices they tried. Furthermore, the study acknowledges that the design and the technology together are on the same levels to evaluate the quality of tracking devices both objectively and subjectively. In another study, the acceptance of wearable trackers (Fitbit Zip, Jawbone Up 24, Misfit Shine, Withings Pulse) is tested in participants with chronic illness. The study concluded that Fitbit Zip secured the highest mean acceptance score of 68 although having negative feedback that it is too short to put on and a mean acceptance score of 65 for Jawbone despite having positive comments on its design and ease of wearing 34. Most of these studies compared the wearable trackers based on their design characteristics or user-interface applications. But there is no such study which can tell us about the ease of use and comfort while wearing these devices in patients with PD because patients are suffering from symptoms such as muscle rigidity, tremors, problems with muscle coordination and balance pose difficulty in wearing the trackers by themselves. This prevents them to choose a wearable tracker for long-term usage that could possibly affect the intervention to track the disease progression. Users are often compromising these behavioral characteristics for other reasons such as the cost of the device and features or applications the device provides for tracking the activities.

Limitations and future work

Our study was limited to 32 participants from a single organization, which may not be a large enough sample to achieve statistically valid estimates of patterns to answer our questions and generalize the entire US population. In the future, we will increase our sample size by recruiting more patients from the different locations of Rock Steady Boxing and different organizations to conduct a study which may be able to provide more generalizable results. Second, we did not stratify our subject population by stage of progression or severity. It may be that people at different stages or levels of severity may react differently with respect to ease of use and comfort. In the future, we will categorize the patient population by the PD severity and examine their perception and attitude towards these fitness trackers. Third, our study looked only at the ease of use and comfort of the trackers without considering the potential value of new information that might benefit the subject in his or her management of their PD condition. It could be that those reactions that are perceived as barriers to ease of use or comfort initially may be less important once the subject sees the value of the information. Finally, patients were exposed to the fitness for a short duration of time. Therefore, the exposure to the trackers was relatively short. In the future, we will expand our study to examine the use of these trackers in daily life and identify the most popular tracker among patients impaired with PD. For the next step, we propose to use fitness tracker E and F to collect raw data of patients impaired with PD while they perform the exercise. We will use this raw data to develop algorithms that can identify the type of exercise (dancing, boxing, etc.), and its intensity. Using this information, we will evaluate its impact on PD progression. We will also consider other factors towards the user adoption such as battery life, Bluetooth syncing, and mobile applications. Future work should also include the involvement of PD patients in the long-term design acceptance and functional capabilities of exercise management programs to enhance adoption rate.

Conclusions

Owing to the recent advancements in devices designed specifically to measure motor function, commercially available fitness trackers play a key role in tracking the physical activities that could determine PD progression. Our study demonstrated the ease of use and comfort of various commercially available wearable trackers in PD patients. We conclude that commercially available fitness trackers should be considered as an alternative to dedicated devices or other devices that could be adapted for this purpose. Moreover, while none of the fitness trackers received high scores in all areas, at least two fitness trackers, E and F, received significantly higher positive responses than others while
two fitness trackers, C and D, performed significantly worse. Therefore, we conclude that further study is warranted to look more closely at the design and use of fitness trackers for PD patients.
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Abstract

Natural language is continually changing. Given the prevalence of unstructured, free-text clinical notes in the healthcare domain, understanding the aspects of this change is of critical importance to clinical Natural Language Processing (NLP) systems. In this study, we examine two previously described semantic change laws based on word frequency and polysemy, and analyze how they apply to the clinical domain. We also explore a new facet of change: whether domain-specific clinical terms exhibit different change patterns compared to general-purpose English. Using a corpus spanning eighteen years of clinical notes, we find that the previously described laws of semantic change hold for our data set. We also find that domain-specific biomedical terms change faster compared to general English words.

Introduction

Even with the increasing digitization of the medical chart by modern Electronic Health Records (EHRs), a large amount of patient information is still encoded using unstructured, free-text representations.\textsuperscript{1,2} This text-based clinical narrative is the mechanism through which the patient “story” is conveyed, providing background and context for patients’ pertinent health issues.\textsuperscript{3} The linguistic characteristics of this narrative are varied and diverse,\textsuperscript{4} and the effective use of this language in the clinical setting can be a contributing factor to clinical outcomes.\textsuperscript{5} As such, understanding the linguistic characteristics of clinical language is an essential part of understanding how information is communicated in the clinical domain as a whole.\textsuperscript{6}

The language used to describe clinical care is not static, however. Natural language is continually evolving,\textsuperscript{7} and these observable linguistic differences over time are known as the “diachronic change” of language. Given the prominence of free-text in the biomedical domain, diachronic change is important to consider when applying Natural Language Processing (NLP) techniques. Robust NLP systems must be able to detect changes in grammar, syntax, and semantics in order to adapt to changing medical practices.\textsuperscript{8}

To better understand and quantify this change, Hamilton et al. formalized several methods to statistically analyze shifts in word meaning, resulting in two laws describing semantic drift over time, or the Laws of Semantic Change.\textsuperscript{9} These two laws provide a quantitative framework for linguistic analysis that can be used to examine diachronic semantic change:

- **Law of Conformity**: Frequently used words in a corpus will, on average, change meaning more slowly compared to infrequently used words.

- **Law of Innovation**: Polysemous words (or words with many different senses) change faster than words with a single or limited set of meanings.

The goal of this study is to test these laws of semantic change in the context of clinical notes. We apply the methods described by Hamilton et al.\textsuperscript{9} to test if the Law of Conformity and the Law of Innovation hold for our clinical data set. We also extend beyond these two laws and examine one further aspect of change: whether domain-specific clinical terms change at a different rate compared to general-purpose words. Because clinical notes contain a mix of domain-specific medical terms and general English words, we are interested in quantifying any differences in the rate of change between the subsets.
BACKGROUND & SIGNIFICANCE

A key aspect of diachronic change analysis is a focus on word-level semantics, or how individual words change meaning over time. To facilitate this comparison, words are often transformed from discrete tokens to more comparable word embeddings, or vectorized representations of words. These real-valued vectors can then be compared, analyzed, and used to quantify diachronic change. Advances in embedding techniques, specifically the introduction of models based on artificial neural networks, have helped improve word embeddings’ effectiveness in detecting semantic shift.

An important consideration for diachronic studies is choosing the time granularity with which to detect change. Traditionally, diachronic analysis has focused on detecting change at the granularity of decades or longer. With the advent of neural language models, however, these time spans have shortened drastically. Recent work has shown that semantic change in certain domains can be detected in a corpus spanning a total of only five years, and several studies have suggested that change can be effectively measured at the granularity of a single year. Detecting change in smaller time increments has significant pragmatic advantages — specifically, if detected quickly enough, diachronic change analysis may be used to improve and adjust running NLP systems. This can be especially important for systems where failing to account for change may pose significant performance or safety risks, such as clinical NLP. In this study, we aim to demonstrate that semantic shift with respect to the laws of semantic change can be detected in year-by-year time increments on a corpus of clinical notes.

Irrespective of how diachronic change is ultimately quantified, failure to take this change into account when processing text spanning multiple time periods can lead to incorrect or invalid conclusions. Likewise, language change must be actively accounted for in deployed information systems in order to avoid performance degradation of fundamental downstream NLP tasks. It is also anticipated that the increased pace of digitization of older data will exacerbate the problem, forcing existing NLP systems to adopt data-driven approaches to solving the problem of normalizing outdated language, as opposed to manual or one-off intervention by subject matter experts.

Despite the potential impact to clinical NLP systems, there have been few reported studies where diachronic change analysis has been applied to the domain of clinical notes. One recent study proposed methods to track disease change via Wikipedia articles, attempting to quantify the change in disease meaning using edit activity on public Wikipedia pages. Because of the importance of controlled terminologies and ontologies to the clinical domain, other studies have explored change through the evolution of publicly available clinical terminologies. As semantic mismatches between standard terminologies and real-world clinical text can be subtle and difficult to detect, we devote a portion of this study to examining how controlled terms change relative to general-purpose English words.

For this study, the motivation for quantifying language change in clinical notes is pragmatic: understanding the characteristics of diachronic drift will allow us to plan appropriately for changes to running clinical NLP systems. Sufficient monitoring may even allow NLP systems to become more robust to this drift, as there is evidence that even a small-to-moderate effort to account for language change has a positive impact on downstream NLP tasks. Ultimately, a robust quantification of change can lead not only to improved detection and monitoring, but to normalization efforts such as reconciling differences in spelling or vocabulary over time.

METHODS

We structured our methods to align with the techniques used by Hamilton et al. in their examination of semantic change, replicating their analysis of the Law of Conformity and Law of Innovation as closely as possible using a clinical notes corpus as input. We further extend their study methods and propose a new axis of semantic change important to our domain: the relative rate of change of domain-specific clinical terms.

Dataset

Our analysis was performed on a large clinical corpus of free-text notes from over 50,000 patients spanning eighteen years. Clinical notes were drawn from the years 2000 to 2017 for consistency, as in 2018 a new EHR implementation significantly changed note structure. Roughly seven million total clinical notes in total were included in the corpus. We focused specifically on clinical diagnoses and their descriptions, extracting text from the Impression, Report and
Plan (IRP) section, which is the narrative section of the clinical note that further describes a specific diagnosis or clinical problem. This section provides supporting context and detail regarding the diagnosis, along with current or proposed treatment plans. The text underwent minimal preprocessing to remove stop words and punctuation, and all text was converted to lower case. The corpus was then segmented by years to allow for temporal analysis. Note that this reflects a difference from the approach of Hamilton et al., where the text was grouped into decades. This change in granularity was necessary as our clinical notes corpus has a relatively limited temporal span, but also deliberate as the ability to detect change in terms of smaller time increments is an emphasis of our approach.

Our clinical notes corpus was quite heterogeneous in regards to note type composition and included over one hundred different categories of notes, including progress notes, evaluations, discharge summaries, and so on. Although there were many possible types, the bulk of our corpus was made up of a limited set. Figure 1 shows the total distribution of note types, limited to the top ten types by count.

![Figure 1: The distribution of the top ten most frequent note types drawn from our clinical corpus. Note type abbreviations are defined as follows:](image)

- SV: Subsequent Visit
- LE: Limited Exam
- CON: Consult
- ME: Multi-system Evaluation
- TOM: Test-Oriented Miscellaneous
- SUM: Dismissal Summary
- MIS: Miscellaneous
- DCS: Discharge Summary
- SUP: Supervisory
- ADM: Hospital Admission Note

Another source of variation in our corpus was the number of words per year. We found that after grouping by year, word counts steadily increased year-by-year, reflecting the increasing ability to capture and store aspects of the digital patient record over time. To account for these differences, stratified sampling was used to produce a final corpus homogeneous in terms of both words-per-year and note type composition. Sampling was conducted such that (1) the overall note type distribution shown in Figure 1 was consistent for each year, and (2) the total number of notes sampled for each year was the same. Because clinical notes have some variation in word count, our final stratified corpus contained an average of 2,614,792 words per year with a standard deviation of 48,671 words.
Word Embedding

Word embeddings are transformations of discrete words into a continuous vector space. Embeddings allow words to be compared mathematically via cosine similarity or other measures. Many word embedding techniques are rooted in the theories of distributional semantics — the hypothesis that semantically similar words will be found in similar contexts. In terms of word embeddings, distributional semantics can be leveraged to ensure that semantically similar words will be closer together in the vector space.

Word2vec, a prominent unsupervised machine learning method for word embedding, uses neural networks to map words to vectors, and is the embedding model used for this study. Word2vec represents each word as a single, high-dimensional vector, regardless of the number of senses the word may carry. As a consequence, polysemous words are represented as a single vector that is either skewed toward one sense used predominately in the corpus, or some aggregation of the multiple sense vectors. This is usually seen as a disadvantage and detrimental to downstream tasks — as such, several techniques have been introduced to allow for sense-specific embeddings. For our purposes, however, having one vector per word (as opposed to one per word sense) is desirable, as changes to the vector of a polysemous word can show average movement to or from certain senses over time.

For a given word, if no change in meaning happens over time, we assume the word2vec embedding vector will also remain constant. This also applies to polysemous words — the vector representing the composition of the various senses of a word should remain fixed. We would, however, expect the vector to change in two circumstances: first, if the meaning of a word changes to something new over time. This would cause the vector to shift to a new portion of the vector space. Second, if a polysemous word undergoes a shift to or from one or more of the senses. This would force the vector to move away from the less-used senses and toward the preferred usage. In both instances, leveraging the fact that word2vec only allows for one vector per word, we will be able to detect both of these scenarios.

To facilitate year-by-year change analysis, we created a separate word2vec model for each year of our corpus. Word embedding processing was conducted using the Gensim word2vec implementation using default settings: 100-dimensional word vectors, a window size of 5 words, and using the Continuous Bag of Words (CBOW) model.

Embedding Alignment

To examine vector changes over time, we compared the separately trained word2vec models from every time period under study — in our case, for every year. There is an issue regarding this technique, however. Two word2vec models cannot be directly compared, as vectors in any two word2vec models are subject to randomizations within the training algorithm and will not meaningfully align, even if the training corpus and hyperparameters are held constant. We assume, however, that even though absolute vector positioning between models cannot be compared, vectors do maintain their relative position as compared to other vectors. This means that a linear transformation applied to one vector space could be used to align it to another space. As such, a common solution to the problem is to learn a linear transformation that maps each vector in a source vector space to a target space.

This transformation can be accomplished through an orthogonal Procrustes transformation. Using this method, an orthogonal matrix is learned such that the sum of squares of word vector distances from one vector space to another is minimized. The following equation represents this transformation:

$$R = \arg \min_{\Omega \cdot \Omega^T = I} \sum_{w \in V} ||\Omega v_w^{(i)} - v_w^{(j)}||^2$$

where $i$ and $j$ represent two different vector spaces (i.e., different word2vec models). The alignment is done based on word2vec vectors $v$ for a given word $w$ from a given year $i$ or $j$. The vocabulary used in the Procrustes alignment, denoted as $V$, is the intersection of the vocabularies of both years of interest.

We calculate the diachronic embedding similarity of a word’s meaning across two years $i$ and $j$ by first taking the word vector from year $i$ and applying the Procrustes transformation $R$ to transform it into the target vector space. We then compute the cosine distance of the resulting vector with the corresponding word vector from year $j$:

$$\Delta_{w}^{(i,j)} = \text{cosine_distance}(Rv_w^{(i)}, v_w^{(j)})$$
Figure 2 shows how an example Procrustes transform can align two different word2vec vector spaces. In this example, we learn a transform that moves the year 2000 vectors (shown as the solid lines) as close as possible to the year 2010 vectors (the dashed lines), with the small arrows representing the transformation. A single linear transform is able to align most vectors, meaning that most words will be represented by similar vectors (and thus, have similar meanings) once the vector spaces are aligned. Some word vectors, however, will not fully align even after the transformation is applied, signifying a vector change beyond that which could be accounted for by the alignment of the vector spaces. The word “portal” in this example is one of those cases. As seen, the alignment transformation places the predicted 2010 vector far away from the actual 2010 vector. We can infer from this that the meaning of the word “portal” did in fact change over this time span.

**Figure 2:** An example alignment of two word2vec vector spaces using a Procrustes linear transform. The “semantic difference” arrow here illustrates a temporal vector difference that is not accounted for via vector space alignment. We interpret this discrepancy as an indication of semantic drift.

**Quantifying Polysemy**

In order to analyze the Law of Innovation, a technique for quantifying polysemy was needed. In this study, polysemy was measured using the same technique as Hamilton et al., i.e., the negative of the local clustering coefficient. In this context, the clustering coefficient of a given word is the degree to which a set of words that co-occur with it also co-occur with each other. Words with high clustering coefficients have predictable and highly interconnected co-occurrence graphs (and thus less polysemy, as this indicates that they occur in a limited set of contexts). Conversely, a low clustering coefficient indicates that the word co-occurs with a diverse set of words that are less interconnected, indicating usage in a broader set of contexts, or more polysemy.

**Detecting Biomedical Terms**

In this study we also aim to quantify any differences in the rates of change between biomedical terms and general-purpose English words. We determine whether a word in our corpus is a domain-specific biomedical term using the Unified Medical Language System (UMLS), a large collection of controlled biomedical terminologies. We used UMLS version 2018AB (Level 0 + SNOMED CT) as a reference for biomedical terms, as 2018 represents the end of our corpus. QuickUMLS, a concept extraction tool built on the UMLS, was used to detect whether a word was a biomedical term. A word was considered a biomedical term if QuickUMLS returned one or more matches to a UMLS concept for the word using the default QuickUMLS match settings.
Analysis of Known Semantic Shifts

To validate our techniques, words with known shifts in semantics were analyzed to determine if our word embedding approach could detect these expected changes. Two words were chosen, ‘portal’ and ‘guideline,’ as they correspond to known changes to clinical documentation and can be pinpointed to specific times. First, ‘portal’ was chosen due to the launch of the Mayo Clinic Patient Portal, an online tool to assist with telehealth and provider-to-patient communication. This online tool was first introduced in April 2010, with a broader release in August 2011. Next, the word ‘guideline’ was examined. We selected this word due to the introduction in 2009 of AskMayoExpert (AME), a centralized system to disseminate clinical knowledge in the form of standardized care guidelines. We expect that, due to their impact on clinical documentation, the changing semantics of these two words can be traced to the development timelines of these tools.

To conduct this analysis, for each of the two chosen words we measured the cosine distance between word vectors from a starting (or baseline) year in our corpus to every subsequent year. Although the Procrustes transformation was used to align word vectors between years, words that are changing meaning will remain misaligned even after transformation. The degree of this word vector misalignment for each year reflects relative semantic change compared to the baseline year.

Analysis of the Laws of Semantic Change

Semantic change is modeled via a linear mixed-effects regression model corresponding closely to the model used by Hamilton et al. The model is scoped to determine word vector change for one time step increment, and in our case, a time step is defined as one year (from year to year + 1). Note that this differs from the Hamilton et al. approach where the time unit was one decade. The full model is specified as follows:

$$\Delta_{w}^{(year, year+1)} = \beta_{freq} \log(frequency(w)) + \beta_{poly} \log(polysemy(w)) + \beta_{year} + \beta_{type} + z_{w} + \epsilon$$

where $\beta_{freq}$ represents the log-transformed relative frequency of the word, $\beta_{poly}$ the log-transformed polysemy value, and $\beta_{year}$ the year in which we are examining word change. We include one random effect $z_{w}$, a categorical variable reflecting the individual word, to account for variation in word-specific change rate and allow our model to use repeated measures of the same word over different time periods. The resulting semantic distance changes were standardized and transformed via a Box-Cox transformation. Our addition to this model – the comparison of change rates between biomedical terms vs. general English words – is accounted for via a binary fixed effect variable $\beta_{type}$ corresponding to whether or not the word is a biomedical term.

Model training was initiated by first grouping word embeddings into (year, year + 1) pairs for all years from 2000 to 2017. For each pair, all common words with 100 or more occurrences in both years were selected for analysis. The word embeddings were then aligned using the Procrustes alignment described above, and semantic distance was calculated for each word individually. All features were then processed as described and input into the model.

Results

Analysis of Known Semantic Shifts

As shown in Figure 3, the two scenarios of known semantic change are detectable via different rates of change within the word2vec vector space. Baseline words like “december” and “weeks” change very little over time, while the words “guideline” and “portal” show considerable amounts of change. In these figures, significant events hypothesized to be associated with the semantic change are plotted for reference.

The word clouds for the selected words “guideline” and “portal” are shown in Figure 4, indicating the set of words most closely related via word2vec vector similarity for a given year. In this figure, each word cloud is visualized using t-SNE dimensionality reduction of the word vectors. Figure 4a illustrates how the word “portal” has changed in meaning over time. In this example, it moved from having a mostly anatomical meaning to representing various emerging forms of telehealth – specifically the Mayo Clinic Patient Portal and its increasing integration with facets of clinical care documentation. For the word “guideline” in Figure 4b, differences in the two word clouds can be
Figure 3: Associating semantic word change with known past events. In these figures, plot lines represent word2vec cosine distance for each year compared to the initial year. As shown, the words “portal” and “guideline” show significant change corresponding to the introduction of two new clinical tools.

interpreted as differences over time in patient care guideline usage. As shown, as care guideline usage evolves, so does the neighborhood of similar word2vec vectors for the word “guideline.”

Figure 4: Contrasting similarity word clouds for two words exhibiting substantial change in meaning over time.

Analysis of the Laws of Semantic Change

Table 1 shows the regression coefficients of interest from our trained model. A negative coefficient in this case indicates that the particular effect corresponds on average to slower rates of change. In this table, $\beta_{\text{type}}$ reflects the positive case, meaning it shows the impact to rate of change if a word was recognized as a biomedical term. Overall, we found that 42% of words analyzed could be linked to a controlled term in the UMLS.

DISCUSSION

Table 1 generally corresponds to the findings of Hamilton et al. in that higher frequency corresponds to slower rates on average of semantic change, and higher polysemy is associated with faster rates of change. These two findings are evidence that the Law of Conformity and the Law of Innovation both hold for our corpus. We also found a positive
Table 1: Results of the Laws of Semantic Change analysis in terms of frequency (Law of Conformity), polysemy (Law of Innovation), and whether the word is a domain-specific biomedical term.

<table>
<thead>
<tr>
<th>Effect</th>
<th>Coefficient</th>
<th>95% CI</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_{freq}$ (Frequency)</td>
<td>-0.584</td>
<td>(-0.604, -0.564)</td>
<td>&lt;1e-04</td>
</tr>
<tr>
<td>$\beta_{poly}$ (Polysemy)</td>
<td>0.119</td>
<td>(0.087, 0.150)</td>
<td>&lt;1e-04</td>
</tr>
<tr>
<td>$\beta_{type}$ (Biomedical Term)</td>
<td>0.169</td>
<td>(0.111, 0.227)</td>
<td>&lt;1e-04</td>
</tr>
</tbody>
</table>

relationship between frequency and polysemy (0.42 Pearson correlation), which is in line with correlations reported by Hamilton et al. In addition, we also find that words in our corpus corresponding to biomedical terms in the UMLS showed on average higher rates of change when compared to general-purpose words. This finding suggests that these domain-specific terms may be subject to more volatility, possibly driven by the pace of change in the healthcare domain itself. More exploration into this finding is necessary, however, due to the inherent difficulty of precisely defining and classifying the notion of a “biomedical term” (see the Limitations & Future Work section below for further information).

Figure 3 demonstrates that known shifts in word meaning do in fact correspond to changes in word embeddings. More importantly, we were able to see a correspondence with semantic change and potential drivers of change – in this case, the implementation of two new clinical tools. This not only adds evidence to support that word embeddings can be effectively used to detect change, but suggests that it is possible to pinpoint change at the granularity of year increments.

To further explore this change, Figure 4 examines the change in word clouds for the two words in our known change scenarios. Figure 4a shows the shift of the word “portal” to an entirely different sense, moving from a meaning focused on anatomy to one centered on messaging and patient interaction via technology. We believe this change is due to general trends of technology change including the introduction of the Mayo Clinic Patient Portal and the expanding role of online patient services at the Mayo Clinic over that time. For the word “guideline” in Figure 4b, we see what we believe to be the influence of AskMayoExpert. The impact of this tool is visible via the new guideline types in the word cloud, as well as the appearance of the indicative “ame” acronym.

CONCLUSION

In this study we have conducted an examination of the statistical laws of semantic change in clinical notes. We find that the two laws of change described by Hamilton et al., the Law of Conformity and the Law of Innovation, both hold for our corpus of clinical text. In addition, we find some evidence in our corpus that words corresponding to biomedical terms in the UMLS change more frequently than general language. More work is needed to precisely define which types of biomedical terms are changing and how, but we believe this finding may be an important consideration when conducting further analysis of the evolving semantics of clinical notes.

LIMITATIONS & FUTURE WORK

A limitation of this study is the narrow time span of the corpus, driven mostly by the relatively recent large-scale digitization of the patient record. Also, using stratified sampling such that each year contained the same amount of words greatly reduced the fraction of our corpus that was usable, as recent years are significantly larger in terms of size. While the reduction in usable size of our corpus was not ideal, we felt that controlling for variations in size and clinical note type distribution over the years was important.

Another large limitation is the ambiguity in defining and classifying biomedical terms. The UMLS covers an expansive array of terms and acronyms, often overlapping with general English terms, making our definition of a “biomedical term” quite broad. That, paired with inaccuracies of the QuickUMLS concept extraction, makes it difficult to accurately subset biomedical terms. Moreover, further analysis is needed to analyze the change characteristics of different categories of biomedical terms at a fine-grained level, such as by semantic type. We hypothesize that different types of biomedical terms will exhibit different change characteristics, but such an analysis is beyond the scope of this work.
Future directions may include moving from word2vec to more contextualized embeddings, as recent work suggests that they may be applicable to this task.13 Furthermore, more work is needed to integrate all aspects of clinical language change over time (such as shifts in grammar, morphology, or vocabulary). We believe a holistic quantification of change in clinical language necessitates a multi-faceted approach.
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Abstract We propose Preferential MoE, a novel human-ML mixture-of-experts model that augments human expertise in decision making with a data-based classifier only when necessary for predictive performance. Our model exhibits an interpretable gating function that provides information on when human rules should be followed or avoided. The gating function is maximized for using human-based rules, and classification errors are minimized. We propose solving a coupled multi-objective problem with convex subproblems. We develop approximate algorithms and study their performance and convergence. Finally, we demonstrate the utility of Preferential MoE on two clinical applications for the treatment of Human Immunodeficiency Virus (HIV) and management of Major Depressive Disorder (MDD).

1 Introduction

In the last few years, there has been a growth in the use of machine learning (ML) methods for decision-making in complex domains such as loan approvals, medical diagnosis and criminal justice. In particular, ML currently plays a key role in the healthcare sector for several tasks such as developing medical procedures [1, 2], handling patient data and records [3] and treating chronic diseases [4]. However, these algorithms typically require large amounts of data to make reasonable predictions. Additionally in the health sector, variability in practice between clinicians, patient heterogeneity, different disease prevalences, and confidentiality issues all result in final training cohorts being relatively small. Moreover, a clinician is often faced with rare events or outlier cases, where classic ML approaches suffer from insufficient training samples. In each of these scenarios, it is crucial to be able to incorporate clinical experience and domain knowledge.

Specifically, in practice, clinicians often rely on relatively simple human-based rules that reflect reasonable approaches to handle a situation. These rules can be seen as an additional source of knowledge that can be leveraged when building ML systems for clinical decision-support. For instance, clinicians treating patients with HIV tend to adhere to a list of guidelines for administering first and second-line therapies specified by several organizations [5, 6]; other well-known guidelines exist for prescribing antidepressants to address Major Depressive Disorder (MDD) [7]. Often, these rules provide benefits that are not easily formalized into a machine learning objective, for example, in terms of safety [8], or tolerability [9] (e.g., not giving excitatory drugs to a patient that has insomnia). Thus, one might prefer an ML system that agrees with these human-based rules as much as possible.

Several ML methods have been proposed that combine human expertise in conjunction with training data to perform a prediction task [10, 11]. Some of these methods such as [12] explicitly focus on modeling the interaction between an automated ML model and an external decision-maker; the decision-maker determines whether to reject a particular decision made by the model based on the model’s confidence and the expertise of the decision-maker. An extension to this procedure in [10] describes when to defer decisions to a downstream decision-maker based solely on samples of the expert’s decisions. In contrast to these approaches, we propose a ML system that complements human expertise only when needed, that is, it gives preference to human-based rules as much as possible, subject to explicit performance constraints in the optimization problem.

In this work, we develop a novel mixture-of-experts (MoE) approach, called Preferential MoE, that explicitly incorporates human expertise in learning to provide predictions that align with human-based rules as frequently as possible.

*Equal contribution.
without losing performance. The MoE framework allows for an intuitive way to combine ML with clinical expertise. Importantly, Preferential MoE provides a means of enforcing preference for the human decision rules, as well as an interpretable gating function that allows us to understand when data-driven or clinical expertise should be used. Specifically, we identify when a human decision rule should be followed, and when it makes more sense to provide an alternative data-driven prediction. Overall, by explicitly incorporating and optimizing for human expertise in our predictions, we obtain models that align better with human knowledge, making them easier to inspect, audit and trust.

2 Related Work

**Human-ML decision making systems.** There is a long history of approaches to incorporate human expertise in the architecture of ML systems. In particular, [13] and [14] propose methods that map rules to elements of a neural network. [15] incorporates human-based knowledge gates into Recurrent Neural Networks for question answering or text matching. Closer in spirit, [16] constrained a ML model to be more credible by relying as much as possible on input predictors that are intuitive for human experts. All these approaches include human expertise as input or intermediate features, whereas we assume that the expert information is available in the form of output decision rules, on which we want to rely as much as possible. Recently, [17] learns a ML system complementary to humans by modeling the residual of humans in the context of timeseries. Here we focus on classification, and additionally provide an interpretable explanation about when to rely on human-based rules. Finally, [18] proposes a knowledge distillation approach, where human decisions are used as a teacher, and a student network is trained to mimic the human decisions while performing well on test data. Unlike implicitly assuming human expertise as additional ground truth labels (teacher), this work has the capacity of ignoring human rules if those are found unreliable.

**Mixture of Experts.** In the ML community, mixture-of-expert (MoE) models [19, 20] are frequently used to leverage different types of expertise in decision-making. The model works by explicitly learning a partition of the input space such that different regions of the domain may be assigned to different specialized sub-models or experts. MoEs have also been applied to several healthcare domains such as HIV [21, 22]. The proposed approach Preferential MoE is different in three regards: first, we explicitly incorporate human knowledge in the form of therapy standards and guidelines for medical decision-making. Second, our framework expresses an explicit preference for a specific expert (human-based), and trains an ML-based expert to complement the human expert; third, we learn a gating function, which makes the model easy-to-interpret and give us information on when human-based rules should be followed.

**Learning to defer approaches.** [12, 10] propose MoE classification models to be used as triage tools, where only the most critical decisions are deferred to a medical expert, whilst relying on data-driven approaches the majority of the time. Specifically, these classifiers are trained based solely on the samples of an expert’s decisions. Other approaches for integrating human expertise in decision-making such as [4, 23] train a standard classifier on the data and subsequently obtain uncertainty estimates based on this classifier and the human expert. The decision is ultimately deferred to the expert with the lowest uncertainty. Unlike triage methods, we view human expertise as complementary to data-driven approaches and explicitly leverage these sources of knowledge to inform better predictions. That is, we optimize to rely on human expertise as much as possible, except for those regions for which human-based rules are inadequate. Our training samples consist of generic (potentially partial) rules that have been specified a priori.

3 Methodology

In this section, we present Preferential MoE. The proposed approach fulfills two desiderata. First, Preferential MoE relies on the human rules as much as possible while preserving predictive performance. When the human-based rules are damaging w.r.t the prediction task, the proposed approach is able to overrule them (that is, we recover the same solution as the unconstrained standard MoE formulation). Second, the gating function is interpretable, providing information on when each human guideline is applicable.

An overview of how Preferential MoE operates is illustrated in Figure 1. Colors in columns b)-d) represent predictive decision boundaries. In the proposed example, the human-based rule predicts red everywhere in the input space (sketch b). The third column (sketch c) shows the final predictions (colors) for each region of the input space. Each prediction either comes from the human decision rule, or from a data-based ML classifier. We learn a gating function (highlighted in purple) to select which classifier to rely on, as well as a complementary ML classifier to make predictions in regions
Figure 1: Preferential MoE: a mixture-of-experts (MoE) approach that relies on human decision rules subject to performance guarantees, and only disagrees with humans when a data-driven model can do better. A standard MoE exhibits similar predictive performance, but relies less on human rules. The proposed approach also provides insights on when/why human rules should be followed or not via an interpretable gating function (region highlighted in purple). Outside of the purple region, in this diagram, both the standard MoE and the preferential MoE exhibit same predictive performance; however, the preferential MoE relies on humans much more often.

More formally, let \( D = \{(x_n, y_n)\}_{n=1}^N \) be a dataset of observations where \( x_n \in \mathbb{R}^d \) are the covariates and \( y_n \in \{1, ..., K\} \) is a categorical outcome for a specific prediction task. Let the guideline function \( g: \mathbb{R}^d \to \{1, 0, -1\} \) be an aggregated function encoding all available human decision rules, whose input are the covariates, and the output might be any output category, or a flag \((-1)\) indicating that the rule is not applicable (human does not know). This human guideline function \( g \) is fixed a priori by domain knowledge or well-established medical practice. In the case of not having access to an explicit human function \( g \), but samples of past human decisions instead, we can pre-train a classifier to mimic those human decisions beforehand, and use such classifier as our human-based rules function \( g \).

Given dataset \( D \), there might exist several functions that exhibit similar predictive performance, but are qualitatively different. We want to use expert knowledge (via human-based rules) to guide the optimization such that we are able to find models that have high predictive performance and agree with the human-based rules as much as possible. In order to accomplish that, we will include both objectives in the proposed optimization.

Modeling. Our goal is to make predictions that prioritize human-based rules when the data supports (or does not contradict) such knowledge, and learn to defer to another trainable ML expert when the human rules counters empirical evidence. For that, we propose a new classification model based on a mixture of experts formulation. Let \( f_\theta: \mathbb{R}^d \to \Delta^K \) be a trainable ML expert parameterized by \( \theta \), where \( \Delta^K \) denotes the \((K-1)\)-simplex (outcome vectors of \( f_\theta \) should sum to one). Our approach combines the predictions of the ML expert \( f_\theta \) and the human expert \( g \) via the gating function \( \rho_w: \mathbb{R}^d \to \{0, 1\} \) parametrized by \( w \); \( \rho_w \) is another classifier that selects which expert to rely on given the covariates \( x \). The prediction model of Preferential MoE is formalized as

\[
\hat{y}_{\theta,w}(x) = \begin{cases} 
(1 - \rho_w(x)) f_\theta(x) + \rho_w(x) g(x) & \text{if } g(x) \neq -1 \\
 f_\theta(x) & \text{if } g(x) = -1 
\end{cases}
\]  

(1)
where \( \hat{y}_{\theta, w}(x) \in \Delta^K \), and the likelihood function is given by

\[
y | x \sim \text{Categorical} \left( \hat{y}_{\theta, w}(x) \right)
\]

(2)

Note that the ML expert \( f_\theta \) might make predictions and specialize in input regions where the human rule \( g \) is not applicable or is inaccurate. In summary, \( y | x \) assumes that every data point \( x \) can be discriminated by \( f_\theta \) or \( g \), and \( \rho_w \) makes a deterministic decision on which expert to rely on. When learning \( \rho_w \), we will prioritize human-based rules \( g \) during inference. Notice that (1) produces a non-convex prediction model which may be difficult to optimize.

The gating function selects when a decision should rely on human-based rule or a trained expert. By making \( \rho_w \) an interpretable function, e.g., a linear classifier or a decision tree, the model learns which features are important for human-based decision making, and identifies the regions of other expert classifiers. We note that, even if the gating function \( \rho_w \) is chosen to be interpretable, our approach does not provide theoretical guarantees on identifying all the regions suitable for human decision rules. More generally, \( \rho_w \) can also be a non-interpretable function, e.g., a neural network. In such case, the gating function still identifies regions appropriate for human-based decisions, although it may miss the interpretability of the parameters \( w \). Overall, our framework allows model constructions that balance flexibility and interpretability suitable to different applications.

**Problem formalization.** Our formulation as an optimization problem needs to reflect the following criteria: (i) we want to minimize the predictive error, (ii) we want to follow human-based rules as frequently as possible without hurting performance.

We optimize for predictive performance by minimizing the cross-entropy \( L^\gamma_{\theta, w}(D) \) with respect to the predictions from Equation (1); this corresponds to a standard maximum log-likelihood estimator for the probabilistic model \( y | x \) with an additional regularizer. For example, if the outcome is binary we write

\[
L^\gamma_{\theta, w}(D) = \sum_{n=1}^{N} \left[ y_n \ln(\hat{y}_{\theta, w}(x_n)) + (1 - y_n) \ln(1 - \hat{y}_{\theta, w}(x_n)) \right] + \gamma ||w||_1,
\]

(3)

where \( \gamma \geq 0 \) is a regularization weight that controls the trade-off between predictive performance and sparsity of \( w \). A sparse \( w \) can help identify important features for the gating function \( \rho_w(x) \).

We bound the cross-entropy loss \( L^\gamma_{\theta, w}(D) \) with a prefixed optimized value for performance guarantees. Denote \( L^\gamma_{\theta^*, w^*}(D) \) an attainable loss where \( \theta^* \) and \( w^* \) are solutions of minimizing \( L^\gamma_{\theta, w}(D) \) for the stated MoE in Equation (2). Consider a margin \( \varepsilon \geq 0 \) measuring an acceptable performance decrease, and consider the constraint:

\[
L^\gamma_{\theta, w}(D) \leq (1 + \varepsilon)L^\gamma_{\theta^*, w^*}(D).
\]

(4)

Equation (4) guarantees that the performance loss will not increase more than specified, and will maintain predictive error results. We introduce sets \( \Theta \subset \mathbb{R}^d \) and \( W \subset \mathbb{R}^p \) such that \( \theta \in \Theta \) and \( w \in W \). Variables \( \theta \) and \( w \) do not need to have same dimensions and can be constructed with different model classifiers.

We present next the problem formulation for Preferential MoE:

\[
G : \min_{w \in W} \sum_{n=1}^{N} \ln(\rho_w(x)) \quad \text{(player 1)} \quad \min_{\theta \in \Theta} L^\gamma_{\theta, w}(D) \quad \text{(player 2)} \quad \min_{\theta \in \Theta} L^\gamma_{\theta, w}(D).
\]

(5)

We refer to (5) as game \( G \). Using game theory terminology, there are 2 players and each player optimizes their own objective, variables and constraints, while taking into account the other player’s decisions. Notice that \( G \) explicitly models our discussed goals: player 1, which is optimizing the gating function, maximizes the number of human-based decisions; player 2, which optimizes the classifier \( f_\theta \), minimizes prediction error according to the loss function (3). Note that the negative logarithm is a monotone transformation that helps obtain a convex objective for player 1. Player 1 also imposes the performance constraint and limits the classification loss.
4 Inference Algorithms

Inference for determining $\theta$ and $w$ from $G$ proceeds in two steps:

1. **Unconstrained optimization**: we train a standard MoE model from Equation (2) by minimizing the performance loss $L_{\theta,w}^\gamma(D)$ described in Equation (3). This step yields a performance reference value of $L_{\theta^*,w^*}^\gamma(D)$ which we will aim to maintain up to a certain margin $\varepsilon$. We use the optimal parameters $\theta^*$ and $w^*$ from the unconstrained problem as warm initialization for the next step.

2. **Constrained optimization**: we solve game $G$ initializing from previous solution.

We discuss two algorithms for solving $G$. The first proposal combines both objectives and uses a log-barrier method to approximate a solution. The second proposal takes gradient steps that minimize each objectives alternatively and projects to the feasible region. Both methods have convergence guarantees.

**Log-Barrier Method.** We want to approximate a solution of $G$ by simplifying its formulation. We move player 1’s constraint to the objective using a log-barrier penalty used in interior point methods [24, Chapter 11], and we get

$$
\min_{\theta \in \Theta, w \in W} -t \sum_{n=1}^N \ln (\rho_w(x_n)) - \ln \left( (1 + \varepsilon) L_{\theta^*,w^*}^\gamma(D) - L_{\theta,w}^\gamma(D) \right).
$$

The first term of equation (6) corresponds to player 1’s objective, and the second term to the log-barrier function $\bar{L}(w) = -1/t \ln(-w)$ transforming its constraint, which also aligns with player 2’s objective.

The log-barrier argument is susceptible of becoming negative inside the logarithm and be a source of numerical instability, so care needs to be taken with step sizes and correct initialization (warm-start). Parameter $t$ is a hyperparameter that weights the satisfiability of the constraint, and the approximation improves as $t$ grows. Note that this approximated form encourages that the difference $L_{\theta^*,w^*}^\gamma(D) - L_{\theta,w}^\gamma(D)$ becomes large, regardless of the constraint already being satisfied. This has the desirable effect of continuously minimizing $L_{\theta,w}^\gamma(D)$. Finally, because of the non-convex nature of the problem, gradient descent methods only guarantee convergence to stationary solutions.

**Projected Gradient Method.** Player 2’s decisions affect player 1’s constraint, and player 1’s affect player’s 2 objective in game $G$. A simple algorithm would be to alternate solving subproblems and repeat until convergence. Such schemes are only guaranteed to converge under very stringent conditions of monotonicity of the game. Monotonicity is a desirable property of multivariate mappings, informally stating that a small change in the input guarantees a bounded change in the output, therefore permitting dynamics of control towards stable solutions. We refer the reader to [25] for definitions, properties and algorithms for solving monotone games.

We present Algorithm 1 for solving $G$. The algorithm makes a gradient update on each objective, and projects the result onto the feasibility region. We denote estimates on iteration $k$ with $\bar{\theta}^k$ and $w^k$. The feasibility region is denoted with $K_{\varepsilon}(\bar{\theta}^{k+1})$, and is formally introduced in the appendix. The operation $\Pi_{K_{\varepsilon}(\theta^{k+1})}$ denotes projection of $w$ onto the set $K_{\varepsilon}(\theta^{k+1})$. The projection operation solves the following optimization problem $\Pi_{K_{\varepsilon}(\theta^{k+1})}(\bar{z}) = \arg\min_{w \in K_{\varepsilon}(\theta^{k+1})} \frac{1}{2} \|w-z\|^2$, whose solution can be efficiently computed via a bisection search, described in Algorithm 2. The optimization inside the while loop in Algorithm 2 can be solved via L-BFGS [26].

<table>
<thead>
<tr>
<th>Algorithm 1: Projected Gradient Descent</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> $D, \varepsilon, L_{\theta^<em>,w^</em>}, {\alpha^k}$</td>
</tr>
<tr>
<td><strong>Output:</strong> $\theta$ and $w$</td>
</tr>
<tr>
<td><strong>Initialization:</strong> $\theta^0 \leftarrow \theta^<em>$, $w^0 \leftarrow w^</em>$, $k \leftarrow 0$</td>
</tr>
<tr>
<td><strong>while stopping criteria not satisfied</strong> do</td>
</tr>
<tr>
<td>$\theta^{k+1} \leftarrow \theta^k - \alpha^k \frac{\partial}{\partial w} L_{\theta^k,w^k}^\gamma$</td>
</tr>
<tr>
<td>$w^{k+1} \leftarrow \Pi_{K_{\varepsilon}(\theta^{k+1})}(w^k - \alpha^k \frac{\partial}{\partial w} L_{\theta^k,w^k}^\gamma)$</td>
</tr>
<tr>
<td>$k \leftarrow k + 1$</td>
</tr>
<tr>
<td>end</td>
</tr>
</tbody>
</table>

*$^*$The appendix is available at: https://arxiv.org/abs/2101.05360

<table>
<thead>
<tr>
<th>Algorithm 2: $\Pi_{K_{\varepsilon}(\theta^{k+1})}$ (bisection search)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> $\theta^{k+1}, \varepsilon, z \in \mathbb{R}^p$, $\bar{\lambda}$; <strong>Initialization:</strong> $\bar{\lambda} \leftarrow 0$</td>
</tr>
<tr>
<td><strong>Output:</strong> $w^{k+1}$</td>
</tr>
<tr>
<td><strong>while</strong> $(\bar{\lambda} - \lambda) \geq$ <strong>tolerance</strong> do</td>
</tr>
<tr>
<td>$\lambda \leftarrow (\bar{\lambda} + \lambda) / 2$</td>
</tr>
<tr>
<td>$w \leftarrow \arg\min_{w \in W} \frac{1}{2} |w-z|^2 + \lambda L_{\theta^*,w}^\gamma(D)$</td>
</tr>
<tr>
<td>if $L_{\theta^<em>,w}^\gamma(D) - (1 + \varepsilon) L_{\theta^</em>,w^*}^\gamma(D) &gt; 0$ then $\bar{\lambda} \leftarrow \lambda$</td>
</tr>
<tr>
<td>else $\bar{\lambda} \leftarrow \lambda$</td>
</tr>
<tr>
<td>end</td>
</tr>
</tbody>
</table>
5 Results

We compare the performance of Preferential MoE against several baselines for two medical tasks for the treatment of Human Immunodeficiency Virus (HIV), or pharmacological management of Major Depressive Disorder (MDD). Our baselines include using predictions a) based on a human expert alone; b) a logistic regression ML expert alone; c) a standard mixture-of-experts model (standard MoE); d) the learn-to-defer model in [12]; and e) a learn-to-defer model from [10]. For the standard MoE and Preferential MoE, we train models either assuming discrete $\rho(x)$ values to begin with, or assuming continuous $\rho(x)$ values and the discretizing at the end, exploring all operating points for the threshold of the gating function. Here we report the latter, which seems to work better in practice.

Hyperparameter selection. For both prediction tasks, we explore different learning rates for both, the unconstrained and constrained optimization steps, in the range of $\{10^{-4}, 10^{-3}, 0.01, 0.1\}$. We also explore a range of regularization parameters $\gamma \in \{0.0, 0.001, 0.01, 0.05, 0.1, 1.0\}$ for the gating function, and select those that maximize predictive performance in a validation set. For the psychiatry dataset, we additionally regularize the ML classifier with an L1 penalty to avoid overfitting due to the high-dimensionality of the input space. We fix the margin $\epsilon = 0.1$, and the trade-off parameter $t = 5.0$ for the log-barrier penalty in Equation (6). Our results were stable to perturbations of these parameters. Intuitively, $t$ can be matched to existing interior-point algorithms and is quite robust with appropriate gradient step sizes. The margin $\epsilon$ affects model’s accuracy, but even if there is no direct mapping from its value to a desired performance level, its impact was similar in the range $\epsilon \in \{1e^{-2}, 2e^{-1}\}$. Setting $\epsilon$ too small can make the model not move from the initialization point, and its solution stay similar to the standard MoE’s.

Evaluation metrics. To evaluate Preferential MoE and other baselines, we measure performance as Area-Under-the-operating-ROC-Curve (AUC), as well as predictive accuracy (percentage of correct predictions) for a fine-grid of threshold values, both for the gating function and final predictions. Note that all thresholds are chosen by cross-validation, we thus guarantee that the right thresholds (w.r.t the most adequate metric for each downstream task) are selected, in a data-driven manner. We report coverage as a measure of how frequently (in percentage) each model relies on the human-based guideline function $g$. More specifically, we define soft-coverage as $100.0 \times \mathbb{E}[\rho(x)]$ and hard-coverage($t$) as $100.0 \times \mathbb{E}[\mathbb{1}[\rho(x) \geq t]]$ for a given gating function threshold $t$.

5.1 Human Immunodeficiency Virus (HIV) Therapy Outcome Prediction

HIV currently affects more than 36 million people worldwide. The life-long use of combinations of antiretrovirals has largely helped combat the virus in most parts of the world and has transformed the virus from a life-threatening condition to a chronic illness. However, administering therapies is tricky as patients frequently suffer from drug resistance, viral relapses or spikes, as well as adherence issues and several other side-effects from use of antiretrovirals.

We identified individuals between 18-72 years of age from the EuResist database comprising of genotype, phenotype and clinical information of over 65 000 individuals in response to antiretroviral therapy administered between the years 1983 and 2018. We focus on a subset of 36 780 of these patients who received at least 3 prior treatments and base our predictions on the genotype, phenotype, clinical and demographic information of these individuals. The curated dataset contains a total of 384 such features. Our goal is to predict short-term therapy success where viral suppression is maintained for at least 40 days after a therapy is administered.

Table 1 shows predictive performance and coverage results for the proposed approach and competing baselines. Compared to other approaches, Preferential MoE exhibits highest soft coverage while either retaining or improving predictive performance. Figure 3 compares the accuracy relative to hard thresholding of the coverage for each of the MoE models. In the HIV setting, both variants of the Preferential MoE outperform the standard MoE approach at various coverage values. At 60% coverage, the methods all seem to perform relatively similarly in terms of accuracy.

Importantly, Preferential MoE allows us to incorporate human expertise into the prediction task and provides us with insights of when it makes sense to follow the rules based on the gating function. Table 2 provides a sparse list of predictors and corresponding weights averaged over 10 random seeds for the gating function. These predictors are associated with regions where it makes sense to follow human intuition. While Standard MoE identifies blood count
Figure 2: $\rho(x)$ values in the test set for HIV. Preferential MoE pushes up the values for the gating functions, favoring human decision rules more frequently in the input space. Each box plot corresponds to a different random seed (we report 3 different initializations per method).

Figure 3: Accuracy-coverage trade-off. Preferential MoE (trained by the log barrier or projected gradient method) for HIV either relies more on human rules for the same predictive accuracy, or gets higher accuracy for the same coverage with human rules.

data, certain mutations and a patient’s risk group as meaningful factors, Preferential MoE identifies a significantly different set of predictors. Notably, many of the predictors identified in the latter correspond to cases where patients have additional conditions such as lipodystrophy or side effects to medication where it is preferable to rely on human judgement to determine how to treat these individuals. Figure 2 compares the gating function values $\rho(x)$ in the test set for HIV. Unsurprisingly, Preferential MoE shows a higher preference for relying on human rules.

5.2 Prediction of Antipsychotic for Major Depressive Disorder (MDD)

Antidepressant prescription for MDD often involves trial and error. Roughly 2/3 of individuals diagnosed with MDD do not yield remission with their initial treatment, and 1/4 of patients is expected to dropout against clinical advice before finishing their treatment [27, 28]. The list of potential side-effects translates in tolerability and safety concerns that need to be taken into account while prescribing antidepressants. Here we focus on predicting prescription of antipsychotics, which is a class of medication primarily used to manage psychosis, but often used as an adjunctive treatment in the pharmacological management of MDD. The guideline function $g$ for this prediction task is as follows: if the patient has anxiety or insomnia, promote antipsychotic (predict positive label), if the patient has overweight, avoid antipsychotic (predict negative label).

We identified individuals age 18-80 years drawn from the outpatient clinical networks of two academic medical centers in New England, Massachusetts General Hospital and Brigham and Women’s Hospital. These patients had received

<table>
<thead>
<tr>
<th>Baselines</th>
<th>AUC</th>
<th>soft coverage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>mean</td>
</tr>
<tr>
<td></td>
<td>CI</td>
<td>CI</td>
</tr>
<tr>
<td>ML only</td>
<td>0.64</td>
<td>0.00</td>
</tr>
<tr>
<td>[0.63-0.65]</td>
<td>[0.00-0.00]</td>
<td></td>
</tr>
<tr>
<td>Learn-to-defer [12]</td>
<td>0.71</td>
<td>54.07</td>
</tr>
<tr>
<td>[0.68-0.72]</td>
<td>[48.18 - 55.63]</td>
<td></td>
</tr>
<tr>
<td>Consistent Learn-to-defer [10]</td>
<td>0.66</td>
<td>56.81</td>
</tr>
<tr>
<td>[0.62-0.69]</td>
<td>[50.02 - 57.62]</td>
<td></td>
</tr>
<tr>
<td>Standard MoE (unconstrained)</td>
<td>0.69</td>
<td>52.87</td>
</tr>
<tr>
<td>[0.69-0.70]</td>
<td>[51.19-54.55]</td>
<td></td>
</tr>
<tr>
<td>Preferential MoE (log barrier)</td>
<td>0.74</td>
<td>62.06</td>
</tr>
<tr>
<td>[0.72-0.76]</td>
<td>[60.8-63.32]</td>
<td></td>
</tr>
<tr>
<td>Preferential MoE (projected gradient)</td>
<td>0.74</td>
<td><strong>63.18</strong></td>
</tr>
<tr>
<td>[0.73-0.75]</td>
<td>[61.7-64.66]</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Performance vs Coverage (HIV): Preferential MoE relies much more often on human expertise while preserving predictive performance. Predictive performance measured by Area-Under-the-operating-ROC-Curve (AUC); Reliance on human decision rules based on soft coverage.
### Table 2: Interpretation of gating function (HIV)

<table>
<thead>
<tr>
<th>Covariate Description</th>
<th>Weight $w$</th>
<th>Covariate Description</th>
<th>Weight $w$</th>
</tr>
</thead>
<tbody>
<tr>
<td>+0.1612 ± 0.014</td>
<td>CD8+ cell count (cells/ml)</td>
<td>+0.0359 ± 0.022</td>
<td>CD4 + cell count (cells/ml)</td>
</tr>
<tr>
<td>-0.1161 ± 0.002</td>
<td>Reverse Transcriptase Mutation 67N</td>
<td>-0.0236 ± 0.027</td>
<td>Baseline Viral Load</td>
</tr>
<tr>
<td>-0.0310 ± 0.025</td>
<td>Protease Mutation 20M</td>
<td>+0.0151 ± 0.030</td>
<td>High Adherence</td>
</tr>
<tr>
<td>0.0280 ± 0.001</td>
<td>Blood count; complete (CBC)</td>
<td>+0.0150 ± 0.001</td>
<td>Number of Prior Treatment Lines</td>
</tr>
<tr>
<td>-0.0195 ± 0.005</td>
<td>Co-infection of Hepatitis C</td>
<td>+0.076 ± 0.007</td>
<td>Pregnancy</td>
</tr>
<tr>
<td>-0.0156 ± 0.001</td>
<td>Stavudine</td>
<td>-0.0055 ± 0.016</td>
<td>Reverse Transcriptase Mutation 184V</td>
</tr>
<tr>
<td>-0.0124 ± 0.011</td>
<td>Reverse Transcriptase Mutation 215YF</td>
<td>-0.0035 ± 0.002</td>
<td>Race black</td>
</tr>
<tr>
<td>+0.0121 ± 0.020</td>
<td>Nevirapine</td>
<td>-0.0026 ± 0.001</td>
<td>Lamivudine</td>
</tr>
<tr>
<td>-0.0068 ± 0.031</td>
<td>Risk group MSM</td>
<td>+0.0025 ± 0.003</td>
<td>Anaemia</td>
</tr>
<tr>
<td>-0.0055 ± 0.005</td>
<td>Age</td>
<td>+0.0012 ± 0.007</td>
<td>Lipodystrophy</td>
</tr>
</tbody>
</table>

Table 2: Interpretation of gating function (HIV). Sparse list of predictors describing the regions where human decision rules are followed. We report weight parameters averaged across 10 different random seeds, and for regularization $\gamma=0.1$. (left) Standard MoE (predictors after step 1 in training); (right) preferential MoE (predictors after step 2 in training). Highlighted in red/green are those predictors that disappear/pop-up after step 2 in training.

At least one electronically-prescribed antidepressant between March 2008 and December 2017 with a diagnosis of MDD or depressive disorder at the nearest visit to that prescription. The goal is to predict prescription of antipsychotic based on demographic information (gender, race) as well as diagnostic and procedure codes. Race and gender were self-identified features and were included as a proxy for socio-economic variables. The curated dataset consists of 3,865 individuals and 1,680 features.

Table 3 shows predictive performance and soft coverage results for the proposed approach and competing baselines, averaged across 5 random initializations. We encountered issues training the Learn-to-defer approaches to this data (probably due to its high-dimensionality), so we only include the other baselines. Preferential MoE exhibits highest soft coverage (reliance on human rules) while maintaining (or even slightly improving) predictive performance.

### Table 3: Performance vs Coverage (Psychiatry)

<table>
<thead>
<tr>
<th>Baselines</th>
<th>AUC (mean)</th>
<th>CI [95%]</th>
<th>soft coverage (%) (mean)</th>
<th>CI [95%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML only</td>
<td>0.70</td>
<td>[0.69-0.71]</td>
<td>0.00</td>
<td>[0.00-0.00]</td>
</tr>
<tr>
<td>Standard MoE (unconstrained)</td>
<td>0.71</td>
<td>[0.70-0.71]</td>
<td>31.41</td>
<td>[28.48-34.56]</td>
</tr>
<tr>
<td>Preferential MoE (log barrier)</td>
<td><strong>0.72</strong></td>
<td>[0.71-0.73]</td>
<td><strong>48.34</strong></td>
<td>[46.24-51.74]</td>
</tr>
<tr>
<td>Preferential MoE (projected gradient)</td>
<td>0.72</td>
<td>[0.71-0.72]</td>
<td>45.06</td>
<td>[42.85-46.70]</td>
</tr>
</tbody>
</table>

Table 3: Performance vs Coverage (Psychiatry): Preferential MoE relies much more often on human expertise while preserving predictive performance. Predictive performance measured by Area-Under-the-operating-ROC-Curve (AUC); Reliance on human decision rules based on soft coverage.

Preferential MoE gives us additional information on when to follow such human rules by inspecting the gating function. Table 4 presents the sparse list of predictors for the gating function, associated to regions where human decision rules are followed. By regularizing the gating function classifier with an L1-penalty, we get concise list of predictors to describe those regions. The list on the left correspond to Standard MoE (unconstrained optimization), and the list on the right correspond to Preferential MoE (constrained optimization maximizing reliance on humans). In both lists, most predictors corresponding to general patient care (examination, hospital care, etc) are negatively-correlated: this can be interpreted as higher reliance on humans in the absence of patient care related codes. In the case of Preferential MoE, additional covariates coding for cardiovascular risk factors (highlighted in green) are positively-correlated with reliance on human rules. Such information can be used to explore refinements of the human-based rules.

Figure 4 compares the histogram of the gating function values $\rho(x)$ in the test set. As expected, Preferential MoE pushes those values up, reflecting a preference for relying on human rules when possible. Although these values are continuous, we can discretize them using a specific threshold $\nu$ calibrated on the validation set. Each threshold $\nu$
Figure 4: Histograms for $\rho(x)$ in the test set. Preferential MoE pushes up the values for the gating function, favoring relying on human decision rules more frequently. Each box plot corresponds to a different random seed (3 per method).

Figure 5: Accuracy-coverage trade-off. Preferential MoE either relies more on human rules for the same predictive accuracy, or gets higher accuracy for the same coverage with human rules.

<table>
<thead>
<tr>
<th>Weight $w$</th>
<th>Covariate Description</th>
<th>Weight $w$</th>
<th>Covariate Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.303 ± 0.0143</td>
<td>Subsequent hospital care</td>
<td>-0.0202 ± 0.0043</td>
<td>Subsequent hospital care</td>
</tr>
<tr>
<td>-0.0242 ± 0.0152</td>
<td>MDD, recurrent episode</td>
<td>-0.0115 ± 0.0075</td>
<td>MDD, recurrent episode</td>
</tr>
<tr>
<td>-0.0235 ± 0.0126</td>
<td>Psychiatric examination</td>
<td>-0.0110 ± 0.0107</td>
<td>Psychiatric examination</td>
</tr>
<tr>
<td>-0.0208 ± 0.0071</td>
<td>Depressive disorder</td>
<td>0.0103 ± 0.0041</td>
<td>Office or outpatient visit</td>
</tr>
<tr>
<td>-0.0153 ± 0.0106</td>
<td>Anxiety state</td>
<td>-0.0070 ± 0.0112</td>
<td>Depressive disorder</td>
</tr>
<tr>
<td>-0.0117 ± 0.0089</td>
<td>Office or outpatient visit</td>
<td>0.0068 ± 0.0022</td>
<td>General medical examination</td>
</tr>
<tr>
<td>-0.0083 ± 0.0033</td>
<td>Radiologic examination</td>
<td>0.0061 ± 0.0022</td>
<td>Type II diabetes</td>
</tr>
<tr>
<td>-0.0073 ± 0.0062</td>
<td>Trazodone</td>
<td>0.0037 ± 0.0016</td>
<td>Hypertension</td>
</tr>
<tr>
<td>-0.0068 ± 0.0049</td>
<td>Emergency department visit</td>
<td>-0.0035 ± 0.0046</td>
<td>Anxiety state</td>
</tr>
<tr>
<td>-0.0031 ± 0.0062</td>
<td>race white</td>
<td>-0.0034 ± 0.0083</td>
<td>Trazodone</td>
</tr>
</tbody>
</table>

Table 4: Interpretation of gating function. Sparse list of predictors describing the regions where human decision rules are followed. We report weights averaged across 10 different random seeds, and for a regularization parameter $\gamma=0.1$. (left) Standard MoE (predictors after unconstrained step 1 in training); (right) Preferential MoE (predictors after step 2 in training). Highlighted in red/green are those predictors that disappear/pop-up after step 2 in training.

yields a different trade-off between accuracy and coverage. Figure 5 shows the trade-off between accuracy and hard coverage reachable by these models. As a reference point, the human decision rules have an accuracy of 49.87% for this prediction task. The curves are averaged over 10 different random seeds, each curve is obtained by changing the thresholds for the gating function and final decision. Overall, Preferential MoE is able to reach better trade-offs, either better accuracy for a given fixed hard coverage, or more hard coverage for a given accuracy level.

6 Conclusion
We presented Preferential MoE, a mixture of experts that learns and combines a ML general classifier with a human expert, prioritizing the human-based rules. We presented a game formulation of two objectives, which we solve by a log-barrier method or alternating projected gradient descent. We evaluate both approaches in the prediction of HIV therapy success, and prescription of antipsychotic for MDD. Both algorithms preserve performance and maximize coverage of human-based decisions compared to other baselines, assuming soft and hard decision assignments of the gating function. Future work will further explore other MoE formulations balancing performance and global optimality of the MoE formulation.
References


SAEgnal: A Predictive Assessment Framework for Optimizing Safety Profiles in Immuno-Oncology Combination Trials

Andrzej Prokop, PhD1,2, Youyi Zhang, PhD2, Pralay Mukhopadhyay, PhD3,4,
Faisal Khan, PhD2, Khader Shameer, PhD2*

1 Biometrics, Oncology R&D, AstraZeneca, Warsaw, Poland; 2 Data Science and Artificial intelligence, BioPharmaceuticals R&D, AstraZeneca, Gaithersburg, MD, USA; 3 Late ImmunoOncology Statistics, GMD, AstraZeneca, Gaithersburg, US; 4 Current Affiliation: Otsuka Biopharmaceuticals, Rockville, MD, USA

*Corresponding Author Email: shameer.khader@astrazeneca.com

Abstract:

Combination therapies are an emerging drug development strategy in cancer, particularly in the immuno-oncology (IO) space. Many combination studies do not meet their safety objectives due to serious adverse events (SAEs). Prediction of SAEs based on evidence from single and combination studies would be highly beneficial. To address the emerging challenge of optimizing the safety and efficacy of combination studies, we have assembled a novel oncology clinical trial data set with 329 trials, 685 arms (279 unique treatment arms), including 200 combinations, 79 mono arms, and 59 curated adverse event categories in the setting of non-small cell lung cancer (NSCLC). We integrated the database with an analytical framework: SAEgnal. Using SAEgnal, we have investigated the difference in the risk of 39 adverse event types between combination and monotherapy arms across a subset of 34 combination trials. We observed different risk profiles between combination and monotherapies; interestingly, while the risk of elevated AST/ALT is lower in combination arms (in 1/8 trials, p-value < 0.05), it is higher for bleeding (7/8 trials, p-value < 0.05). We envisage that the SAEgnal framework would enable rapid predictive analytics of SAEs in oncology and accelerate drug development in oncology.

Introduction

Combination therapy is a dosing regimen where a single treatment arm contains more than one drug to achieve a higher therapeutic effect. With a rapidly changing landscape of immuno-oncology agents (IO, such as checkpoint inhibitors), more clinical trials attempt to assess the safety and efficacy of combination therapies. Such clinical trials are designed in such a way that IO therapies are either dosed together with a different IO or with chemotherapy. Such treatments have been proven to be effective in treating various cancers as higher efficacy can be achieved with a lower dosage of each drug and hence – reduce the risk of adverse events. A higher efficacy is typically achieved due to both drugs inhibiting cancer development or boosting immune responses by targeting different genomic pathways1,2. For example, a CTLA4 inhibitor dosed together with PDL1/PD1 inhibitor renders cancer cells to immune cells' cytotoxic activities by enhancing their functions and targeting them to cancer environment3. Combination therapies have already been frequently approved across different indications, including breast cancer. However, the application of combination therapies is still a relatively new branch in Oncology, where questions concerning safety and efficacy are not always clear to answer. Despite the number of successful cases, many new therapies fail and do not meet their efficacy or safety milestones4,5. Drug-drug interactions may also affect the safety parameters, including pharmacokinetics and pharmacodynamics profiles of a therapeutic agent. A simple example could include a situation where both drugs target the same receptor, therefore, competing
over a single resource and bringing limited treatment benefit. Moreover, most studies fail to achieve their safety objectives due to unexpected toxicity effects among the investigated cohorts. Thus, at the phase of study design, a high degree of attention must be put while attempting to determine the target population, inclusion criteria, drugs used in a combination, and their dosing schedule.

The study-design level decision-making process typically relies on collective insights gained from historical data on similar studies. Similar successful combinations, doses, populations, and indications introduce a controlled environment where a single factor can be changed on a study basis. Such an approach eventually leads to the closing of a gap in knowledge by creating a landscape of possibilities. Our work attempts to answer whether the construction and the analyses of publicly available clinical trial metadata can benefit decision making in drug development. Given the limited availability of the efficacy data, we primarily focused on studying safety profiles of chemo-IO combinations. We generated a dataset comparing different treatment arms across non-small cell lung cancer (NSCLC) to answer a question: Can we use the historical data on IO and chemotherapy mono-arms to predict the risk of the adverse events in the combination treatment arms? To answer these questions, we designed, developed, and evaluated a new analytical framework called SAEgnal.

Methods

In the next section we explain our strategy on data selection and collection. The following section introduces SAEgnal, our method of transforming the data and preparing it for the analysis. Finally, we summarize our analytical approach and highlight few interesting results.

Exploratory Data Analyses

Given the limited availability of dataset containing a summary of risks of adverse events across combination IO studies, the Data Resource Exploration was initiated to form an adverse events table generated based on publicly available data resources that provide sufficient information. Our approach was to use the TrialTrove database to search for all NSCLC studies where an IO drug was used (either in combination with chemotherapy or alone). TrialTrove contains a set of filters that enable a quick search of clinical databases to pre-select studies of interest. This search engine significantly decreases the amount of work needed to identify studies of particular indication or design. We also selected studies where a chemo monotherapy was used, and matched chemotherapeutic agents used in the chosen combo studies. Once the list of study decodes comprised of IO+chemo combos, IO mono arm studies, chemo mono arm studies, we then downloaded the Aggregate Analysis of ClinicalTrials.gov (AACT) database from March 27, 2016, as a SAS CPORT export. AACT contains an extensive information on clinical studies, including inclusion criteria, demography, reported adverse events, endpoints data etc. We used the TrialTrove list of study identifiers matching ClinicalTrials.gov Identifiers (NCT ID) to search the AACT database for published numbers of cases of adverse events and cohorts' size. For the speed of processing, we have used a SAS-Grid server to extract the information on treatment arms of our interest including drug names, the number of subjects in a cohort, adverse event name, frequency of an adverse event in population, demography information, inclusion criteria information – entry age; squamous/non-squamous type of disease; the line of chemotherapy; CNS metastasis; disease stage. After the data export, in total, we have found 329 studies, 279 unique pairs of drugs, and 11 monotherapy IO studies serving as one of the control arms.
**Data Curation**

Adverse events published within AACT are typically not coded under standardized terms and allow the use of synonyms of adverse events (shivers, chills, as one of the examples). Given the low data volume, we targeted to avoid a situation where too many adverse events were considered distinct because it would inevitably result in the loss of information: discrete adverse events with a low coverage across the population. With the support of Medical Dictionary for Regulatory Activities Terminology (MedDRA), we have simplified our data set and grouped similar adverse events into distinct categories to enable interpretability. The criteria for groupings preserved medical meaning of a condition in the data set at the general level, e.g. limb or joint pain were grouped regardless of which limb was affected. In many cases, groupings were done by switching the order of words in the AE term; example “pain of a limb” became “limb pain”. In some cases, terms were grouped by their similar meaning: chills and shivers were grouped across all studies into a single word called “chills.” Groupings were created with extensive use of regular expressions in Python. Similarly, the names of treatment arms were standardized across the dataset for further grouping. The names of drugs within treatment arms are often displayed under various synonyms within the AACT database, and a uniform convention was chosen for all drugs. Combo treatment arm names were constructed in such a way, that compounds were alphabetically listed and separated by a “+” sign. Therapies were finally mapped to treatments within combo arms and their corresponding monotherapies. Figure 1 portrays the data flow from Study IDs from the TrialTrove merged with AACT data set by NCT ID. Both treatment arm names and similar adverse events were standardized across the data set. In case of IO components reported under trade names or abbreviations we have chosen names with “mabs” suffix. In each combo treatment arm, we have used an alphabetical order for drugs, e.g. bevacizumab+cisplatin but not cisplatin+bevacizumab.

![Figure 1. SAEgnal data exploration and curation strategy.](image)

**Data Analytics**

The data curation described in the previous section enabled us to apply analytical methods further to explore the data. The primary goal of our analysis is to determine whether the risk of adverse events in combination treatment arms was different from an estimated combined risk within chemo and IO arms. To achieve this goal, we first summarized the distribution of adverse events across treatment arms (Figure 2A) independently across individual clinical studies. We also investigated the total counts of adverse events grouped by their types of irrespective of...
the population size within different studies, to understand the overall prevalence of adverse events (Figure 2B).

**Figure 2.** (A) Distribution of adverse events across 279 treatment arms in the data set. (B) Number of subjects affected by each AE across the data set.

Each adverse event in each treatment arm from a data set is represented by the number of subjects affected per total population enrolled into that arm. A significant analytical challenge lies in comparing the risk of an adverse event in a combination arm to single mono arms. The ideal scenario would be to have the same set of multiple studies where three treatment arms were designed: IO+Chemo arm, IO control arm, Chemo control arm. However, the situation where an IO drug is studied as a control within a mono arm is quite rare. Most clinical combination studies apply chemo as a control arm. To overcome this challenge, we have decided to leverage the data set containing available IO mono-arms across all available studies by calculating the risks of individual AEs in the pooled data irrespective of the type of IOs. Based on the evidence, IO agents, like proteins, mostly cause a similar range of immune-related adverse events. The pooled risk of AEs in chemo monotherapies was calculated for each AE and each chemotherapeutic drug. The combined risk of an AE for IO and Chemo was estimated as $1 - (1 - \text{prob}_{\text{ae_IO}}) \times (1 - \text{prob}_{\text{ae_Chemo}})$. We could then answer a question of whether there is a statistically significant difference in the observed risk of AEs in combination treatment arms compared to an expected risk in mono arms. To assess this, we have used Python-based Scipy statsmodel API to build a 2x2 contingency table containing: an observed number of patients who suffered/not suffered a specific AE in a given combination of agents on a study; an expected number of AE/non-AE cases in that combination calculated by multiplying the cohort size by an estimated probability calculated before. We then performed the Fisher’s exact test for each individual AE in each study for each combination treatment arm using $\alpha = 0.05$. Multiple testing correction was achieved with an $\alpha$ threshold of Bonferroni Correction p-value= 0.00084. In further analysis, we only present data for odds ratios significant after multiple testing correction (39 AEs across 34 studies and 29 treatment arms). The resulting table contained risk ratios together with their p-values and an upper and lower confidence interval. We selected AEs with the risk ratios p-value < 0.05 and the confidence intervals, not covering one for further analysis. The analytics strategy used in our analyses is described in Figure 3. Here, the null hypothesis assumed no difference between an observed number of cases ae/non-ae event in a combination regimen and an estimated number of cases of ae/non-ae. The estimated numbers were obtained by multiplying an estimated probability of
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AE by the size of cohort in the combination study. The estimated probability of AE in combination was in turn calculated from chemo and IO mono arms. Probability of an AE in IO was calculated once for each AE irrespective of the type of IO. Probability of AE in chemo mono arm was, however, calculated for each separate chemotherapeutic drug. A resulting 2x2 contingency table allowed testing of $H_0$ by providing risk ratios, p-values and upper and lower confidence intervals. Risk ratios for AEs in combinations together with all the auxiliary variables used for their computations were saved in a data set. The data set also contains the information about inclusion/exclusion criteria for each study; line of chemotherapy; minimum recruitment age; disease stage; disease origin (squamous/non-squamous). The data set is available in a format which allows for an application of machine learning methods (decision trees, neural networks etc.) to predict the risk of particular AEs based on treatment labels and other variables. All data mapping and analytics were performed using Python 2.7 using Jupyter Notebook.

**Results**

The data integrated as part of the development of the initial version of SAEgnal framework discussed in this paper is available at the URL: https://doi.org/10.6084/m9.figshare.13483521. We visualized our result in depicting profiles of AEs across combination therapies with each point representing a risk ratio for a single-combination study on a logarithmic scale (Figure 4, Figure 5, Figure 6(A)). Collectively, these plots provide information on AEs' directionality, where the points grouped at the bottom side of the axis represent the clinical combination studies whose risk is lower than estimated and vice versa. We have investigated it further as a binary problem by counting the number of cohorts (treatment groups) per AE, where the observed risk was lower or higher than estimated (Figure 6 (B)). We have found that out of 39 significant AEs under study 28 placed themselves at the bottom side of the axis (meaning the risk was reduced compared to mono arms), 4 AEs were equally distributed between "high" and "low" risk and 7 AEs had an elevated risk in combination arms compared to mono arms. Interestingly, we have found that the risk of bleeding was increased in 7 studies cohorts/treatment combination arms, which is also the highest number in this data set. On the contrary, the risk of cough was reduced in 7 treatment arms under study. An interesting trend can also be observed concerning pain: risks of general pain, chest pain, abdominal pain, joint and limb pain is reduced in combination arms. In Figure 4, we are presenting data on two SAE types (bleeding and elevated AST and ALT).
Figure 4. Example of statistical analysis performed for two AE types: bleeding (A) and elevated AST ALT (B). Risk ratios are represented on the y-axis. More than a single point per study indicates more than one treatment arm per study.

Figure 5. Risk ratios for 39 adverse events in the SAEgnal framework. Each data point represents a risk ratio for each combination treatment arms in studies where a given AE was reported. Each color is specific to an adverse event.
Figure 6. (A) Risk ratios for adverse events across treatment arm types. (B) Directionality of AEs in combinations. The y-axis contains a sum of combination treatment arms in each study where an observed risk of adverse event was lower than estimated from mono arms (green) and higher, than estimated (red).

Discussion

As combination therapeutics development increases, we think it will be essential to establish a data science pipeline to gather trial-level data, analyze and interpret, with interpretable results that eventually lead to the accelerating decision making to enable drug development. Using SAEgnal, we have proposed a framework to identify suitable studies, curate the data, transform and prepare in a format where advanced quantitative analyses such as machine learning methods can be applied. Besides, we have statistically analyzed the data to compare the risks of adverse events in combination with arms with an estimated risk of AEs in mono arms. Finally, we assessed the risks of AEs in combinations as lower or higher than the estimated values in mono arms. To obtain the risks of AEs in IO and chemo treatment arms, we have pooled all IO studies together, irrespective of a drug used. Chemotherapy arms were pooled as well, but it was performed for each kind of chemotherapeutic agent separately. This step may be controversial and questionable as it is based on a simplified assumption that the profiles of IO's adverse events are similar. IO drugs are of protein origin and are typically linked with immune-related AEs, irAEs (30% of patients treated with immunotherapies suffer from skin-related adverse events such as rash and mucositis), since as proteins; they have different potential to activate immune system. However, we are aware that some adverse
events are more specific to the type of IO drugs. For example, CTLA4 antibodies were reported to cause an increased onset of gastrointestinal disorders, such as colitis and diarrhea (30%-40% of dosed patients9). Our goal of developing SAEgnal as a data compendium and analytics framework was to answer the question: is a risk of AE in combination different from an estimated risk in separate mono arms? Many methods can answer this question, including logistic regression, bootstrapping, etc. We proposed a contingency 2x2 table as a valid method for this task. Contingency or cross-tabulation tables have been well documented as a method chosen for clinical trial data analysis10,11,12. We have taken the observed numbers of AEs and non-AEs from each combination study in the first step. We have then estimated pooled risks of AE across IO and chemo arms (all IO grouped, and chemotherapeutic agents grouped respectively to their types). Each combination study population was then multiplied by an estimated risk to obtain an estimated number of AE and non-AE events. We have then created a 2x2 table where we obtained risk ratios, p-values, upper and lower confidence intervals for observed AEs/non-AEs vs. estimated AEs/non-AEs in combination therapy. These results were saved in a separate data set and subjected to further analysis. Interestingly, we have found that the observed risk of the majority of AEs across different studies is lower than expected. It may be a result of a decreased dosing of individual components within combination therapies. Depending on a study type and drugs combined, the cumulative dosing of two drugs may be either reduced or not, and both safety and efficacy are considered. Such decisions are made individually for each type of combination treatment; for example, bevacizumab and telatinib or bevacizumab and vatalanib combination can be applied at 60% of the additive dose since both drugs overlap in their target angiogenesis13,14,15.

Elevated ALT and AST indicating liver damage have also been decreased in the IO-chemo combinations compared to mono-arms. This observation could also be due to the result of reduced dosing of individual drugs in combinations. Published information about liver damage mechanisms indicates that chemotherapy may directly induce liver damage by putting stress on the filtering functions, causing a toxic effect16. Immunotherapies, however, may result in liver damage as a result of an immune system-mediated response. Such risk has been reported to increase when two IO drugs are used in the combination17. We cannot exclude a possibility that IO and chemo drugs in combination, especially when a possibility of lower dosing is considered, may not activate any of the liver-damage mechanisms as much as individual therapies. It is possible that in the case of studying IO-IO combination, the directionality of liver damage would be opposite to what we have found in our study. Interestingly, the risk of bleeding in combination treatment arms from our analysis seems to be elevated compared to individual mono arms. In mono-arms where chemotherapy is introduced, thrombocytopenia is typically connected with an increased risk of bleeding because a lower platelet count fosters the formation of clots that otherwise stop bleeding18. Immunotherapies were also linked to increased bleeding but through a different mechanism, also immune system-mediated19. While in our analysis, we did not find an increased risk for thrombocytopenia across multiple treatments (2 treatments had an increased than the estimated risk of thrombocytopenia and 4 studies, decreased) we cannot exclude a possibility of a synergistic effect, where bleeding occurs through different mechanisms of action of combination drugs. Although IO drugs are reported to cause skin problems, our IO-chemo combination analysis did not indicate an increased risk of such AEs. Risks of different types of pain were also decreased compared to mono arms in our data. The decrease in pain may both be related to an increased efficacy as pain is often associated with developing cancer disease and reduced toxicity of both drugs in combination.
Predictive Modeling

Predictive analytics of SAEs in combination therapies using signals from monotherapies would accelerate the development process of IO-combination therapies. With the development of machine learning techniques, our data could be analyzed into a predictive framework. We have performed a quick test where we applied a random forest to predict the directionality of adverse events, using just treatment labels to train an algorithm. By splitting our data set into a training part and a validation part, we achieved ~89% of validation accuracy. The addition of inclusion criteria columns, together with population variables, makes this framework especially useful for the clinical teams working on the design of the new studies. New studies are typically designed based on historical data, subject matter expertise, and step-by-step approaches by further expanding current indications. We think that utilizing publicly available metadata will be a powerful tool to support the data-driven decision-making process to accelerate drug development. Predictive analytics of SAEs in combination therapies using signals from monotherapies would help in the data-driven development process of IO-combination therapies.

Limitations

The AACT data set that we have used in the SAEgnal framework was uploaded in 2016, and the combination therapies were relatively new in the industry. Hence, we face the challenge of a low volume of publicly available data. This severely limits the utility of the SAEgnal in its current iteration. Also, as a proof-of-concept study, we focused only on one tumor type. Furthermore, the mapping of SAEs was performed using a rational mapping strategy to simplify the terms' definition. We did not utilize any standard clinical ontologies other MedDRA in the current iteration of SAEgnal, but it could be explored in the next iteration. A regular update of SAEgnal that provides access to pan-cancer clinical trial results with ontology mapped datasets could become an indispensable tool for evaluating SAEs. With enough future data available, some IO drugs may result in different profiles of AEs, which might also depend on the treated population. However, the availability of IO data in mono arms is insufficient to allow a sensitivity analysis at the current state. Coverage of drugs and treatment arm for IO mono arms is so low that it does not justify utilizing them as control arms for respective IO drugs in combinations. Therefore, pooling is a reasonable option to overcome this challenge. A similar question arises with the pooling of chemo drugs across moon arms. However, in this case, drugs are pooled across studies depending on the chemotherapy regimen. Still, it is important to ask whether the pooling of different studies does not introduce a bias. One way to overcome it was to select studies from the same indication: NSCLC, with similar populations, a similar range of inclusion and exclusion criteria, and disease characteristics. Once the availability of data increases over time, pooling any data will be no more demanded.

Conclusions

To conclude, in this paper, we have proposed SAEgnal, a new immuno-oncology analytical framework to study SAEs in combination therapies by integrating a novel dataset from historical, publicly available clinical trial data on combination arms and mono arms. We have identified that although scarce, clinical data available so far can provide statistically significant information on the interaction between different treatments. We have presented several scenarios where results are in alignment with the published data on adverse events. The data set we have created can serve as an input for machine learning algorithms to predict the occurrence of adverse events and their directionality based on drugs planned in treatment arms and other information available at the study design and
strategic planning stage of clinical development. Further, by expanding the data backend and feature capabilities, the SAEgnal framework could be a useful tool for pre-emptive and predictive adverse event monitoring using clinical trial big data and machine intelligence.
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Abstract
As of August 2020, there were ~6 million COVID-19 cases in the United States of America, resulting in ~200,000 deaths. Informatics approaches are needed to better understand the role of individual and community risk factors for COVID-19. We developed an informatics method to integrate SARS-CoV-2 data with multiple neighborhood-level factors from the American Community Survey and opendataphilly.org. We assessed the spatial association between neighborhood-level factors and the frequency of SARS-CoV-2 positivity, separately across all patients and across asymptomatic patients. We found that neighborhoods with higher proportions of individuals with a high-school degree and/or who were identified as Hispanic/Latinx were more likely to have higher SARS-CoV-2 positivity rates, after adjusting for other neighborhood covariates. Patients from neighborhoods with higher proportions of individuals receiving public assistance and/or identified as White were less likely to test positive for SARS-CoV-2. Our approach and its findings could inform future public health efforts.

1. Introduction

1.1 Background on COVID-19
A novel strain of coronavirus (COVID-19) was discovered in Wuhan, China in December 2019. Initially, COVID-19 began as an epidemic in that local region, resulting in strict lock-downs of approximately 500 million people in China. Since then COVID-19 has since spread across the globe, impacting every continent including Antarctica (as of December 2020). As of August 25, 2020, there had been over 23 million confirmed cases and 800,000 deaths worldwide[1].

1.2 Importance of Identifying Neighborhood-Level Factors in COVID-19
Since March 2020, a plethora of COVID-19 related research papers have correlated social determinants of health with COVID-19 spread. Factors such as poverty and income can affect an individual’s ability to effectively distance physically from others (colloquially as ‘social distancing’). In addition, socioeconomic status is closely associated with job type [2]. Occupations, such as grocery store workers and pharmacy store workers are at increased risk of COVID-19 [3], and a large proportion of these jobs are held by those of lower socioeconomic status and/or immigrant populations [4]. It follows that neighborhood-level characteristics (e.g., income, poverty) of certain census tracts (i.e., neighborhoods) within a large diverse city such as Philadelphia, could be associated with different SARS-CoV-2 positivity rates. However, it is unclear at this present time what neighborhood-level factors are the most closely linked with COVID-19 spread and their relative importance to each other (e.g., is education or poverty or income more informative?). What is lacking is sufficient understanding of neighborhood-level characteristics to tailor public health messaging and other interventions to reduce the SARS-CoV-2 transmission across communities that may be otherwise high-risk for spread (e.g., certain low-income communities).

1.3 Significant Variability Exists in Neighborhood Characteristics in Philadelphia
Neighborhoods are defined in this paper as census tracts. Great variability exists across Philadelphia neighborhoods and it is truly a ‘tale of two cities’. One is rich and the other poor in material resources. These neighborhood (i.e., census-tract) level associations within Philadelphia are directly applicable to healthcare. One example of neighborhood-level or census tract-level differences within Philadelphia is
income with low-income neighborhoods having been linked with increases in fire-related injuries [5]. There also exists considerable disparity in terms of the number of primary care providers. The average ratio of adults per primary care provider was 1,073 across all census tracts within the city of Philadelphia [6]. However, some census tracts had only 105 while others had 10,321 [6]. This disparity affects physical availability access to care. In addition, we have shown that neighborhood-level factors in Philadelphia affect C-section rates among pregnant women [7]. Overall, significant variability exists within the city of Philadelphia in terms of the neighborhood-level characteristics (i.e., census tract-level characteristics). This is also true of many other urban centers (e.g., New York City, San Francisco) and therefore our approach should generalize to other urban centers.

1.4 Need for Informatics Approaches to Address these Gaps
Biomedical informatics methods can be developed to identify neighborhood-level factors that are associated with COVID-19 infection. If these factors were known, it could assist in effective containment of COVID-19 or other pandemics in future [8]. SARS-CoV-2 testing is being offered in a variety of settings. Some patients are received through an outpatient office or via drive through testing sites. Others are received via the in-patient care system (e.g., Emergency Departments). The testing orders, results, and associated clinical information such as clinical symptomology are stored and distributed in a complex web. For this study, we focused on testing being performed in one academic medical center on specimens collected from a variety of sites and patients with a variety of indications, all aggregated in one integrated electronic health record (EHR) system. Effective informatics solutions are needed to identify relevant patient cohorts (e.g., asymptomatic vs. symptomatic) and to understand associated neighborhood-level factors for these different cohorts.

1.5 Purpose of Study
The goals of this study are two-fold: 1.) develop an informatics approach to integrate multiple, potentially relevant neighborhood-level factors (e.g., income, poverty, education) from American Community Survey (ACS) and other Philadelphia-specific open datasets (e.g., violence, housing quality) from OpenDataPhilly.org with SARS-CoV-2 testing data; and 2.) determine what neighborhood-level factors are associated spatially with COVID-19 spread within the city of Philadelphia. These neighborhood-level factors are available at the census-tract level. We envision that this information could be used for future city and institutional planning to more readily identify COVID-19 'hotspots' within the city and the risk factors associated with these hotspots (e.g., poverty). Moreover, for healthcare institutions, these information should be useful for institutional planning purposes to understand what types of communities are most at risk to enable adaptation of testing and contact tracing strategies for those communities.

2. Materials and Methods
Our informatics approach involves assembling and integrating data SARS-CoV-2 testing data with various sources on neighborhood-level factors. We obtained clinical data of SARS-CoV-2 positivity rates broken down by symptomatic status (i.e., overall vs. asymptomatic patients only). We then built a spatial regression model to assess the role of each neighborhood-level factor on SARS-CoV-2 positivity rates within the city of Philadelphia. Our overall strategy is visualized in Figure 1. This study was performed as a quality

![Figure 1. Overview of Informatics Approach to Aggregate a Set of Neighborhood-Level Covariates from Public Sources and Link Using Spatial Regression with SARS-CoV-2 Positivity Status for All Patients Tested and All Asymptomatic Patients Tested.](image-url)
assurance and quality improvement project within the Department of Pathology and Laboratory Medicine in the University of Pennsylvania.

2.1 Obtaining Neighborhood-Level Descriptors
Table 1 includes the neighborhood-level factors included in our model along with each source. All of our 'neighborhoods' consist of census tracts. Therefore, for the purpose of this study, a neighborhood is a census tract. We chose census-tract characteristics to inform our models regarding the neighborhood and communities living situations within that census tract.

2.1.1 American Community Survey
We queried the United States Census Bureau website for data on neighborhood-level factors (at the census-tract level) for inclusion in our models. We then queried the US Census query interface called CEDSCI (Center for Enterprise Dissemination Services and Consumer Innovation) accessible at: https://data.census.gov/cedsci/. We downloaded all data for 2010-2017 and only included 2017 data in our modeling of the neighborhood-level associations with COVID-19, to focus on the most recent survey data. Specific data file names are given in Table 1. Although, these data are available for all US census tracts, we restricted our datasets to Philadelphia-only census tracts to study the relationship between neighborhood-level factors and SARS-CoV-2 positivity rates within this most immediate urban catchment area for Penn Medicine.

2.1.2 OpenDataPhilly
We incorporated OpenDataPhilly data accessible at https://www.opendataphilly.org/ for information on housing quality. This housing dataset contains information on buildings and units that have been cited by law enforcement and/or city regulations and inspections officials for violations to housing quality laws. We integrated general violations data from the Licenses and Inspections violations, obtainable at: https://www.opendataphilly.org/dataset/licenses-and-inspections-violations. We also only used the general violations category to ensure that we had data across as many Philadelphia census tracts as possible for the year 2017. For information on the violent and non-violent crime rates, we included data previously obtained by Dr. Balocchi [9] that was obtained from the Philadelphia Police Department, available on https://www.opendataphilly.org/dataset/crime-incidents. To be consistent with the ACS data, we only included data from 2017.

Table 1. Sources and Data Files for Neighborhood-Level Factors Included in Our Spatial Regression Model

<table>
<thead>
<tr>
<th>Neighborhood-Level Factors</th>
<th>Source</th>
<th>Data File</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prop. of women aged 15-50 years in each census tract below 100 percent poverty level</td>
<td>ACS</td>
<td>S1301</td>
</tr>
<tr>
<td>Prop. of women aged 15-50 years in each census tract that graduated high school (including equivalency)</td>
<td>ACS</td>
<td>S1301</td>
</tr>
<tr>
<td>Prop. of women aged 16-50 years in each census tract that are in the labor force</td>
<td>ACS</td>
<td>S1301</td>
</tr>
<tr>
<td>Prop. of women aged 15-50 years in each census tract that received public assistance income in the past 12 months</td>
<td>ACS</td>
<td>S1301</td>
</tr>
<tr>
<td>Prop. of occupied housing units in each census tract that are owner-occupied</td>
<td>ACS</td>
<td>S2502</td>
</tr>
<tr>
<td>Prop. of occupied housing units in each census tract that are renter-occupied</td>
<td>ACS</td>
<td>S2502</td>
</tr>
<tr>
<td>Median family income (dollars)</td>
<td>ACS</td>
<td>S1903</td>
</tr>
<tr>
<td>Prop. of each census tract that identifies as Asian Alone</td>
<td>ACS</td>
<td>B01001D</td>
</tr>
<tr>
<td>Prop. of each census tract that identifies as Black or African-American</td>
<td>ACS</td>
<td>B01001B</td>
</tr>
<tr>
<td>Prop. of each census tract that identifies as Hispanic or Latinx</td>
<td>ACS</td>
<td>B01001I</td>
</tr>
<tr>
<td>Prop. of each census tract that identifies as White Alone</td>
<td>ACS</td>
<td>B01001A</td>
</tr>
<tr>
<td>Housing Violations</td>
<td>OpenDataPhilly</td>
<td></td>
</tr>
<tr>
<td>Violent Crime Rate</td>
<td>OpenDataPhilly</td>
<td></td>
</tr>
<tr>
<td>Non-Violent Crime Rate</td>
<td>OpenDataPhilly</td>
<td></td>
</tr>
</tbody>
</table>

2.2 SARS-CoV-2 Positive Patients Broken Down by Symptomatic Status
We identified whether patients being tested for SARS-CoV-2 were symptomatic based on documentation in the test’s ordering questions, as stored in EHR. This allowed us to investigate all patients grouped together regardless of symptomatic status (comparison 1) and also only asymptomatic patients (comparison 2). Asymptomatic patients receiving a SARS-CoV-2 test did not report any specific signs or symptoms of COVID-19 (e.g., fever, cough, loss of taste or smell) and were either tested due to presumed or confirmed
exposure (e.g., living with a COVID-19 positive individual), screening prior to clinical care (e.g. surgical procedure, hospital admission, pregnancy labor & delivery), the result of contact tracing efforts. We were able to perform this stratification because we had access to documentation of symptomatic status.

2.3 Statistical Analysis: Spatial Regression Model of Effect of Neighborhood-Level Factors on SARS-CoV-2 Positivity Status

First, we performed a log-transformation of housing violation data, income, and both violent and non-violent crime to normalize them. Next, we evaluated two models: one to predict SARS-CoV-2 positivity rate at the neighborhood-level for all patients and the second model to predict SARS-CoV-2 positivity rate among asymptomatic patients only. All analyses were performed using R statistical software (version 3.6.1). We used the R spautolm function from spdep package to perform spatial autoregression, fit using Maximum Likelihood estimation. This method is optimized for sparse matrices, as observed in our dataset. Our outcome was the % SARS-CoV-2 positive out of total conclusive test results (i.e., Number of Positive / (Number of Positive + Number of Negative)) for each census tract. After univariable results were obtained, we then explored multi-predictor models and included all nominally significant (p <= 0.05) results into a single spatial regression model. This allowed us to assess the importance of each nominally significant neighborhood-level predictor while accounting for the other factors in an adjusted model.

3. Results

3.1 Penn Medicine Cohort of Individuals Tested for SARS-CoV-2

Our population consists of 46,001 unique individuals tested for SARS-CoV-2 between March 3, 2020 and June 9, 2020. We geocoded patient addresses using ArcGIS and mapped the corresponding latitude and longitude coordinates to census tracts within the city of Philadelphia. We observed 19,281 distinct patients lived within the city of Philadelphia and 26,824 distinct test results that could be linked to census tract information for analysis. Several patients were tested multiple times.

Most of our patients had a documented symptomatic status (i.e., asymptomatic or symptomatic) allowing us to stratify our population and perform subanalyses among asymptomatic individuals only. Table 2 shows the positivity rates by symptomatic status, revealing a rate of 10.1% SARS-CoV-2 positivity among asymptomatic individuals as compared to 20.7% positivity rate for all patients during this time frame. For simplicity, we excluded rare inconclusive and non-discrete results from our statistical analysis.

Table 2. SARS-CoV-2 Positivity Rates by Symptomatic Status, Penn Medicine March-June 2020

<table>
<thead>
<tr>
<th>SARS-CoV-2 Test Result</th>
<th>All Patients</th>
<th>Known Asymptomatic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>4781 (20.73%)</td>
<td>680 (10.14%)</td>
</tr>
<tr>
<td>Negative</td>
<td>18278 (79.27%)</td>
<td>6023 (89.86%)</td>
</tr>
<tr>
<td>Total Positive or Negative Result</td>
<td>23059</td>
<td>6703</td>
</tr>
<tr>
<td>Total Completed Results</td>
<td>26824</td>
<td>7395</td>
</tr>
</tbody>
</table>

3.2 Neighborhood-Level Associations with SARS-CoV-2 Positivity Status: Overall

3.2.1 Single Predictor Spatial Regression Model

We performed single predictor or univariable analysis to obtain results for each variable and its relationship with SARS-CoV-2 positivity (Table 3). All neighborhood-level predictors were associated (p < 0.001) with the exception of four, the proportion of those identifying as Asian living in a census-tract, the non-violent crime rate, and the proportion of occupied housing units that was either renter occupied or owner occupied. Interestingly, three neighborhood-level factors were associated with lower than expected SARS-CoV-2 positivity: median family income, proportion of those identifying as White living in a census-tract, proportion of women aged 16-50 that participated in the labor force (i.e., women who were working). In other words as these three factors (i.e., income, White, labor force participation) increased in a given neighborhood the rate of SARS-CoV-2 positivity went down.

3.2.2 Multi-Predictor Spatial Regression Model

We next constructed a multi-predictor spatial regression model using all 10 statistically significant neighborhood-level factors from the single predictor models (Table 4). We report the goodness-of-fit statistics for our multi-predictor model, including lambda=-0.0707, Hessian Standard Error of lambda=0.0842, log-likelihood=372.12 and log likelihood ratio of 0.6665 with a corresponding p-value=0.4143. Because the p-value of the log-likelihood ratio >=0.05, we can conclude that spatial...
clustering of SARS-CoV-2 positivity rates that may appear in our data has been accounted for by the factors included in this multi-predictor model with results shown in Table 4[10]. We visualized the SARS-CoV-2 positivity rates in Philadelphia by census tract (Figure 2) and compared this with one of the nominally significant variables that is potentially actionable, the proportion of women 15-50 receiving public assistance (Figure 3).

Table 3. Results of Single Predictor Spatial Regression Analyses of Neighborhood-Level Factors on Neighborhood-Level SARS-CoV-2 Positivity Rate for All Patients

<table>
<thead>
<tr>
<th>Short Name</th>
<th>Neighborhood-Level Factors</th>
<th>Odds Ratio</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Income</td>
<td>Median family income (dollars) (log-transformed variable)</td>
<td>0.9144</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Education</td>
<td>Prop. of women aged 15-50 years in each census tract that graduated high school (including equivalency)</td>
<td>1.4471</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>White</td>
<td>Prop. of each census tract that identifies as White Alone</td>
<td>0.8601</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Violent</td>
<td>Violent Crime Rate (log-transformed variable)</td>
<td>1.0463</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Black</td>
<td>Prop. of each census tract that identifies as Black or African-American Alone</td>
<td>1.1117</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Poverty</td>
<td>Prop. of women aged 15-50 years in each census tract below 100 percent poverty level</td>
<td>1.2243</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Public</td>
<td>Prop. of women aged 15-50 years in each census tract that received public assistance</td>
<td>1.6357</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Housing</td>
<td>Housing Violations (log-transformed variable)</td>
<td>1.0302</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Hispanic</td>
<td>Prop. of each census tract that identifies as Hispanic or Latinx</td>
<td>1.1853</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Labor Force</td>
<td>Prop. of women aged 16-50 years in each census tract that are in the labor force</td>
<td>0.8162</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Asian</td>
<td>Prop. of each census tract that identifies as Asian Alone</td>
<td>0.96</td>
<td>0.5582</td>
</tr>
<tr>
<td>Renter</td>
<td>Prop. of occupied housing units in each census tract that are renter-occupied</td>
<td>0.9841</td>
<td>0.5879</td>
</tr>
<tr>
<td>Owner</td>
<td>Prop. of occupied housing units in each census tract that are owner-occupied</td>
<td>1.0161</td>
<td>0.5879</td>
</tr>
<tr>
<td>Non-Violent</td>
<td>Non-Violent Crime Rate (log-transformed variable)</td>
<td>1.0017</td>
<td>0.8439</td>
</tr>
</tbody>
</table>

Table 4. Results of Multi-Predictor Spatial Regression Model of Neighborhood-Level Factors on Neighborhood-Level SARS-CoV-2 Positivity Rate for All Patients

<table>
<thead>
<tr>
<th>Short Name</th>
<th>Neighborhood-Level Factors</th>
<th>Adj. Odds Ratio</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Education</td>
<td>Prop. of women aged 15-50 years in each census tract that graduated high school (including equivalency)</td>
<td>1.2114</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>White</td>
<td>Prop. of each census tract that identifies as White Alone</td>
<td>0.8283</td>
<td>0.0011</td>
</tr>
<tr>
<td>Hispanic</td>
<td>Prop. of each census tract that identifies as Hispanic or Latinx</td>
<td>1.1302</td>
<td>0.0027</td>
</tr>
<tr>
<td>Public</td>
<td>Prop. of women aged 15-50 years in each census tract that received public assistance</td>
<td>0.8136</td>
<td>0.0406</td>
</tr>
<tr>
<td>Labor Force</td>
<td>Prop. of women aged 16-50 years in each census tract that are in the labor force</td>
<td>1.0942</td>
<td>0.1045</td>
</tr>
<tr>
<td>Black</td>
<td>Prop. of each census tract that identifies as Black or African-American Alone</td>
<td>0.9421</td>
<td>0.2708</td>
</tr>
<tr>
<td>Income</td>
<td>Median family income (dollars) (log-transformed variable)</td>
<td>0.9989</td>
<td>0.592</td>
</tr>
<tr>
<td>Housing</td>
<td>Housing Violations (log-transformed variable)</td>
<td>1.0017</td>
<td>0.7263</td>
</tr>
<tr>
<td>Violent</td>
<td>Violent Crime Rate (log-transformed variable)</td>
<td>0.9989</td>
<td>0.9116</td>
</tr>
<tr>
<td>Poverty</td>
<td>Prop. of women aged 15-50 years in each census tract below 100 percent poverty level</td>
<td>1.0012</td>
<td>0.9816</td>
</tr>
</tbody>
</table>

Four neighborhood-level factors appeared nominally associated (p < 0.05) in our multi-predictor model. Two variables were associated with increased SARS-CoV-2 positivity rates at the neighborhood-level: the proportion of women 15-50 having at least a high school education and the proportion of individuals identifying as Hispanic/Latinx in that neighborhood. Two neighborhood-level factors were associated with decreased SARS-CoV-2 positivity rates: the proportion of individuals identifying as White alone in a given census-tract and the proportion of women aged 15-50 years old receiving public assistance. Of note,
according to the Census Bureau public assistance includes both cash and non-cash benefits (e.g., Temporary Assistance for Needy Families or TANF, Supplemental Nutrition Assistance Program or SNAP) to low-income families or individuals [11]. Importantly, the proportion of a census tract that identifies, as Black or African American was no longer associated with SARS-CoV-2 positivity in the multi-predictor model, suggesting other correlated neighborhood-level factors were more informative in SARS-CoV-2 positivity rates.

3.3 Neighborhood-Level Associations with SARS-CoV-2 Positivity Status: Asymptomatic Only
We conducted a sub-analysis among only patients that were identified as being asymptomatic at the time of testing. We had 7,395 COVID-19 test results that were from asymptomatic patients who live within the city of Philadelphia (Table 2) and we focused the patients with confirmed positive or negative COVID-19 test results. The asymptomatic population has a lower overall positivity rate, as expected.

3.3.1 Single Predictor Spatial Regression Model
We performed single predictor (univariable) regression to characterize each variable’s relationship with SARS-CoV-2 positivity among asymptomatic patients. We found that eight neighborhood-level factors were associated (p < 0.05) with positivity (Table 5). Two of these neighborhood-level factors lower SARS-CoV-2 positivity rates, including the proportion of the census tract that identified as being of White race and the median family income in a census tract. The remaining six associations were positively correlated, indicating that they were associated with higher SARS-CoV-2 positivity rates. Those neighborhood characteristics included, the proportion of individuals identifying as being of Black or African American race, the violent crime rate, the number of housing violations and the proportion of women 15-50 that graduated high school and the proportion of women 15-50 that received public assistance. As in the overall model (which included those that were symptomatic or asymptomatic), we observed that the proportion of housing units that were either renter occupied or owner occupied was not significantly correlated with SARS-CoV-2 positivity rates.
Table 5. Results of Single Predictor Spatial Regression Analysis of Neighborhood-Level Factors on Neighborhood-Level SARS-CoV-2 Positivity Rate: Asymptomatic Only

<table>
<thead>
<tr>
<th>Short Name</th>
<th>Neighborhood-Level Factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Black</td>
<td>Prop. of each census tract that identifies as <strong>Black or African-American</strong> Alone</td>
</tr>
<tr>
<td>White</td>
<td>Prop. of each census tract that identifies as <strong>White</strong> Alone</td>
</tr>
<tr>
<td>Income</td>
<td>Median family <strong>income</strong> (dollars) (log-transformed variable)</td>
</tr>
<tr>
<td>Violent</td>
<td><strong>Violent Crime Rate</strong> (log-transformed variable)</td>
</tr>
<tr>
<td>Housing</td>
<td><strong>Housing Violations</strong> (log-transformed variable)</td>
</tr>
<tr>
<td>Education</td>
<td>Prop. of women aged 15-50 years in each census tract that <strong>graduated high school</strong> (including equivalency)</td>
</tr>
<tr>
<td>Poverty</td>
<td>Prop. of women aged 15-50 years in each census tract below 100 percent <strong>poverty level</strong></td>
</tr>
<tr>
<td>Public</td>
<td>Prop. of women aged 15-50 years in each census tract that <strong>received public assistance</strong> income in the past 12 months</td>
</tr>
<tr>
<td>Non-Violent</td>
<td><strong>Non-Violent Crime Rate</strong> (log-transformed variable)</td>
</tr>
<tr>
<td>Asian</td>
<td>Prop. of each census tract that identifies as <strong>Asian</strong> Alone</td>
</tr>
<tr>
<td>Labor Force</td>
<td>Prop. of women aged 16-50 years in each census tract that are <strong>in the labor force</strong></td>
</tr>
<tr>
<td>Owner</td>
<td>Prop. of occupied housing units in each census tract that are <strong>owner-occupied</strong></td>
</tr>
<tr>
<td>Renter</td>
<td>Prop. of occupied housing units in each census tract that are <strong>renter-occupied</strong></td>
</tr>
<tr>
<td>Hispanic</td>
<td>Prop. of each census tract that identifies as <strong>Hispanic or Latinx</strong></td>
</tr>
</tbody>
</table>

3.3.2 Multi-Predictor Spatial Regression Model

We included all 8 nominally statistically significant neighborhood-level factors from our asymptomatic only univariable models into a multi-predictor model (Table 6). Metrics denoting the goodness-of-fit for the model, include lambda=-0.0493, Hessian Standard Error of lambda=0.0860, log-likelihood=291.73 and log likelihood ratio of 0.3234 with a corresponding p-value=0.5695. Because the p-value of the log-likelihood ratio >=0.05, we can conclude that any spatial clustering of SARS-CoV-2 positivity rates that may appear in our data has been accounted for by the factors included in this multi-predictor model [10]. In this model, we observed no neighborhood-level factors that were significantly associated with SARS-CoV-2 positivity. The factor with the lowest p-value (p = 0.05) was the proportion of those identifying as being Black or African American in a census tract. Importantly, because the log likelihood ratio was 0.3234 with a corresponding p-value=0.5695, our model does remove any spatial variability in the SARS-CoV-2 positivity rates (if present) among asymptomatic individuals.

Table 6. Results of Multi-Predictor Spatial Regression Model of Neighborhood-Level Factors on Neighborhood-Level SARS-CoV-2 Positivity Rate: Asymptomatic only

<table>
<thead>
<tr>
<th>Short Name</th>
<th>Neighborhood-Level Factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Black</td>
<td>Prop. of each census tract that identifies as <strong>Black or African-American</strong> Alone</td>
</tr>
<tr>
<td>Poverty</td>
<td>Prop. of women aged 15-50 years in each census tract below 100 percent <strong>poverty level</strong></td>
</tr>
<tr>
<td>Education</td>
<td>Prop. of women aged 15-50 years in each census tract that <strong>graduated high school</strong> (including equivalency)</td>
</tr>
<tr>
<td>White</td>
<td>Prop. of each census tract that identifies as <strong>White</strong> Alone</td>
</tr>
<tr>
<td>Public</td>
<td>Prop. of women aged 15-50 years in each census tract that <strong>received public assistance</strong> income in the past 12 months</td>
</tr>
<tr>
<td>Non-Violent</td>
<td><strong>Non-Violent Crime Rate</strong> (log-transformed variable)</td>
</tr>
<tr>
<td>Asian</td>
<td>Prop. of each census tract that identifies as <strong>Asian</strong> Alone</td>
</tr>
<tr>
<td>Labor Force</td>
<td>Prop. of women aged 16-50 years in each census tract that are <strong>in the labor force</strong></td>
</tr>
<tr>
<td>Owner</td>
<td>Prop. of occupied housing units in each census tract that are <strong>owner-occupied</strong></td>
</tr>
<tr>
<td>Renter</td>
<td>Prop. of occupied housing units in each census tract that are <strong>renter-occupied</strong></td>
</tr>
<tr>
<td>Hispanic</td>
<td>Prop. of each census tract that identifies as <strong>Hispanic or Latinx</strong></td>
</tr>
</tbody>
</table>
4. Discussion
4.1 Method Enables Rapid Identification of Neighborhood-Level Factors Linked to SARS-CoV-2 Positivity

Our informatics approach enabled us to identify four neighborhood-level factors associated with the frequency of SARS-CoV-2 test positivity, after adjusting for other correlated neighborhood-level covariates. Two neighborhood-level factors were positively correlated with increased SARS-CoV-2 positivity rates in our adjusted model; conversely, two other factors were negatively correlated with SARS-CoV-2 positivity rates. We discuss the negative or protective associations in section 4.2 and focus here on the neighborhood-level variables that are positively associated with SARS-CoV-2 test positivity. The two variables that were associated with higher SARS-CoV-2 positivity rates at the neighborhood-level were: the proportion of women 15-50 having at least a high school education, which is a proxy for education status, and the proportion of individuals identifying as Hispanic/Latinx in that neighborhood (Table 4). Patients from neighborhoods with increased proportions of individuals with at least a high school degree appeared more likely to be SARS-CoV-2 positive (adjusted odds ratio [aOR] = 1.2). Neighborhoods with increased proportions of individuals identifying as Hispanic or Latinx showed slightly higher SARS-CoV-2 positivity rates in the adjusted model (aOR=1.130).

It is extremely challenging to translate these apparent associations into causal relationships, because of the complex ascertainment schemas in these data, including the associations between neighborhood factors and symptom status. That said, a study conducted in the Washington DC area also found higher rates of SARS-CoV-2 positivity among Hispanic and Latinx populations [12]. Although generalizations tend to be overly simplistic [13], potential explanations include reduced rates of healthcare insurance and utilization among Hispanic populations [12]. Another factor worth considering is reduced ability to physically distance due to living in tightly crowded communities or inability to stop working due to economic constraints [14]. Finally, there is the added complexity of undocumented immigrants, who within the past year were disenrolled from public assistance programs (i.e., SNAP) [14].

We found that the proportion identifying as Black or African American in a given census tract did not appear independently associated with SARS-CoV-2 positivity in the multivariable model (Table 4). However, it was associated in the univariable model (Table 3), suggesting that some other neighborhood-level factors were correlated and potentially more informative for SARS-CoV-2 positivity rates. Of note, many other studies that observed associations between Black/African American communities and SARS-CoV-2 positivity [15] did not adjust for other correlated factors that may either increase risk (e.g., poverty) or decrease risk (e.g., public assistance). In addition, our adjusted model including other highly correlated factors, including the proportion of individuals identifying as White alone, which was observed to be associated with lower rates of SARS-CoV-2 positivity among neighborhoods (aOR = 0.83).

4.2 Our Method Can Identify Neighborhood-Level Factors Associated with Lower SARS-CoV-2 Positivity Rates in Large Metropolitan Areas

Our method assesses the role of a number of neighborhood-level factors that could impact SARS-CoV-2 positivity rates. We first examined each of these factors at the single variable level to identify those factors that are associated in some way with SARS-CoV-2 positivity. We then included all of the significant variables in a multivariable model to identify a set of variables that appear independently associated with test positivity. We found that two neighborhood-level factors were associated with lower SARS-CoV-2 positivity rates. One of these associations has been well established, namely that neighborhoods with a higher proportion of individuals identifying as White is associated with a decreased SARS-CoV-2 positivity rate. Cordes et Castro's also observed an association with reduced SARS-CoV-2 positivity rates among neighborhoods with higher proportions of White individuals analysis in their New York City population [15]. However, their analysis was only conducted at the univariable level and they did not conduct a multivariable model to adjust for other factors. Our multivariable model suggests that race may be a stronger predictor than other associated factors, including median family income and poverty status. Further research is warranted on this topic.

Importantly, our multivariable model found lower SARS-CoV-2 positivity rates at the neighborhood-level were associated with higher proportions of women aged 15-50 years old receiving public assistance (aOR=0.8). This is a particularly intriguing finding, because it hints at a potential public health
intervention. Individuals receiving these public assistance programs are impoverished, but receipt of government assistance could enable these individuals to avoid environments that put them at higher risk of infection. This association held even when adjusting for other correlated variables (e.g., poverty, income, education, and various race/ethnicity factors). This finding supports the importance and impact of government and institutional planning initiatives to increase public assistance to at-risk communities.

4.3 Our Approach Can Be Useful for Public Health Intervention Design and Implementation
As we progress through the fall and winter, with further spikes in SARS-CoV-2 positivity rates, public health interventions to mitigate the spread of COVID-19 are crucial. The ability to identify COVID-19 hotspots, both in Philadelphia and across the USA, is critical for the design, development, implementation, and evaluation of these interventions. While contact tracing is an important tool in containing the spread of COVID-19 [16-18], some people remain unable to effectively quarantine or isolate. Therefore, programs to protect people and support contact tracing must be considered. For these programs to be effective, it will be invaluable to understand which areas in a city such as Philadelphia should be targeted. Furthermore, these data can inform where additional testing sites are needed to improve access for those communities that are most at risk.

4.4 Restricting Analysis to Asymptomatic Patients Helps Tease Out Causation from Amongst Associations
Our institution collects information on symptomatology at the time of testing, so we were able to subset our tested population into those with and without reported symptoms. This allowed us to perform two overall sets of analyses, the first involved all tested patients and the second was among only those who were asymptomatic state. Importantly, there are differences in the demographics factors between patients being tested while symptomatic or asymptomatic. Symptomatic patients are coming for care from the communities in the catchment area. On the other hand, asymptomatic patients are enriched for patients receiving specialty care or elective procedures. The asymptomatic population tends to be wealthier and better engaged in the healthcare system. We found 8 neighborhood-level factors appeared associated with SARS-CoV-2 positivity rates among asymptomatic patients. However, when we included all of these factors in a multivariable model there was insufficient evidence of association of any single factor with positivity (Table 6). This lack of associations was likely in part due to insufficient power from the lower sample size of asymptomatic subjects and the lower diversity in this population.

4.5 Limitations and Future Work
The limitations of this study include that the data is from March to June of 2020. Inclusion of more recent data would likely provide a richer study of the association of neighborhood-level factors and SARS-CoV-2 infection rates. We used neighborhood-level factors as surrogates for underlying patient factors and thus they cannot fully capture all of the relevant contextual factors for any single individual. This study is also constrained to the neighborhood-level factors collected by the ACS, OpenDataPhilly and other governmental agencies. Other important neighborhood-level factors may have been overlooked; thereby, limiting our results. In addition, our analysis is static and therefore does not account for changes in these factors and their associations over time. Neighborhood-level factors are available at the year-level and do not account for month over month changes in neighborhoods that could be occurring (therefore there is a temporal lag between neighborhood-level factors as reported by the Census Bureau and the true neighborhood-level characteristics). However, this does not limit our approach and those factors, once available, could be easily plugged into our models. Future work will explore the role of the joint relationship between individual-level factors that may contribute to SARS-CoV-2 positivity along with neighborhood-level factors. Finally, as this study was observational, the causal relationships underlying the observed associations could not be directly identified. We performed some multi-variable analyses and investigated the relationship between neighborhood level factors while adjusting for other important neighborhood level factors. This allowed us to identify neighborhood level factors that were strongly associated with SARS-CoV-2 positivity rates in our population while adjusting for other important neighborhood level factors. However, we did not probe any individual factor sufficiently to definitively establish or refute its association with SARS-CoV-2 positivity, especially among other populations where neighborhood-level characteristics may differ.
5. Conclusion
We have developed an informatics approach for integrating multiple neighborhood-level factors from the American Community Survey and opendataphilly.org with SARS-CoV-2 test results. We used these combined set of neighborhood-level factors to assess the spatial association between neighborhood-level factors and SARS-CoV-2 positivity rates amongst all tested patients and asymptomatic tested patients in one large, urban academic healthcare system. We observed that neighborhoods where either the fraction of the population that had graduated highschool education status or the proportion identified as Hispanic/Latinx was higher were associated with higher SARS-CoV-2 positivity rates; conversely, neighborhoods with higher proportions of those identifying as White or receiving public assistance were associated with lower SARS-CoV-2 positivity rates. Overall, we envision that our approach and its results could be used to inform future governmental and institutional programs by helping to identify causal risk factors (e.g., poverty) underlying COVID-19 'hotspots' and potential interventions (e.g., public assistance programs such as food stamps) that appear to mitigate SARS-CoV-2 spread.
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Abstract

In this exploratory study, we scrutinize a database of over one million tweets collected from March to July 2020 to illustrate public attitudes towards mask usage during the COVID-19 pandemic. We employ natural language processing, clustering and sentiment analysis techniques to organize tweets relating to mask-wearing into high-level themes, then relay narratives for each theme using automatic text summarization. In recent months, a body of literature has highlighted the robustness of trends in online activity as proxies for the sociological impact of COVID-19. We find that topic clustering based on mask-related Twitter data offers revealing insights into societal perceptions of COVID-19 and techniques for its prevention. We observe that the volume and polarity of mask-related tweets has greatly increased. Importantly, the analysis pipeline presented may be leveraged by the health community for qualitative assessment of public response to health intervention techniques in real time.

1 Introduction

Social media provides a rich corpus of text characterizing in real time the daily happenings and current events within our communities. As such, it has potential utility for individuals and entities wishing to keep their fingers on the pulse of both social and public health issues. Mask-wearing during the COVID-19 pandemic falls into both categories, as the consensus in the scientific community that wearing masks is key to controlling the spread of the SARS-CoV-2 virus has been met with non-negligible resistance for various sociopolitical reasons. Research avenues investigating this mask usage discrepancy are increasingly relevant in light of both the evolution of the coronavirus pandemic into a border-independent global crisis and the extent to which public perceptions of the virus have changed over time.

Background and Related Works: In the pandemic-era reality that has evolved in 2020, social distancing has become the necessary norm, and it is known that social media is playing a bigger role than ever in keeping people connected and informed. Several mainstream social media platforms have seen usage spikes amongst English-speakers since the onset of the pandemic. In keeping with the stimulation of social media activity observed to accompany disease outbreak events, a body of literature has emerged over the past decade that looks specifically at how trends in online activity and discourse can help inform epidemiological models. In conjunction, a suite of programming frameworks and models drawing on data harvested from Twitter have been developed to answer specific research questions about viral trends and their societal impacts.

Major Contributions: This analysis aims to provide insight into the broadscale conversation surrounding mask-wearing evolving on Twitter between March and July of 2020, when infection rates initially spiked in the United States, Europe, and other regions throughout the world. To this end, we develop a novel pipeline employing state-of-the-art natural language processing (NLP) techniques in order to systematically characterize Twitter discourse about and public attitudes towards the topic of mask usage during the COVID-19 pandemic. Specifically, we collect and analyze a comprehensive sample of coronavirus-related tweets textually related to mask-wearing. We employ clustering techniques to organize these tweets into fifteen high-level themes and fifteen specific topics within each theme, then perform sentiment analysis on the entire corpus, and also on each theme and topic, across a five-month period. We then apply an abstractive text summarization model using NLP to automatically interpret and describe the subject of the conversation occurring within each theme and topic cluster. We use data visualization and statistical analyses to examine trends in sentiments and divisiveness of the clusters.

Our pipeline is distinct from others recently developed for COVID-19-related information characterization. While other works have primarily drawn from unfiltered Twitter corpora, or alternatively, from manually-annotated datasets specific to a particular hypothesis, we chose to compromise between the two approaches by refining an index of tweets.
strictly related to both COVID-19 and masks based on text-based keyword identification. With this semi-selective approach, we highlight the thematic trends that manifest organically in the tweets we have collected, while also ensuring that the global English-speaking conversation surrounding mask-usage during the pandemic is represented.

We find two central, co-occurring trends in the English-speaking Twitterverse by means of the presented pipeline. First, Twitter discourse surrounding mask-wearing within our curated dataset is concluded to grow consistently polarized over time, irrespective of the high-level topic into which it is clustered. Moreover, we find evidence to suggest that sentimentality related to masks and mask-use as expressed on Twitter grew increasingly negative as the pandemic progressed. Cumulatively, we concur that a qualitative, semantic Twitter-based analysis pipeline is capable of revealing striking insights into public responses to the pandemic. We hope that the methods developed here can evolve into tools to help provide rapid real-time assessment of public health measures to inform future interventions.

2 Methods

2.1 Data Collection

We used the Twitter streaming API to collect 189,958,459 original tweets filtered by keywords loosely associated with COVID-19 over a five month period beginning on March 17th, 2020 and ending on July 27th, 2020. We restricted our filter to English-language tweets via the streaming API language filter parameter, and discarded any retweets during this time period. Twitter’s API provides access to a representative random sample of approximately 1% of all tweets in near real time, and it has been shown that samples obtained via the API reflect the general content generation patterns of the Twittersphere accurately. We stored all collected tweets in Elasticsearch indices for efficient search and retrieval. Using Elasticsearch, we further filtered our corpus of collected tweets by the criteria that a tweet must include at least one keyword indicating it is strongly associated with COVID-19 and at least one keyword indicating it is strongly associated with mask-wearing. This filter yielded a corpus of 1,013,039 tweets for our analysis.

Although we analyze temporal elements which could be interpreted in a regional context, we chose not to filter our dataset geographically. Users who share their device location represent less than 1% of the Twitter population. Additionally, studies have reported 34% of user-specified profile locations are unusable and the remainder may not reliably represent tweet origin. We made this decision to avoid any biases that may be present in geotagging Twitter usership and to preclude the risk of inaccuracies inferring tweet location from profile information.

The collected corpus of tweets and the full source code for the data collection analysis pipeline are publicly available at [https://github.com/TheRensselaerIDEA/COVID-masks-nlp]. In compliance with the Twitter content redistribution policy, we only provide the tweet IDs corresponding to the collected tweet text used in this work.

Table 1: Filter criteria we used to identify tweets that are related to both COVID-19 and mask-wearing. A tweet must contain at least one keyphrase in both categories to be included.

<table>
<thead>
<tr>
<th>Keyphrases related to COVID-19</th>
<th>Keyphrases related to mask-wearing</th>
</tr>
</thead>
</table>

2.2 Analysis Pipeline

We develop an analysis pipeline to extract, label, summarize, and present the themes, topics and sentiment present in our tweet corpus using state-of-the-art natural language processing tools. While we use it here for analysis of our corpus pertaining to mask-wearing, our methods can be applied to any dataset of text documents. We have included an online supplement containing additional details on implementation decisions and software packages used.

1 In addition to explicit COVID-19 keywords such as “coronavirus”, we include keywords such as “school” and “cancelled” in order to include tweets about a wider array of topics impacted by the pandemic.
2 Policy can be found at [https://developer.twitter.com/en/developer-terms/agreement-and-policy]
3 Available at [https://therensselaeridea.github.io/COVID-masks-nlp/paper_supplement.pdf]
Figure 1: K-means is used to cluster the tweets in their embedding space. A two-level cluster hierarchy is created by applying k-means again to each cluster.

Step 1: Retrieval & Sampling: The first step in the analysis pipeline is the retrieval of a representative random sample of tweets from the corpus. We chose $N = 100,000$ as our sample size for this study, and restricted sampled tweets to those created within the range of March 1st, 2020 to August 1st, 2020 - a sample space of 1,012,815 tweets. Once retrieved, all tweets are cleaned by removing URLs and non-punctuation characters and then normalizing all whitespace character sequences to single spaces.

Step 2: Embedding & Sentiment Scoring: After retrieving and cleaning the sample, each tweet is embedded into a 512-dimensional vector space using the transformer implementation of Google’s Universal Sentence Encoder. The vector that represents each tweet is given by the sum of the contextual word representations at each position of the transformer encoder output. Semantically similar tweets are grouped together in the resulting embedding space, where cosine similarity provides a metric of how close two tweets are in meaning.

To assess tweet sentiment, each tweet is also scored using the VADER algorithm - a social-media-centric, lexicon-based sentiment characterization approach. VADER provides a compound polarity score between -1 (most negative) and 1 (most positive). For graphical representations, we use the authors’ recommended threshold of $\pm 0.05$ to discretize the score where $s \leq -0.05$ is negative, $-0.05 < s < 0.05$ is neutral, and $s \geq 0.05$ is positive.

Step 3: Clustering & Subclustering: Next, we apply k-means in the embedding space to create a two-level cluster hierarchy - the corpus is grouped into $k$ primary clusters and each primary cluster is then grouped into $k_c$ subclusters. We interpret the primary clusters as representing high-level discussion themes and the subclusters as specific topics within each theme. We re-order the cluster numbers 1 through $k$ and subcluster numbers 1 through $k_c$ by average sentiment score, with 1 being the most negative. To select the optimal number of primary clusters and subclusters, we performed a computational study of the k-means objective function across a range of choices for $k$ and $k_c$. As documented in our supplement, we selected $k = 15$ and $k_c = 15$ since these values provided a good balance between cluster quality and avoidance of topical redundancy.

We then use t-Distributed Stochastic Neighbor Embedding (t-SNE) to project the clustered embedding space into two dimensions for presentation. In Figure 1 the cluster and subcluster scatterplots use coordinates in $\mathbb{R}^2$ given by t-SNE. The primary cluster plot is color-coded by cluster assignment and the subcluster plots are color-coded by subcluster assignment. The black points represent the cluster and subcluster centers.

We recognize there are many approaches for topic extraction from short text. Our choice to embed tweets with Universal Sentence Encoder and cluster them with k-means in the embedding space was intended to capture context-sensitive representations of tweet text. While our method proves effective, a range of other methods may be used to similar ends. Wang et al. report that k-means combined with sentence embeddings performs comparably to traditional methods such as LDA and TF-IDF on unsupervised Twitter topic modeling, with XLNet and Universal Sentence...
Encoder outperforming other models on a variety of metrics.

**Step 4: Cluster & Subcluster Labeling:** We find keywords that both describe and differentiate the discussion within each cluster and subcluster, and use these keywords as labels. To do this, we compute relative frequencies for words across each cluster, ignoring stopwords and non-alphanumeric characters. Using the relative frequencies, we score each word according to its contribution to the Kullback-Leibler divergence between the word distribution of the cluster and the word distribution of the entire corpus sample: 

\[
\text{score}(w) = KL(W_S || W_C) = P(W_S = w) \log \frac{P(W_S = w)}{P(W_C = w)}.
\]

Here, \(W_C\) and \(W_S\) are the word probability distributions for the corpus sample and sub-sample (cluster), respectively. Subclusters are labeled in the same manner, with the parent cluster taking the place of the corpus sample. Additional illustration of the labeling method is included in the supplement.

A single label representing the corpus sample is computed using the eight words with the highest overall frequencies. For each cluster and subcluster, we select the three words with the highest scores and concatenate them to create theme and topic labels respectively. To avoid reuse of keywords across labels, cluster labels cannot contain keywords that exist in the corpus sample label, and subcluster labels can not contain keywords that exist in the parent cluster label.

**Step 5: Cluster & Subcluster Summarization:** To augment human interpretations of each cluster and subcluster, we generate summaries using DistilBART, an abstractive summarization model from the HuggingFace Transformers\(^21\) package based on Facebook’s BART\(^22\) model. While the labels provide a quick description of the type of discussion happening within a cluster or subcluster, the one-to-three sentence summary produced by this process conveys this information in a much more meaningful way. We use a DistilBART instance fine-tuned on the extreme summarization (xsum) task\(^23\) which aims to generate concise summaries of articles without relying on extractive summarization strategies. For each subcluster, we generate the input “article” for DistilBART to summarize by concatenating the text of 20 tweets which are embedded nearest to the subcluster center. For each cluster, we generate the input by concatenating all of the model-generated summaries of its subclusters. We performed a qualitative study to assess two additional strategies for summarizing the clusters, and selected this approach as we found it least prone to misrepresentation of cluster themes. More detail on this study have been included in the supplement.

It should be noted that the xsum dataset used to fine-tune DistilBART is comprised of news articles from the British Broadcasting Corporation (BBC) and their corresponding summaries. Multi-tweet summarization is an admittedly different task domain with noisier, less consistent text. We consider our application of DistilBART in this domain to be proof-of-concept, with the logical next step of fine-tuning on a human-annotated xsum-like dataset for Twitter in keeping with the original methods of Narayan et al.\(^23\)

![Figure 2](image-url) The tweets embedded nearest the subcluster center (shown as a black dot) are used to create the input “article” for DistilBART to summarize.
2.3 Sentiment Analysis

Divisiveness in Sentiment: In order to better understand the sentiment profile of the tweet clusters, we developed a divisiveness score to assess the present level of polarization in tweet sentiment. The score is given by a real number such that polarized samples with little neutral sentiment are given a positive score, while samples with consensus (unimodally concentrated on a single sentiment category) are given a negative score. Otherwise, in the case where sentiment is uniformly distributed across categories, samples have a score of zero. The score is based on the Sarle’s Bimodality Coefficient\(^24\) (BC) with an added correction through a weighted average with the BC of the uniform distribution, and then a logit transformation. This weighting counterbalances the large variance of the BC, based on the skewness and kurtosis for small samples,\(^25\) so that such samples with little information are considered to still have uniformly polarized sentiment.

3 Results

We examine the tweet volume and sentiment concerning masks for the entire sample. Table 2 contains sentiment average, overall divisiveness, and trends in divisiveness for each cluster for tweets from March to July 2020. Cluster interpretations in Section 4 further illustrate the nature of the mask discourse.

Figure 3a shows the number of negative (red), neutral (yellow) and positive tweets (blue) per week. Clearly the volume and polarity of the discussion have dramatically increased starting in mid-June. Figure 3b shows the labels provided by the keyword analysis for each cluster, ordered from most negative sentiment to most positive sentiment. Figure 3c shows the weekly counts for tweets by sentiment for each week. Clusters 1-3 are the most negative clusters, which, as later detailed in Section 4, respectively discuss the topics of Donald Trump, individuals not wearing masks, and government mask and social distancing mandates.

Table 2: Average sentiment scores, divisiveness scores, and regression line slopes with 95% confidence intervals, and qualitative descriptions of time series trends. Clusters are listed in order of increasing sentiment score.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Mean Sentiment</th>
<th>Sentiment 95% CI</th>
<th>Divisiveness Score</th>
<th>Divisiveness LR Slope</th>
<th>Divisiveness LR Slope 95% CI</th>
<th>Trend in Divisiveness Over Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.1645</td>
<td>(-0.1767, -0.1522)</td>
<td>1.7472</td>
<td>0.0434</td>
<td>(0.0129, 0.0740)</td>
<td>Increasing</td>
</tr>
<tr>
<td>2</td>
<td>-0.1147</td>
<td>(-0.1263, -0.1031)</td>
<td>2.3017</td>
<td>0.0935</td>
<td>(0.0642, 0.1227)</td>
<td>Increasing</td>
</tr>
<tr>
<td>3</td>
<td>-0.0942</td>
<td>(-0.1071, -0.0811)</td>
<td>2.2086</td>
<td>0.0868</td>
<td>(0.0579, 0.1157)</td>
<td>Increasing</td>
</tr>
<tr>
<td>4</td>
<td>-0.0546</td>
<td>(-0.0657, -0.0434)</td>
<td>2.1962</td>
<td>0.0905</td>
<td>(0.0627, 0.1184)</td>
<td>Increasing</td>
</tr>
<tr>
<td>5</td>
<td>-0.0489</td>
<td>(-0.0589, -0.0387)</td>
<td>1.5292</td>
<td>0.0436</td>
<td>(0.0205, 0.0667)</td>
<td>Increasing</td>
</tr>
<tr>
<td>6</td>
<td>-0.0391</td>
<td>(-0.0500, -0.0281)</td>
<td>0.7651</td>
<td>0.0278</td>
<td>(0.0135, 0.0422)</td>
<td>Increasing</td>
</tr>
<tr>
<td>7</td>
<td>-0.0364</td>
<td>(-0.0503, -0.0224)</td>
<td>1.3233</td>
<td>0.0783</td>
<td>(0.0592, 0.0975)</td>
<td>Increasing</td>
</tr>
<tr>
<td>8</td>
<td>0.0272</td>
<td>(0.0132, 0.0411)</td>
<td>1.3727</td>
<td>0.0394</td>
<td>(0.0143, 0.0644)</td>
<td>Increasing</td>
</tr>
<tr>
<td>9</td>
<td>0.0365</td>
<td>(0.0218, 0.0510)</td>
<td>1.9079</td>
<td>0.0466</td>
<td>(0.0210, 0.0726)</td>
<td>Increasing</td>
</tr>
<tr>
<td>10</td>
<td>0.0387</td>
<td>(0.0221, 0.0551)</td>
<td>1.4149</td>
<td>0.0437</td>
<td>(0.0250, 0.0629)</td>
<td>Increasing</td>
</tr>
<tr>
<td>11</td>
<td>0.0394</td>
<td>(0.0286, 0.0502)</td>
<td>1.7917</td>
<td>0.0508</td>
<td>(0.0215, 0.0800)</td>
<td>Increasing</td>
</tr>
<tr>
<td>12</td>
<td>0.0607</td>
<td>(0.0221, 0.0551)</td>
<td>1.2747</td>
<td>0.0118</td>
<td>(-0.0179, 0.0416)</td>
<td>Inconclusive</td>
</tr>
<tr>
<td>13</td>
<td>0.0693</td>
<td>(0.0584, 0.0801)</td>
<td>0.5094</td>
<td>0.0331</td>
<td>(0.0187, 0.0474)</td>
<td>Increasing</td>
</tr>
<tr>
<td>14</td>
<td>0.3042</td>
<td>(0.2934, 0.3151)</td>
<td>0.8411</td>
<td>0.0153</td>
<td>(-0.0048, 0.0354)</td>
<td>Inconclusive</td>
</tr>
<tr>
<td>15</td>
<td>0.3399</td>
<td>(0.3272, 0.3527)</td>
<td>2.4018</td>
<td>0.0694</td>
<td>(0.0242, 0.1146)</td>
<td>Increasing</td>
</tr>
</tbody>
</table>

Cluster Divisiveness: To characterize the polarization of each topic cluster and the changes in polarization over time, we perform global and per-week analyses of the divisiveness scores for all clusters. For each cluster we compute divisiveness for each week, then run a linear regression of divisiveness against time; the results are shown in Table 2.

We see that for all clusters, except for Clusters 12 and 14, the confidence intervals for the slope of the fitted lines are entirely positive, indicating an increasing trend in divisiveness over time. However, no clusters display particularly steep trends, with the most significant one being Cluster 13 with a slope equivalent to only 0.0649% of the overall divisiveness score. All clusters are shown to be divisive; however, Clusters 6 and 13 possess the lowest divisiveness scores, while Clusters 2, 3 and 15 are shown to be the most divisive. Cluster 15 in particular is found to have the greatest divisiveness score. However, this result likely comes from a known fault of Sarle’s BC when handling heavily
skewed distributions. In this case, the divisiveness score is likely incorrectly inflated due to the cluster distribution being heavily skewed towards positive sentiment, shown in Figure 3c. Clusters 2 and 3 then evidently come out to be the most polarizing out of all clusters presented, both also having comparatively large values for the fitted regression line slope with 95% certainty of increasing sentiment divisiveness.

Variance in Sentiment Over Time: A one-way ANOVA was conducted for differences in mask-related sentiment across five consecutive months of early 2020 (March through July) using the complete tweet corpus, $N = 1,013,039$. The ANOVA was performed on the basis of observed normality of residuals, and with the caveat that a Breusch-Pagan test pointed to heterogeneity of variance between months. The test result indicated with significance ($p < 10^{-16}$) the presence of at least one distinct difference in sentiment among the five pandemic months analyzed. A subsequent Bonferroni-corrected pairwise t-test further confirmed statistically significant differences in mean sentiment score across all months studied ($p < 0.001$). In light of this finding, we followed with Dunnett’s contrasts to compare the mean sentiment for each group to that of March, the earliest month in our dataset. The results concurred, at $\alpha = 0.05$, that the mean sentiment scores computed for the months of April through July all differed significantly from that of March, at $p = 0.0143$ for April and $p < 0.001$ for all other months. We re-ran the Dunnett method with the alternative hypothesis that the mean sentiment for each month was greater than or equal to that of March. We failed to reject the null hypothesis of a decrease for each pairwise test. Taken together with the graphical trends found, we interpret this result to suggest an overall decrease in mean sentiment score related to masks and mask-use as of July 2020.

4 Cluster Interpretations

In this section, we select five clusters found to be particularly striking in content. We order the clusters by increasing overall sentiment score, report on the trends in sentiment and divisiveness metrics, and include the automatically-generated summary for each. We then provide manual annotations of the prominent themes that arise, by inspecting
Figure 4: We have made available an interactive document containing the full listing of all clusters, subclusters, and automatically-generated summaries. Our interactive notebook containing results for all clusters can be found at https://therensselaeridea.github.io/COVID-masks-nlp/analysis/twitter.html

small samples of tweets lying near each of the fifteen subcluster centers within each cluster. We see that support for mask wearing and cluster sentiment do not necessarily correspond.

**Cluster 1: trump / president / realdonaldtrump**  
(Overall Sentiment : -0.1645 ; Divisiveness : 1.7472)

**DistilBART summary:** People have been reacting to news that President Donald Trump has refused to wear a face mask in public to protect himself from the deadly coronavirus pandemic.

**Interpretation:** This cluster (shown in Figure 4) features Twitter users expressing a spectrum of attitudes towards U.S. President Donald Trump. Opinions specifically revolve around Trump’s handling of the COVID-19 pandemic in the United States. Distinctly, there exists an evident theme of frustration arising from observations that Trump has refused to wear a mask in public appearances, despite statements from public health officials encouraging the action. In complement, a sizeable positive discussion thread also exists concerning President Trump. A major theme observed here among the pro-Trump tweets is the impression that the media is biased against the president, and that this in turn fosters a public motive to exaggerate the virus.

**Cluster 2: vaccine / flu / stop**  
(Overall Sentiment : -0.1147 ; Divisiveness : 2.3017)

**DistilBART summary:** Following the news that people in the US are being urged to wear face-covering masks to prevent the spread of a new virus that has killed more than 4,000 people in China.

**Interpretation:** Cluster 2, “vaccine / flu / stop”, is a grim cluster in terms of its overall sentiment, and is distinctly polemical in its semantics. It is found that the majority of tweets sampled from this cluster complain about individuals who don’t wear masks. The dominant attitude towards masks is positive, despite the overall negative sentimentality computed for the cluster as a whole. In contrast with the more semantically upbeat “face / hands / stay” cluster (Cluster 15), the theme of death and dying is prevalent. The social nature of disease is a major motif (i.e. “Your actions affect all of us.”)

**Cluster 3: lockdown / social / distancing**  
(Overall Sentiment : -0.0942 ; Divisiveness 2.3017)

**DistilBART summary:** Following the news that the US government has ordered people to wear face masks in public to prevent the spread of the deadly Covid-19 coronavirus, people across the world have been reacting to the news on social media.
Interpretation: Cluster 3 gives an indication of the societal turbulence arising from mask mandates, social distancing enforcement, and similar lockdown-related measures globally. Paradoxically, the overall average sentiment of -0.0941 computed for this cluster is borderline neutral. A strong racial emphasis is evident, with discourse focusing around protests of the #BlackLivesMatter movement, an international phenomenon co-occurring with the coronavirus pandemic mid-year. Several regions of Cluster 3 contain conversations about international responses to the virus, notably around the idea that mask-wearing to prevent the spread of disease agents is a long-standing cultural norm in some regions. In keeping with the slightly negative overall sentiment for this cluster, many of the tweets express sarcasm.

Cluster 12: n95 / surgical / microns (Overall Sentiment : 0.0693 ; Divisiveness : 1.2747)

DistilBART summary: News that a shortage of N95 respirator masks in the US is causing a worldwide shortage has been shared on social media.

Interpretation: Discourse within Cluster 12 focuses on information about N95 masks and related forms of personal protective equipment (P.P.E.). The evolution of the conversation around the accessibility of medical resources over the timeline of the pandemic is clearly represented. One notable stream of discussion points to the presence of a debate over how effective cloth masks are as guards against infectious agents in comparison to surgical masks. The shortage of respirators experienced by the medical community in the United States is also referenced, as is a change in perspective on N95 masks from the U.S. CDC in the early days of the pandemic.

Cluster 15: hand / wash / stay (Overall Sentiment : 0.3399 ; Divisiveness : 2.4018)

DistilBART summary: Social media users have been sharing their tips and advice on how to prevent the spread of the deadly coronavirus.

Interpretation: Our most positive cluster, “hand / wash / stay” is composed of tweets sharing tips on prevention measures for stopping the spread of COVID-19. There appears to be a highly positive sentiment expressed towards masks and other PPE, and well-meaning admonitions such as “Wash your hands and socially distance!” are frequent. In contrast to other clusters, the Cluster 15 tweets contain little in the way of aggressive, sarcastic or antagonistic semantics. As such, to an extent, this cluster echoes the official messaging of the CDC and similar organizations.

5 Discussion

The objective of our analysis framework was to study the distribution of global mask-related social media discourse, the specific topics within this distribution, their sentimentality trends and how the latter have changed over time. In comparison to the official sources of COVID-19 infection and death rate data, the accessibility and sheer quantity of organic discourse played out over Twitter make this platform an invaluable source of information on public perception of mask usage during the coronavirus pandemic. The cumulative results of our pipeline point to the existence of two central, co-occurring trends in the English-speaking Twitterverse: consistently polarized Twitter discourse surrounding mask-wearing, and an accompanying overall increase in negative sentimentality.

While mask-wearing is a health-related issue, the politicization of mask-wearing is exposed in this investigation. The fact that the U.S. president holds such bearing in the global Twitter conversation about mask-wearing speaks to the degree to which sociopolitical dynamics hold sway over the public perception of the pandemic. The topic-sensitivity of the clustering approach we develop also opens doors for new health-related insights regarding COVID-19’s impact.

While our pipeline is effective, opportunities for improvement exist. Any component of the pipeline can potentially be replaced. For example, alternative clustering methods could be used. An open question arising from this research is how well VADER-computed sentiment estimations reflect public opinion in a semantic sense. In this work, we leverage lexicon-based sentiment analysis as a proxy for human attitudes and emotions, but we plan to incorporate a more holistic sentiment representation moving forward (e.g. one capable of detecting expressions of sarcasm).

Two important limitations of our summarization method should be noted. First, the BART-based decoder is a generative language model which creates summaries autoregressively by repeatedly sampling from next-word probability distributions over an entire vocabulary. For this reason, the output summaries are prone to factual inaccuracy in a manner which extractive summarization approaches are not. Second, large or irregularly shaped subclusters may be
poorly represented by the tweets immediately surrounding the subcluster center. In these situations the generated summary may not be applicable to the entire subcluster. We accept these as limitations of the system when used with unannotated data, as is the case in our study. As such, we advise users of the pipeline to regard the summaries as context clues, and then use the notebook provided for further investigation.

6 Conclusion

In light of both the escalation of the pandemic into a global crisis and the extent to which the implications of the virus have changed in the public eye over time, semantic analyses such as we present are increasingly relevant as sources of information to the medical research community for a host of health-related considerations. As we see, mining Twitter data allows for the rapid summarization of opinions about empirically-supported disease prevention measures. Overall, we find that thematic clustering and visualization based on mask-related Twitter data can offer distinct insights into societal perceptions of COVID-19, complementary to findings from more traditional epidemiological data sources. With the aid of abstractive visualizations like the clustering techniques presented, acute estimations of what individuals are actually saying and feeling amidst the viral destruction can be made. As future work, we hope to evolve this pipeline into a valuable tool that can aid health providers and policy makers in understanding public response to health interventions in the ongoing global health crisis. This could include identifying subgroups that are inadequately reached by existing campaigns, as well as predictive modeling of responses to public health messaging to aid health organizations in designing and optimizing outreach campaigns.
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Abstract

Selecting quality improvement projects can often be a reactive process. In order to demonstrate a data-driven strategy, we used multi-site, de-identified electronic health record (EHR) data to prioritize the severity of a quality concern: inappropriate A1c test orders for sickle cell disease patients in two randomly chosen facilities (Facility A & B). The best linear unbiased predictions (BLUP) generated from Generalized Linear Mixed Model (GLMM) was estimated for all 393 facilities with 37,151 SCD patients in the Cerner Health FactsTM (HF) data warehouse based on the ratio of inappropriate A1c orders. Ranking the BLUP after applying the GLMM indicates that the facility A being in the second quartile may not have a quality gap as significant as facility B in the top quartile for this quality concern. This study illustrates the utility of multisite EHR data for evaluating QI projects and the utility of GLMM to enable this analysis.

Introduction

One of the five competencies defined by the Institute of Medicine as essential for all healthcare professionals is the ability to apply principles of Quality Improvement (QI) to evaluate and improve systems performance [1]. The healthcare provider is expected to select appropriate quality indicators and maintain a focus on the areas considered most likely to improve patient care and clinical outcomes [2]. National standards, such as the Centers for Medicare and Medicaid Services (CMS) Core Measures and the National Quality Forum (NQF), provide important guidance for high level quality metrics [3,4]. Often QI initiatives are launched in response to local concerns including error prevention initiatives or efforts to improve time-based metrics [5]. It is not uncommon for the number of potential QI projects to exceed the capacity to complete the work, requiring leaders to prioritize among multiple options. By determining the severity of a quality gap compared to peer organizations, healthcare organizations can strategically prioritize QI projects, focus on the greatest opportunities and allocate time and resources to the more complex, yet critical, qualitative aspects of transforming care to improve population health with patient-centered affordable care [6].

Given the complexity of health care, assessing a quality gap is a dynamic and challenging process. Data is widely available for mandated metrics, enabling organizations to determine whether they are aligned with national averages or deviate substantially from the mean. For example, the National Quality Strategy developed by the NQF provides guidance on prioritizing performance measure gaps for adult immunizations [7]. The CMS has defined core sets of quality measures in specific clinical areas, including cardiology, gastroenterology, HIV and hepatitis C, medical oncology, obstetrics and gynecology, orthopedics, Pediatric Accountable Care Organizations (ACOs), Patient Centered Medical Homes (PCMH), and primary care [8]. However, high quality data to support prioritization of potential QI projects for many other clinical processes are not as widely available.

Other than attaining nationally mandated quality metrics, most quality improvement initiatives are based on local concerns and can often be reactive to a real or perceived crisis [9–11]. Contextualizing the severity of a quality concern can be difficult in the absence of data from peer institutions. Electronic Health Record (EHR) systems can advance the quality of care by providing access to patient health information, monitoring compliance with standard measures of quality so that patients receive guideline recommended care and reduce medical errors through decision support [12]. Individual organizations may use a local data warehouse populated by EHR data to evaluate the quality concern based on previous performance within that institution, for example when often quality improvement (QI) projects are selected in reaction to a recent adverse event [13,14]. While this is frequently useful, local data warehouses lack the broader data necessary to contextualize the severity of a quality concern. This limitation may result in failure to recognize deeper systemic quality gaps in which an organization varies more significantly compared to their peers. Large databases of aggregate, de-identified, data from healthcare providers throughout the U.S. can be useful to compare measures of outcome and practice across several facilities.

Multi-institutional data warehouses (MDW) are distinguished by the consolidation of disparate EHR data sources across several independent, non-affiliated organizations and their use of data structures that are optimized for
queries[15]. Health care facilities can achieve improvement in patient outcomes by participating in MDW [16]. Utilization of a MDW is an effective path to improvement as it encompasses a multifaceted strategy, the ultimate target of which is to decrease the uncertainty inherent to the process. Some of the commonly used aggregate databases include the Nationwide Inpatient Sample (NIS), the Kids’ Inpatient Database (KID), the Nationwide Emergency Department Sample (NEDS), the Pediatric Health Information System (PHIS) and the American College of Surgeons National Surgical Quality Improvement Program (ACS NSQIP) [17–21]. These databases contain detailed, longitudinal analysis of hospital encounters and serve as a valuable resource for research and QI. Another such data resource, Cerner Health Facts (HF), has been demonstrated to have frequency of diagnoses codes consistent with the HCUP National Inpatient Survey [22], and has been found useful to evaluate national trends of several health care related research questions [23–26]. HF is distinguished by deeper granularity than the other examples. One challenge in using MDW is accounting for varying characteristics of the contributing facilities. HF includes large and small providers, urban and rural facilities, public and private organizations and geographically diverse contributing sites.

When patients are nested in clusters such as facilities, observations within the same cluster are likely to be correlated. Generalized linear mixed models (GLMM) including both fixed and random effects have been proposed to analyze correlated data which could adjust for facility level variation. Best Linear Unbiased Prediction (BLUP) estimated from the model after adjusting the bias can be used as an index to predict the severity of QI concern. As a proof of concept, in this study we use this methodology to evaluate and rank one of the global quality concerns in health care, inappropriate use of A1c orders for sickle cell disease patients. The glycated hemoglobin test (A1c) test to assist in the diagnoses and management of diabetes may result in false results for sickle cell disease patients due to the abnormal hemoglobin structure and shorter lifespan of their red blood cells [27–31]. Professional organizations such as the American Diabetes Association, National Institute of Diabetes and Digestive and Kidney Diseases and the National Glycohemoglobin Standardization Program recommend the use of alternative tests instead of A1c for patients with SCD [32–34]. We describe a novel application of a multi-institutional EHR data warehouse by resolving the requirement to handle variations between facilities in order to contextualize the severity of inappropriate A1c orders in sickle-cell patients by comparing two random facilities among its peers. We also determine the extent to which facility characteristics contribute to this quality concern.

Materials and Methods

Data source

This study used the de-identified Health Facts data warehouse (Cerner Corporation, Kansas City, MO), which contains longitudinal patient data systematically extracted from the EHR at participating institutions and includes encounter data (emergency, outpatient, and inpatient), patient demographics (age, sex, and race), diagnoses and procedures, laboratory data and facility characteristics (census region, number of beds, acute setting and teaching versus nonteaching status). The release used for this work (2016) consists of 386.2 million encounters and 4.3 billion lab results from 64 million patients in 863 healthcare facilities. All admissions, in patient medication orders and dispensing, laboratory orders and specimens are date and time stamped, providing a temporal relationship between treatment patterns and clinical information. All data are de-identified in compliance with the Health Insurance Portability and Accountability Act (HIPAA) before being provided to the investigators. Longitudinal relationships between patient encounters within the same health system are preserved. The University of Missouri Kansas City (UMKC) Institutional Review Board has determined that work with Health Facts is considered non-human subjects research.

Extraction of study cohorts from database

All patients with a sickle cell disease (SCD) diagnosis were included in the study cohort based on the International Classification of Diseases, Ninth Revision and Tenth Revision, Clinical Modification codes (ICD-9-CM and ICD-10-CM). These codes were selected based on clinical judgement and the criteria specified in the Phenotype Knowledgebase (PheKB) resource which identifies patients with confirmed SCD diagnosis with a positive predictive value of 99.4% and a sensitivity of 99.4% using ICD-9-CM diagnosis codes [35]. The resulting definition groups (from ICD-9-CM codes) were combined with ICD-10-CM codes to identify the sickle cell disease patient cohort. Encounters before 2011 and after 2016 were excluded from the analysis because Health Facts data architecture was updated in 2008-2009, and the data for 2017 was incomplete. This cohort was evaluated for the presence of A1c orders placed after the first sickle cell diagnosis. Laboratory tests in Health Facts are associated with Logical Observation Identifier Names and Codes (LOINC) values. The LOINC codes which were used to indicate A1c orders were 55454-3, 41995-2, 4548-4, 17855-8, 4549-2, 17856-6. This SCD patient cohort was divided into two groups based on the
presence or absence of A1c encounters: SCD patients with at least 1 A1c encounter and SCD patients without any A1c encounters.

Model building

Two facilities (Facility A and facility B) were randomly chosen to observe the difference in their ranking before and after applying the GLMM. In order to contextualize QI concerns, we described our measures as rates, with the numerator indicating how many times the measure has been met and the denominator indicating the opportunities to meet the measure. The outcome measure for this analysis is the ratio of SCD patients with A1c test orders over the total number of SCD patients in the facility. Contextualizing the two random facilities relative to the other facilities in HF posed two challenges. First, the ranking process needed to be adjusted to address the repeated measures of the facility and facility level differences as each facility can vary from small ambulatory clinics to large hospitals with more than 500 beds. Second, the variation in the denominator (total number of SCD patients) between the facilities need to be accounted for, as each facility encompasses differing SCD patient populations. A single level logistic regression model which predicts outcome from the facility level predictor was extended to multilevel analysis such that each facility had its own intercept in the model. This was used to account for the repeated measures for each facility. The behavior of a facility level outcome was examined as a function of facility level predictors. The logit model specified a linear function at the logit (log odds) scale. The generalized linear mixed model (GLMM) can address the two challenges identified above by including facility level covariates and including longitudinal data of the facility as random effect. First, we identified the facility level attributes available in Health Facts: census region, teaching status, urban or rural status, acute status and bed size range. The second step was to include facility as random effect in the model. The third step was to calculate the Best Linear Unbiased Predictors (BLUP), estimated from the realized values of the random variables that are linear functions of the data. The computed BLUP’s are unbiased as the average value of the estimate is equal to the average value of the outcome being estimated and they have minimum mean squared error within the class of linear unbiased estimators [37]. The number of sickle cell patients at each facility were included in the model to account for the different number of SCD patients observed at each facility. This was parametrized into the following model:

\[
\text{Outcome} = \gamma_{00} + \gamma_{01} \text{(Number of sickle patients)} + \gamma_{02} \text{(census region)} + \gamma_{03} \text{(teaching facility)} + \gamma_{04} \text{(urban rural status)} + \gamma_{05} \text{(acute status)} + \gamma_{06} \text{(bed size range)} + \mu_0
\]

From this model, \(\gamma\) indicates the fixed effects and \(\mu_0\) indicates variation between facilities which represents the random effect.

Analysis

The analysis was performed using SAS statistical software version 9.4 (SAS Institute, Cary, NC, USA). The model was fit into SAS using the PROC GLIMMIX procedure with the link function equal to logit for proportion outcome [38]. The fixed effects of the number of sickle cell patients, census region, teaching facility, urban or rural status, acute status and bed size range were included in the MODEL statement after the outcome variable. Using this model, facility-specific linear unbiased percentages were generated by year. This represents the percentage of inappropriate A1c orders in each facility every year between 2011 to 2016 after accounting for the random effects inherent within the facilities. The estimated percentages for every hospital were ranked to identify the distribution of the facilities in a quartile. Two facilities were randomly chosen to observe the difference in their ranking before and after applying the GLMM.

Results

Baseline characteristics of data

Among the 863 facilities in the version of Health Facts used for this study, 393 facilities had a sickle cell population. These facilities were distributed across all 4 major geographic regions in the United States: Midwest (79 facilities), Northeast (68), South (162), and West (84). Most of the facilities (239) have a bed size less than 100, while some (133) have bed size between 100 to 500 and a few (21) have more than 500 beds. Most of the facilities (300) are urban while the rest (363) are classified as rural. The study cohort includes 37,151 sickle cell patients. The two randomly chosen facilities were large acute care facilities with a bed size greater than 500. Facility A is an urban facility in the South census region while Facility B is a rural facility in the Northeast census region. There were 1,090 SCD patients treated at facility A and 1,267 patients at facility B. The baseline characteristics of the patient population in the HF cohort and the two facilities are delineated in Table 1. Ten percent of the total patients in the HF SCD cohort (3,931
patient) had at least one A1c encounter. Facility A has a lower proportion of SCD patients with A1c encounters (15%, 168 patients) when compared to facility B (32%, 399 patients).

Table 1. Baseline characteristics of the SCD patient population in the HF cohort and across the six facilities in KCMO

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>No. of SCD patients (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HF</td>
</tr>
<tr>
<td>Patients without A1c</td>
<td>33,224(89)</td>
</tr>
<tr>
<td>Patients with A1c</td>
<td>3,927(11)</td>
</tr>
<tr>
<td>Median Age (IQR)</td>
<td>26 (12-47)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>16,235 (44)</td>
</tr>
<tr>
<td>Female</td>
<td>20,821 (56)</td>
</tr>
<tr>
<td>Race</td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>23,810 (64)</td>
</tr>
<tr>
<td>Caucasian</td>
<td>8,951 (24)</td>
</tr>
<tr>
<td>Other</td>
<td>4,390 (12)</td>
</tr>
<tr>
<td>Year</td>
<td></td>
</tr>
<tr>
<td>2011</td>
<td>8,331 (22)</td>
</tr>
<tr>
<td>2012</td>
<td>8,643 (23)</td>
</tr>
<tr>
<td>2013</td>
<td>11,934 (32)</td>
</tr>
<tr>
<td>2014</td>
<td>13,294 (36)</td>
</tr>
<tr>
<td>2015</td>
<td>11,518 (31)</td>
</tr>
<tr>
<td>2016</td>
<td>11,092 (30)</td>
</tr>
</tbody>
</table>

Ranking the two random facilities among other facilities in the HF cohort

Ranking the two facilities based on the ratio of SCD patients with A1c orders shows that facility A is in the first (lower) quartile (< 25th percentile) in the years 2011 to 2013 and in the second quartile (< 50th percentile) in the years 2014 to 2016 while facility B is in the third quartile (< 75th percentile) in all the years between 2011 to 2015 and in the second quartile in the year 2016 (Table 2). The position of the facility A and facility B among the range of the ratio of SCD patients with A1c tests from all facilities in HF for the year 2016 is depicted in Figure 1 where both the facilities are in the second quartile.

Table 2: The percentile values for the quartiles based on the range of the ratio of SCD patients with A1c test in all the facilities and the ratio of SCD patients with A1c test in facility A and facility B for the years 2011 to 2016

<table>
<thead>
<tr>
<th>Year</th>
<th>Ratio of SCD patients with A1c test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HF cohort</td>
</tr>
<tr>
<td></td>
<td>25th Percentile</td>
</tr>
<tr>
<td>2011</td>
<td>0.057</td>
</tr>
<tr>
<td>2012</td>
<td>0.11</td>
</tr>
<tr>
<td>2013</td>
<td>0.115</td>
</tr>
<tr>
<td>2014</td>
<td>0.133</td>
</tr>
<tr>
<td>2015</td>
<td>0.116</td>
</tr>
<tr>
<td>2016</td>
<td>0.108</td>
</tr>
</tbody>
</table>
Facilities ranked by ratio of SCD patients with A1c test in the year 2016

Figure 1. Facility A and facility B are within the second quartile among the range of the ratio of SCD patients with A1c tests from all facilities in HF for the year 2016.

The estimated variance of the facility intercept from the empty GLMM model (without covariates) is 2.3501 with a SE of 0.1014. The fixed effect of the intercept has an estimate -2.3501 which represents the grand mean across encounters is statistically significant at p<.0001. After adding the facility level covariates, the estimated variance of the facility intercept is 1.8590 with a SE of 0.2153. By subtracting the total variance between the null model and predictor model it was determined that the predictors explain 21% of the total variance. After adjustment of confounders, facilities in the south census region are 75% less likely to have inappropriate A1c order when compared to the west region (OR, 0.251; 95% CI, 0.150-0.418; p<.0001). Acute care facilities are 72% less likely to have inappropriate A1c orders than Non-Acute care facilities (OR, 0.280; 95% CI, 0.127-0.618; p = 0.0017). Small facilities (bed size <5) are 83% less likely to have inappropriate A1c orders than large facilities (bed size > 500) (OR, 0.173; 95% CI, 0.062-0.486; p = 0.0009) (Table 3).

Table 3. Fixed effects in Generalized Linear Mixed Model (GLMM) for the relationship between facility level predictors and inappropriate A1c test orders in SCD patients

<table>
<thead>
<tr>
<th>Facility characteristics</th>
<th>AOR (95% CI)</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of SCD patients</td>
<td>1.000 (0.999-1.000)</td>
<td>0.1109</td>
</tr>
<tr>
<td>Census Region (Ref- Northeast)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Midwest</td>
<td>0.791 (0.450-1.390)</td>
<td>0.4142</td>
</tr>
<tr>
<td>South</td>
<td>0.251 (0.150-0.418)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>West</td>
<td>1.108 (0.617-1.988)</td>
<td>0.7318</td>
</tr>
<tr>
<td>Teaching status (Ref – Non-Teaching)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.783 (0.475-1.291)</td>
<td>0.3376</td>
</tr>
<tr>
<td>Rural status (Ref- Urban)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.726 (0.468-1.126)</td>
<td>0.1525</td>
</tr>
<tr>
<td>Acute status (Ref- Non-Acute)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.280 (0.127-0.618)</td>
<td>0.0017</td>
</tr>
<tr>
<td>Bed Size (Ref – 500+)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;5</td>
<td>0.173 (0.062-0.486)</td>
<td>0.0009</td>
</tr>
<tr>
<td>05-99</td>
<td>1.150 (0.495-2.674)</td>
<td>0.7446</td>
</tr>
<tr>
<td>100-199</td>
<td>1.102 (0.491-2.473)</td>
<td>0.8139</td>
</tr>
<tr>
<td>200-299</td>
<td>1.022 (0.470-2.221)</td>
<td>0.9558</td>
</tr>
<tr>
<td>300-499</td>
<td>0.943 (0.415-2.145)</td>
<td>0.8894</td>
</tr>
</tbody>
</table>
Ranking the BLUP generated for each facility by using the solution for the random effects to estimate the prediction probability for inappropriate A1c orders shows that facility A is less than the 50th percentile value and facility B is greater than the 75th percentile value for all the years between 2011 to 2016 (Table 4). The position of the facility A and facility B among the range of BLUP values estimated through GLMM from all the facilities in HF for the year 2016 is depicted in Figure 2 where facility A remains unchanged and present in the second quartile, which signifies that over-utilization of inappropriate A1c orders is a lower priority in this facility. Whereas, facility B is in the last quartile which signifies that this quality concern is a higher priority in this facility.

**Table 4**: The percentile values for the quartiles based on the range of the BLUP values estimated from GLMM in all the facilities and BLUP value of facility A and facility B for the years 2011 to 2016

<table>
<thead>
<tr>
<th>Year</th>
<th>Ratio of SCD patients with A1c test</th>
<th>Facility A</th>
<th>Facility B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HF cohort</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>25th Percentile</td>
<td>50th Percentile</td>
<td>75th Percentile</td>
</tr>
<tr>
<td>2011</td>
<td>0.041</td>
<td>0.098</td>
<td>0.182</td>
</tr>
<tr>
<td>2012</td>
<td>0.035</td>
<td>0.093</td>
<td>0.174</td>
</tr>
<tr>
<td>2013</td>
<td>0.038</td>
<td>0.096</td>
<td>0.018</td>
</tr>
<tr>
<td>2014</td>
<td>0.037</td>
<td>0.104</td>
<td>0.208</td>
</tr>
<tr>
<td>2015</td>
<td>0.034</td>
<td>0.095</td>
<td>0.187</td>
</tr>
<tr>
<td>2016</td>
<td>0.037</td>
<td>0.097</td>
<td>0.185</td>
</tr>
</tbody>
</table>

**Figure 2.** Facility A is in the second quartile and facility B is in the top quartile among the range of BLUP values estimated through GLMM from all the facilities in HF for the year 2016

**Discussion**

Using comparative multi-site EHR data to prioritize QI projects offers a powerful strategy to help members of a practice understand where their performance falls in comparison to others for topics that are not represented in widely available national data sets. As a proof of concept, we evaluated A1c test orders for sickle cell disease patients in two randomly selected facilities.

There are different techniques which local health provider organizations use to identify and prioritize QI concerns. CDC has provided a list of formalized techniques that can facilitate an orderly process [39]. Other standardized methods such as priority matrix, Hanlon method and analytic hierarchy process techniques use priority scores to
considerably narrow down the priority of the QI concerns [40,41]. However, measuring the A1c tests in SCD patients as a quality concern in the national context using a multi-site EHR provides a complementary external dimension that generates an outward perspective which surpasses preliminary prioritization techniques [42]. It not only identifies quality gaps, but also provides a deep understanding of the level of skill and processes that are required comparable to that of superior performance.

In order to apply this strategy, it was necessary to account for variations between the sites contributing the data set. We noted that many sites in our cohorts had low numbers of eligible patients or low patient volume compared to other facilities. GLMM and BLUP have been demonstrated to be useful for similar challenges in ranking and selection in the context of animal [43], plant breeding [44], to predict an individual’s risk of developing cancer [45] and in genetics [37] after taking into account of variation associated with the environmental factors. The quality measurement plan (QMP), which regards probability of distribution of an outcome as the true quality index, is an example of BLUP where non-normal distributions are assumed [46]. It is a useful technique when the ideal ranking involves random effects. Ranking the predicted probabilities of BLUP estimated from GLMM for all facilities offers a novel solution to this issue as it accounts for the variability associated with each level of the outcome by including facility attributes as covariates.

Bias due to the variations between the facilities in the EHR was observed when the facilities were ranked based only on the ratio of SCD patients with A1c orders over the total number of SCD patients within that facility per year. There were many facilities with a higher or lower ratio irrespective of the number of patients in the facility. For example, in the year 2016, 122 facilities had a ratio of 0 which indicates A1c tests are not ordered for SCD patients in those facilities. However, the number of SCD patients present in those 122 facilities ranged between 1 to 194 which should have been considered and appropriately ranked. A facility with 194 SCD patients and without a single inappropriate A1c order should be ranked higher than a facility with just 1 SCD patients and no A1c test order. There were also 26 facilities with a ratio of 1, for which the range of SCD patients was between 1 to 11. Furthermore, there may be considerable variation in the observations due to the differences in the characteristics between facilities such as variation in the type of specialty status, geographic location and size of the facility, which were not accounted for when the unadjusted ratio data was used to rank the facilities. Due to these limitations, ranking the facilities based on the ratio of the outcome could be distorted where overutilization of A1c orders at Facility B may not be considered a high priority quality gap as it is in the third quartile.

The extent to which facility characteristics predict inappropriate A1c orders was determined by the application of GLMM. Facility level predictors correlate with 21% of the total variance. Census region, bed size range and acute status were significant risk factors. The significance of the BLUP over the ratio of outcome can be observed when the GLMM assigns different BLUP values to facilities with the same ratio based on their facility characteristics and number of patients/encounters. Facility A and B with a similar bed size range, were in the same second quartile for the year 2016 when the facilities were ranked based on the ratio of SCD patients with A1c test. This is because of the high number of facilities with a ratio of zero and one which were properly segregated based on the number of SCD patients and facility characteristics. For example, in the year 2016, a facility with only 1 SCD patient without any A1c test has the same ratio of 0, as does a facility with 194 SCD patients without any A1c tests. However, the BLUP value for the latter facility is 0.00013 and is ranked higher than the prior facility with a BLUP value of 0.113. From another example, among two facilities with a similar SCD population (180 SCD patients) and no A1c encounters, the larger facility (bed size > 100) is ranked higher than the smaller facility (bed size < 100) in all six years which demonstrates that this model accounts for facility level characteristics to assign ranks.

Ranking the predicted probabilities estimated from BLUP of all the facilities shows that the QI initiative for A1c test orders for sickle cell patients in facility B should have a higher priority (fourth quartile) than compared to facility A (second quartile), if national context was the primary factor in the prioritization (Figure 2). This strategy addresses the limitations associated with the previous model by adjusting the outcome measure between and within facilities. The outcome measures are meaningful only when adequately adjusted for facility level characteristics and the differences between the patient and procedural characteristics of the facilities. In this application, the data structures are longitudinal (i.e., across multiple facility encounters) and the analyses involve repeated measures at several years which are modelled by GLMM. It accounts for the non-normal distribution of the dependent variable, its restricted range, the relation between mean and variance and includes both fixed and random effects of the varying covariates [47]. The BLUP methodology uses the solution for the random effects in GLMM and produces the best estimator of probabilities to predict the outcome variable in a facility [48].
Based on the GLMM analysis, Facility B would prioritize reduction of A1c tests in SCD patients while facility A may not. In addition to facility B, there are 68 facilities in the HF cohort for the year 2016 which are ranked in the bottom quartile with respect to inappropriate A1c orders, suggesting that these two quality concerns are prevalent in many facilities. Further review of this data could provide insights into the institutional and provider behaviors associated with these ordering patterns. Additional confounders may include differences in experience and practice in providing A1c testing among Health Facts facilities, or perhaps a higher proportion of patients at risk for diabetes are acquired at these bottom quartile facilities than other healthcare entities. However, provider characteristics and comorbidities of the SCD patients were not included in this model. Another limitation is analyzing de-identified EHR data is challenging as there might be errors in capturing the complete SCD cohort. There is no way to verify the accuracy of diagnostic codes (ICD-9-CM, ICD-10-CM) used in Health Facts which are for administrative purposes and hence, are unreliable when compared to gold standard clinician extraction [49,50]. Our findings suggest the need for interventions to reduce or eliminate the use of A1c tests in SCD patients for the diagnoses or management of diabetes.

Conclusion

Analyzing multi-institutional EHR data, after adjusting the bias due to the covariates by using GLMM to generate BLUP’s, provided a useful way to evaluate the severity of QI project (Figure 2). The GLMM in this study offered several advantages. First, the linear unbiased predicted percentages from GLMM adjusted the bias due to covariates. Second, GLMMs were able to model the longitudinal structure of the data. Third, by including the facility as a random variable in the mixed model, we were able to generalize the inference of the fixed effect to the population. Additionally, one favorable property of the BLUP generated from the GLMM is shrinkage towards the mean, which anticipates regression of the facility characteristics to the mean of the outcome observed by every facility. Finally, we developed an analytic pipeline which can be easily adopted to different measurements of outcome variables, such as ordinal or nominal outcome. While our focus was prioritizing QI projects between facilities, the methods described here are useful for any comparison of diverse facilities in a multi-contributor EHR data warehouse.
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Abstract

One of the primary challenges for clinical Named Entity Recognition (NER) is the availability of annotated training data. Technical and legal hurdles prevent the creation and release of corpora related to electronic health records (EHRs). In this work, we look at the impact of pseudo-data generation on clinical NER using gazetteering utilizing a neural network model. We report that gazetteers can result in the inclusion of proper terms with the exclusion of determiners and pronouns in preceding and middle positions. Gazetteers that had higher numbers of terms inclusive to the original dataset had a higher impact.

1 Introduction

Named Entity Recognition (NER) is a subtask of Natural Language Processing (NLP) that identifies entities fitting a predetermined category from text. NER typically sits in the middle of NLP pipelines as the information extracted is sent to downstream tasks such as question answering¹, word sense disambiguation², and automatic text summarization³.

Classical NER sought to identify entities from categories such as person, place, and location. Many early datasets utilized news sources as their primary corpora⁴⁵⁶. Traditional machine learning techniques for identifying sequences, such as conditional random fields (CRF) and hidden markov models (HMM) were used as classifiers. Modern NER now compromises of many domains, are domain specific, and utilize neural network architectures with contextual word or character embeddings to label sequences of entities⁷⁸. In this study, we examine clinical NER focusing on the extraction of medical entities from the unstructured narratives in electronic health records (EHRs). The proper identification of these entities is critical for downstream tasks that rely on them such as developing a clinical knowledge extraction system⁹. Unfortunately, NER models have shown that they do not generalize well and require domain specific adaptation¹⁰. In 2001, Poibeau and Kosseim¹¹ were one of the first groups to document the issues of performing NER across different domains. Changes in the structure of text, the vocabulary used, and the types of entities being extracted require differing approaches which do not easily carry over between one another. Clinical NER is no exception to this. EHRs tend to be heavily unstructured, absent of complete sentences, and make heavy use of domain specific abbreviations and jargon.

One of the primary challenges in any supervised machine learning task is training data. Large amounts of annotated training data are required to be efficient and generalize the problem space well. However, these datasets have to be annotated by hand and require significant man-hours to assemble and normalize between annotators¹². A potential method of bypassing some of the challenges of generating datasets is the use of pseudo-data, also known as artificial training data. Pseudo-data has been used historically to generate additional samples in cases where there is a large class imbalance. There are two main types of pseudo-data, synthetic and sampled. Synthetic pseudo-data is data that has been produced through statistical or rule based methods that attempts to mimic samples already available in the dataset. A popular algorithm for generating synthetic data is SMOTE, or synthetic minority over-sampling technique¹³, which uses a K-nearest neighbors algorithm to create new samples between existing ones. Sampled pseudo-data is data that is extracted from corpora or datasets and is labeled through semi-supervised¹⁴ or unsupervised¹⁵ methods. In this work, we look at the impact of pseudo-data generation on clinical NER using gazetteering utilizing a neural network model. We examine precision, recall, and $F_1$ score on a variety of gazetteers using the MIMIC-III Clinical Care Database as a pseudo-data source.
2 Data

In this section, we describe the corpora and gazetteers used in this study.

Corpora

2010 i2b2 Clinical Dataset. The 2010 i2b2 Clinical Dataset\(^{16}\) is an annotated set of clinical data comprised of discharge summaries from three healthcare systems, Partners Healthcare, Beth Israel Deaconess Medical Center, and the University of Pittsburgh Medical Center. The dataset was annotated for concept extraction, assertion classification and relation classification. The dataset contains annotations for three concepts, problems, tests, and treatments. Table 1 lists the exact details for the dataset. In particular, the training set contains 170 annotated documents with 16,525 annotations over 149,541 tokens; and the test data set contains 256 annotated documents with 31,161 annotations over 267,249 tokens.

Table 1: 2010 i2b2 Clinical Dataset Information

<table>
<thead>
<tr>
<th>Set</th>
<th>Files</th>
<th>Sentences</th>
<th>Tokens</th>
<th>Problem</th>
<th>Test</th>
<th>Treatment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>170</td>
<td>16315</td>
<td>149541</td>
<td>7073</td>
<td>4608</td>
<td>4844</td>
</tr>
<tr>
<td>Test</td>
<td>256</td>
<td>27625</td>
<td>267249</td>
<td>12592</td>
<td>9225</td>
<td>9344</td>
</tr>
</tbody>
</table>

MIMIC-III. The MIMIC Critical Care Database\(^{17}\) (MIMIC-III) is a freely available de-identified dataset comprising of electronic health records (EHRs) for over 40,000 critical care patients from the Beth Israel Deaconess Medical Center. It was collected between 2001 and 2012 and includes documents ranging from caregiver notes to imaging reports and prescribed medications. In particular, the caregiver notes section is comprised of 2,083,180 individual documents from a variety of internal departments with a total token count of 487,639,049. The caregiver discharge notes were used by this study as the primary data source for pseudo-data generation.

Gazetteers

Table 2 the number of annotations in the gazetteers for the three entities used for pseudo-data generation.

Table 2: Gazetteer Annotation Information

<table>
<thead>
<tr>
<th>Source</th>
<th>ICD10CM</th>
<th>ICD10PCS</th>
<th>CPT</th>
<th>WebMED</th>
<th>FDA Drug List</th>
<th>Southern Cross</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem</td>
<td>86,168</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Test</td>
<td>-</td>
<td>303</td>
<td>4,813</td>
<td>17,676</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Treatment</td>
<td>-</td>
<td>59</td>
<td>8,571</td>
<td>-</td>
<td>42,639</td>
<td>2,599</td>
</tr>
</tbody>
</table>

ICD10. The International Statistical Classification of Diseases and Related Health Problems (ICD) is a medical classification list generated by the World Health Organization that standardizes coding for medical terms across the globe. In the United States, ICD was modified into ICD-CM and ICD-PCS. ICD-CM is the clinical modification of ICD for classifying diagnosis and reasons for hospital visits. It is split into 21 chapters of differing categories. There were 5,562 entries in the system that were used as a source for problem annotations. ICD-PCS is the modification of ICD for standardizing procedure coding systems and is mainly used for billing and reporting. All of the tests and treatments used within the United States are codified in this database. There were 1,065 tests and 9,165 treatments coded in the database that were used for annotation sources.

CPT. Current Procedural Terminology (CPT) is another medical code set used in the United States and maintained by the American Medical Association. It contains information for surgical and diagnostic procedures and is released annually. It is mainly used by clinicians to itemize treatments. There were 1,346 tests and 3,958 treatments coded in the database that were used as annotation sources for this study.

FDA Approved Drug List. The Food and Drug Administration (FDA) Approved Drug List is a current listing of all drugs that have been given approval in the United States. Drugs are listed by both their brand name and generic chemical name along with application method and distributing company. A list of current drugs was downloaded and used as a source of potential treatment annotations for our system. A total of 8,906 treatments were present in the list.

WebMD Medical Tests. WebMD is an American company that provides news and information relating to medical care and diagnosis and was founded in 1996. The company maintains the WebMD website and features glossaries for
medical terms. One glossary is a list of medical tests and information about them. The list of terms from the glossary was extracted and contained 625 tests.

Southern Cross Surgery List. Southern Cross is a healthcare system based out of New Zealand that maintains their own coding database for all surgeries performed at their locations. This list of surgeries was published online in 2014 and contains 43 pages of procedure codes along with text representations for each which totaled 761 treatments. This list was extracted and used as a source of treatment annotations for our system.

3 Method

We downloaded the MIMIC-III database, extracted discharge summaries, and ran them through pre-processing. All gazetteer sources were downloaded and also pre-processed. Gazetteer annotations were matched to text in the MIMIC-III discharge summaries and set aside as annotation files. A visual guide to the pipeline can be seen in Figure 1.

**Figure 1**: Visual Pipeline Representing Extraction of Pseudo Annotations from the MIMIC-III corpus.

**Preprocessing.** Text for discharge summaries was extracted from the 'NoteEvents’ table where 'Category' was set to 'Discharge summary'. Pre-processing started with an initial step of combining all de-identified terms into single terms that could be easily turned into features, including numbers, dates, and times. Punctuation was then modified to match the format that the i2b2 dataset was in and sentences less than 8 tokens were removed. 400,000 sentences were then randomly selected. Gazetteer sources underwent manual review to extract terms and remove unneeded words for better matching. Annotations from each gazetteer were then scanned for in the extracted text and annotation files were generated. For multi-class experiments, annotation files from different sources were merged. In cases where there were overlapping annotations of different classes, each annotation were removed.

**Model.** In this study, we use a Bi-directional Long Short-Term Memory (BiLSTM) Recurrent Neural Network. The feature vectors are arranged in order by token and fed into the network along with the sentence length. Each sentence is read by two separate LSTM cells that read in alternate directions. The output is concatenated and fed into a linear layer with dropout. The data is then classified using a conditional random field (CRF). In this study, the training occurred for 15 epochs in each experiment unless otherwise stated. This number was chosen by training the network over a large amount of epochs numerous times and selecting the point where additional training produced negligible results. The BiLSTM+CRF architecture was pre-trained on the MIMIC-III annotations for \( n \) epochs; and then fine-tuned over the i2b2 training data for the remaining \( 15 - n \) epochs. The pre-training mimics the method used by Giorgi and Bader when pre-training with a noisy dataset. Training utilized batch back propagation with an Adam optimizer at a learning rate of 0.005. Every model was initialized and trained independently.

**Feature Representation.** Instances were preprocessed to remove symbols and convert numbers, dates, and times into standardized values. We ran each instance through the SpaCy POS/DEP parser to get POS and DEP tags for each token and mapped them to locations in a one-hot vector. We then ran each token through a Word2Vec model that was trained on the MIMIC-III clinical notes database. The output of this model represented the first 200 values of the vector. The POS/DEP tags were appended and represented the rest of the vector for each token. The final shape of the resulting matrix was [sentences, tokens, features]. In this study, our features vector parameters consist of: Word2Vec
embeddings (length 200), is a number, date, or time, part of speech tags (length 19), and dependency tags (length 52).

**Evaluation.** We evaluate our method using precision, recall and $F_1$ score. The precision is a measure of how accurate each prediction was; recall is a measure of how many of the total tokens were predicted; and $F_1$ is the harmonic mean between the two. We evaluate our system at both the token and entity level. For the entity level evaluation we use two methods: strict and lenient. Strict requires a true positive to have exact span and tag matches. Lenient requires a partial match of the span with the correct tag. If two or more tags match a phrase, it will only be counted as true positive once, and the additional phrase will not be counted as a false.

4 Results

In this section, we describe the experiments we conducted on gazetteer annotating and the reasoning behind them. The experiments are split into: 1) single-class experiments and 2) multi-class experiments, where multi-class attempts to label all entities within a single model. The first set of experiments we performed take each individual gazetteer source and train a model with an inverse epoch structure. That is, a set number of epochs is defined and the gazetteer source is trained on for a given number of epochs. Then for the rest of the epochs, the model is trained on the i2b2 training data. This provides a way to determine what kind of effect each gazetteer is having on the model in an isolated environment. The next experiment takes every gazetteer source and trains them together on a multi-class model. This allowed us to determine if there were cumulative effects from including all of the gazetteers. Finally, we conducted two experiments only taking the best performing gazetteers. The first followed the same pattern as the previous experiments. The second kept the number of epochs for the i2b2 training static and changed the number of epochs we pre-training was conducted on the pseudodata.

**Single class Gazetteer Pretraining**

In this section, we present the results of our inverse epoch structure experiments over each individual gazetteer source. This evaluation provides a way to determine the effect each gazetteer is having on the model in an isolated environment. We also discuss the crossover results for each of the gazetteers shown in Table 3. The table shows the number of entities that were identified in MIMIC-III and the i2b2 training and test data for each of the gazetteers.

<table>
<thead>
<tr>
<th>Class</th>
<th>Gazetteer</th>
<th># Types</th>
<th># Types in Mimic (%)</th>
<th># Types Matching i2b2 Train (%)</th>
<th># Types Matching i2b2 Test (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem</td>
<td>ICD10CM</td>
<td>4349</td>
<td>1872 (4.30E-01)</td>
<td>620 (1.17E-01)</td>
<td>678 (9.44E-02)</td>
</tr>
<tr>
<td>Test</td>
<td>CPT</td>
<td>1154</td>
<td>127 (1.10E-01)</td>
<td>64 (1.21E-02)</td>
<td>67 (9.34E-03)</td>
</tr>
<tr>
<td></td>
<td>ICD10PCS</td>
<td>467</td>
<td>31 (6.64E-02)</td>
<td>12 (2.27E-03)</td>
<td>12 (1.67E-03)</td>
</tr>
<tr>
<td></td>
<td>WebMD</td>
<td>675</td>
<td>345 (5.11E-01)</td>
<td>136 (2.57E-02)</td>
<td>141 (1.96E-02)</td>
</tr>
<tr>
<td>Treatment</td>
<td>ICD10PCS</td>
<td>790</td>
<td>29 (3.67E-02)</td>
<td>21 (3.98E-03)</td>
<td>23 (3.20E-03)</td>
</tr>
<tr>
<td></td>
<td>FDA</td>
<td>7230</td>
<td>2213 (3.06E-01)</td>
<td>338 (6.40E-02)</td>
<td>405 (5.64E-02)</td>
</tr>
<tr>
<td></td>
<td>Southern</td>
<td>860</td>
<td>199 (2.31E-01)</td>
<td>103 (1.95E-02)</td>
<td>111 (1.55E-02)</td>
</tr>
</tbody>
</table>

**Figure 2:** Statistical Measurements of Problem Entity Type as a Function of ICD10CM Gazetteer Pretraining

**Problem Entity.** Figure 2 shows the token level precision, recall, and $F_1$ scores of the problem entity type when we pretrained a single-class model on annotations from ICD10CM. The precision of the model rises above baseline when
trained 1 or 2 epochs then declines until 10 epochs where it remains roughly the same before finally diving 10 points. The recall follows an inverse pattern where it initially declines, then by 5 epochs goes above the baseline. After six epochs, the network has a continuous decline before the final dropoff. When compared to the multi-class model, the precision and recall exhibit the same general pattern but with a larger range in numbers. Out of the 4349 annotations available in ICD10CM, only 620 and 678 of them were found in the i2b2 test and train datasets respectively. This represents the highest percentage found in any of the gazetteers.

Figure 3: Statistical Measurements of Test Entity Type

**Test Entity.** Figure 3 shows the token level precision, recall, and $F_1$ scores of the test entity type when we pretrained a single-class model on annotations from CPT, ICD10PCS and WebMD gazeteers. For the CPT results, the precision and recall oscillate below and above baseline as the number of trained epochs increases. Out of the 1154 annotations available in CPT for the test annotation group, only 64 and 67 were found in the i2b2 test and train datasets respectively. For the ICD10PCS results, precision and recall also oscillate around baseline. Between 4 and 7 epochs we get an increase in recall at the cost of precision. Out of the 467 annotations available in ICD10PCS for the test annotation group, only 12 were found in both the i2b2 test and train datasets. The WebMD results show that the initial inclusion of the annotations from one epoch and onward result in a fairly large (10%) increase in precision. The recall inverses and falls, though not enough to offset the precision gains. Out of the 675 annotations available in WebMD, only 136 and 141 were found in the i2b2 test and train datasets respectively.

**Treatment Entity.** Figure 4 show the token level precision, recall, and $F_1$ scores of the treatment entity types. For the CPT results, the precision and recall oscillate slightly around baseline before suffering a steep dropoff. Out of the 1385 annotations available in CPT for the treatment annotation group, only 50 were found in both the i2b2 test and train datasets. For the ICD10PCS results the precision and recall both hover slightly below baseline when trained for a few epochs. Like previous experiments, the recall tanks at the end. Out of the 790 annotations available in ICD10PCS for the treatment annotation group, only 21 and 23 were found in the i2b2 test and train datasets respectively. For the FDA Drug List results the inclusion of the FDA Drug List has a large impact (>10%) on recall when included in a single epoch and onward until past 10 epochs. There is a small hit to precision (2%) initially and a larger hit (5-7%) from 3 epochs to 12. Out of the 7230 annotations available in the FDA Drug List, only 338 and 405 were found in the i2b2 test and train datasets respectively. For the Southern Cross Surgery List results when they are included for a
single epoch or four or more, precision gains a moderate amount (5%) while recall declines a similar amount. This pattern holds until 10 epochs of pretraining where the recall dives towards 0. Out of the 800 annotations available in the Southern Cross Surgery List, only 103 and 111 were found in the i2b2 test and train datasets respectively.

**Multi-Class Gazetteer Pretraining** In this section, we evaluate our model by combining the gazetteer sources and training them in a multi-class environment. This allows us to determine the cumulative effects of including all sources.

**Comprehensive Multi-Class Gazetteer Pretraining.** Figure 5 shows the token level precision, recall, and $F_1$ scores of the problem, treatment, and test labels respectively when we merged the annotations from all the gazetteers and trained them on a multi-class model. The experiment was run three times and the results averaged. With the problem and treatment entity types, pretraining for one to five epochs results in a small (2%) increase in recall with a nearly equivalent loss in precision. Training for longer periods of time results in a steep decrease in recall which also results in a steep decline in $F_1$ score. Precision remains fairly high. The test entity type loses recall and gains precision at the same level as the previous entity types when we incorporate the gazetteer pretraining.

**Static Multi-Class Gazetteer Pretraining.** Figure 6 shows the token level precision, recall, and $F_1$ scores of the problem, treatment, and test labels respectively when we merged the annotations from only the best the gazetteers and trained them on a multi-class model. The specific gazetteers we used were ICD10CM (Test), WebMD Test List, FDA Drug List, and the Southern Cross Surgery List. For problem and test, the precision rises for several epochs when including the gazetteer data before eventually dropping off. The baseline treatment precision remains the highest but doesn’t drop off drastically. The recall for the problem and treatment types also rise a couple of points whereas the recall for the test type suffers. In all three instances, the highest $F_1$ score is observed on the 5/10 ratio.

**Selective Static Multi-Class Gazetteer Pretraining.** Figure 7 shows the token level precision, recall, and $F_1$ scores of the problem, treatment, and test labels respectively when we merged the annotations from only the best the gazetteers and trained them on a multi-class model with a set number of epochs on the i2b2 dataset. The specific gazetteers we used were the same as in the selective multi-class experiment. For the problem type, precision increases all the way to the max number of epochs on the gazetteer data. Recall stops increasing after the 6th epoch and drops off rapidly afterwards. In most of the chart, an inverse pattern between recall and precision can be observed. For the test type,
Figure 5: Statistical Measurements of Problem (Top), Test (Middle) and Treatment (Bottom) Entity Types as a Function of Gazetteer Pretraining in a Comprehensive Multi-Class Model

Figure 6: Statistical Measurements of Problem (Top), Test (Middle) and Treatment (Bottom) Entity Types as a Function of Gazetteer Pretraining in a Selective Multi-Class Model
Figure 7: Statistical Measurements of Problem (Top), Test (Middle) and Treatment (Bottom) Entity Types as a Function of Gazetteer Pretraining in a Selective Static Multi-Class Model

precision increases for one epoch after the baseline but never again. Recall never increases. The test type benefits most from no gazetteer data. For the treatment type, precision increases slightly on the first epoch then hovers around baseline. Recall increases towards the latter epochs and falls back down at max epochs. The highest $F_1$ scores were observed around 5/6 epochs except for test.

Overall Multi-Class Gazetteer Results.

Table 4 shows the entity level strict and lenient precision, recall and $F_1$ scores for our multi-class baseline and selective epoch results. The results show that the $F_1$ scores, problem and treatment were able to exceed the baseline however the results show that test was not.

Table 4: Gazetteer Annotation Multi-Class Phrase Strict (Lenient) $F_1$ Measurement

<table>
<thead>
<tr>
<th>Source</th>
<th>Class</th>
<th>Precision</th>
<th>Recall</th>
<th>$F_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline (Epoch 15)</td>
<td>Problem</td>
<td>0.696 (0.919)</td>
<td>0.631 (0.815)</td>
<td>0.662 (0.864)</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td><strong>0.793 (0.902)</strong></td>
<td><strong>0.762 (0.862)</strong></td>
<td><strong>0.777 (0.881)</strong></td>
</tr>
<tr>
<td></td>
<td>Treatment</td>
<td>0.706 (0.882)</td>
<td>0.681 (0.834)</td>
<td>0.693 (0.857)</td>
</tr>
<tr>
<td>Selective (Epoch 5)</td>
<td>Problem</td>
<td><strong>0.718 (0.911)</strong></td>
<td>0.655 (0.821)</td>
<td><strong>0.685 (0.864)</strong></td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>0.787 (0.902)</td>
<td>0.754 (0.86)</td>
<td>0.77 (0.88)</td>
</tr>
<tr>
<td></td>
<td>Treatment</td>
<td><strong>0.774 (0.913)</strong></td>
<td>0.705 (0.824)</td>
<td><strong>0.738 (0.866)</strong></td>
</tr>
<tr>
<td>Selective Static (Epoch 5)</td>
<td>Problem</td>
<td>0.702 (0.899)</td>
<td><strong>0.657 (0.831)</strong></td>
<td>0.679 (0.863)</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>0.742 (0.885)</td>
<td>0.739 (0.868)</td>
<td>0.74 (0.877)</td>
</tr>
<tr>
<td></td>
<td>Treatment</td>
<td>0.764 (0.904)</td>
<td><strong>0.709 (0.831)</strong></td>
<td>0.735 (0.866)</td>
</tr>
</tbody>
</table>

5 Discussion and Limitations

Throughout all of the gazetteering experiments, a common trend we observed was a trade-off between precision and recall. In most cases, the trade-off was high enough to increase the $F_1$ score. The problem and treatment entities were improved over baseline.
Precision and recall being reciprocal of each other is not a new phenomenon with respect to machine learning. In the context of our experiments, one potential reason for the trade-off is the use of determiners and pronouns. In the i2b2 dataset, many of the annotations include determiners and pronouns in the beginning or middle. Some examples are: “an outpatient holter monitor”, “his chest x-ray”, and “a few fine crackles at the left base”. With the annotations generated by gazetteering through MIMIC-III, these pronouns and determiners are not selected. This could result in a case where training too much on the gazetteering data results in the inclusion of proper terms with the exclusion of pronouns and determiners.

Some gazetteers outperformed others by several points. To try and understand the reason why, we analyzed the number of terms that overlapped between the gazetteers and the datasets (Table 3). What we found is that gazetteers that had a higher number of terms in the datasets had a higher impact. This is a logical conclusion, as more relevant data will result in better outcomes. What was surprising is the amount of crossover some gazetteers had. ICD10PCS and CPT codes had a large number of unique terms but very little crossover. This indicates that the vocabulary used in billing codes does not match what is used by medical professionals. Public lists, such as the WebMD test list and the Southern Cross surgery list, had a high level of crossover. The FDA drug list also had a high level of crossover. This makes sense as drugs are a common treatment for almost any condition.

There were a couple of identified limitations. The first is that we found at the end of our work was the coverage of our Word2Vec model. Only 86% of the terms in the training and test annotations were found in the model. This limitation could provide an explanation for the upper cap that the models demonstrated. The second is the way that gazetteer annotations were generated compared to the original annotations. The training and test annotations contained determiners pronouns at preceding and mid positions in many cases whereas the gazetteer annotations did not.

6 Conclusions and Future Work

In this work, we explored using gazetteering as a pseudo-data generation technique to improve performance in a deep neural network architecture. We showed that using gazetteers, there is a trade-off between precision and recall depending on the entity type and gazetteer used. This allows for more finely tuned results depending on intent.

There are a number of follow-up studies that can be considered. To generate sentence structures similar to that of the training and test documentation, term swapping could be employed. This is where terms from gazetteer sources are swapped in place of original terms in training annotations and trained on. Generating new embedding models from different sources or merging multiple embeddings could also be considered for better coverage. Other sources for gazetteers could also be considered that better align with the language used by practitioners writing clinical notes. Regenerating the gazetteer annotations and including preceding and mid determiners and pronouns could potentially provide better results.
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Abstract

Many diseases have been linked with birth seasonality, and these fall into four main categories: mental, cardiovascular, respiratory and women's reproductive health conditions. Informatics methods are needed to uncover seasonally varying infectious diseases that may be responsible for the increased birth month-dependent disease risk observed. We have developed a method to link seasonal infectious disease data from the USA to birth month dependent disease data from humans and canines. We also include seasonal air pollution and climate data to determine the seasonal factors most likely involved in the response. We test our method with osteosarcoma, a rare bone cancer. We found the Lyme disease incidence was the most strongly correlated significant factor in explaining the birth month-osteosarcoma disease pattern ($R=0.418$, $p=2.80\times10^{-23}$), and this was true across all populations observed: canines, pediatric, and adult populations.

1. Introduction

1.1 Importance of Birth Month on Disease Risk

Prior research has established that birth seasonality affects disease risk for diseases and conditions falling into four broad categories (1): mental, cardiovascular, respiratory and women's reproductive health conditions (2). The etiologies underlying the relationship between birth seasonality (and or month) and each disease vary depending on the type of disease. For example, exposure to air pollution during the early stages of development (first trimester in humans) has been implicated in increased risk of cardiovascular disease in humans (3) and a similar finding was found in dogs (4). Additionally, climate factors have been implicated in the birth month-disease relationship. For example, climate factors (heat and humidity) are responsible for an increase in the dust mite population have been implicated in increased risk of asthma during certain birth months validating early work in this area (1,5).

1.2 Seasonality of Infectious Diseases May Play a Role

Another seasonally varying factor that may play a role in birth month-disease relationships is infectious diseases. Infectious diseases fall into two main categories based on their underlying causes: bacterial and viral. Prior work had investigated the relationship between flu in Asia and the USA across six sites to uncover relationships between flu and birth season-disease relationships (3). However, the results of this work revealed that flus often differ across the globe, and therefore, the specific strains of a flu may be important in understanding its specific role in the etiology of birth month dependent diseases.

1.3 Literature Gap: Country-Specific Information on Infectious Diseases Needed

A major gap of our prior work and the literature is the lack of detailed exploration of the role of infectious diseases, both bacterial and viral, on birth month dependent diseases. To properly address this issue, we need to catalog all of the seasonal bacterial and viral infectious diseases and conditions that occur in the USA. This must be done regional (e.g., for USA and separately for Asia, and so forth) to properly capture the local seasonality of each infectious disease and virus in that particular region. Therefore, the first step of this informatics algorithm is to mine the publicly available data from the Centers for Disease Prevention and Control (CDC) to establish a set of seasonally varying infectious diseases and viruses. These will form our dataset of potential factors in birth month dependent diseases.

1.4 Case Study: Osteosarcoma

Osteosarcoma is a form of cancer that originates in bone. In the United States, approximately 800 new osteosarcoma cases are diagnosed in humans each year, about half of which occur in patients under twenty
years old (6). Osteosarcoma incidence is largely bimodal, with 10% of new cases occurring in patients aged 60 and older (7). In older adults, osteosarcoma is often linked to an existing, underlying condition (8), many of which are explicitly bone-related. Although rare, we found that osteosarcoma varied by birth month in both dogs and humans. The birth month-disease risk curve was the same in dogs and humans indicating that the culprit exposure was likely perinatal (i.e., at the time of birth). If the exposure were prenatal, we would have expected to see a shift in the birth month-disease curves between dogs and humans due to their different gestational lengths (2 vs. 9 months) (9).

1.5 Purpose of Study
The purpose of this study is to develop an informatics method to link diseases caused by seasonal viruses and bacteria within the United States to birth month-dependent diseases. Our method utilizes publicly available data and links prior methods that utilize seasonally varying pollution and climate factors. Our method finds the most significant seasonal factor associated with a birth month dependent disease whether it be a seasonal infection, pollutant, or climate factor (e.g., rainfall).

2. Materials and Methods
This process collected data from the Children’s Hospital of Philadelphia (CHOP), Penn Medicine, and Penn Vet, health systems, and public data available from US government sources including the CDC, NOAA, and EPA. The collection and analysis methods are visualized in Figure 1.

2.1 Obtaining Seasonal Infection Data
2.1.1 National Data
We created a list of potentially seasonal viruses and bacteria to investigate. Shiga toxin-producing Escherichia coli, legionellosis, listeriosis, Lyme disease, pertussis, measles, mumps, rubella, salmonellosis, tetanus, and tuberculosis (named as listed in the CDC tables) were included. We obtained annual data categorized by month over a ten-year period from web-based CDC resources. Data from 2009-2015 was collected from the CDC’s Morbidity and Mortality Weekly Report (MMWR) Summary of Notifiable Infectious Diseases and Conditions — United States (10). Data from 2016-2018 was collected from the CDC’s Wide-ranging Online Data for Epidemiologic Research (WONDER) Nationally Notifiable Infectious Diseases and Conditions, United States: Annual Tables (11). These resources presented the total number of reported cases for each month in a series of columns, with the last column as the total. Between the ‘December’ and ‘Total’ columns was a space for cases that were included in the total for the year, but not categorized within a month. However, this space remained blank, presuming that all counted cases in the year were reported within a specific month. The tabular, numeric values were compiled and saved in disease-specific tables for further analysis. The CDC also has a national outbreak database tool, the National Outbreak Reporting System (NORS) Dashboard (12). This tool provides insight into foodborne illnesses outbreaks including E. coli, listeriosis, and salmonellosis; allowing the user to sort data by year, setting, and vector. These data were helpful for identifying strong categories for further investigating case counts across certain food groups, although the aggregate case counts were more definitive than the stratified.

2.1.2 Regional Data
Lyme disease is prevalent in the northeast and northcentral parts of the United States (13). Because the osteosarcoma CHOP dataset comes from patients diagnosed in Pennsylvania, which has thousands of Lyme disease cases each year, state-level data were collected from the Pennsylvania Department of Health (14). Lyme disease seasonality data by month in Pennsylvania were only available from a 2017 report, unlike all other diseases analyzed, which had 10 years of data to average. County-level data from 2009-2018 in Pennsylvania were modified only by labelling case counts under their respective 5-digit Federal Information Processing Standard codes before analysis.
To investigate potential geographic similarities in Lyme disease and osteosarcoma distribution, osteosarcoma case counts were collected by state (15).

2.2 Obtaining Seasonal Pollution and Climate Data
Because all osteosarcoma cases were diagnosed in Philadelphia, Pennsylvania, county climate and pollutant data for the city were collected from NOAA (16). Six climate variables, measured by month, were factored into the analysis, including: mean sunshine hours, high and low temperatures, relative humidity, precipitation days, and precipitation inches. Five pollutant variables, measured daily and averaged by month, were included; SO2, CO, NO2, PM 2.5, and ozone Air Quality Index values (17). Table 1 includes the data sources for all regional and national infection, climate and pollution data.

Table 1. Sources of All Exposure Variables

<table>
<thead>
<tr>
<th>Exposure</th>
<th>Study Site</th>
<th>Collection Site</th>
<th>Collection Period</th>
<th>Source</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Infectious Disease</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E. coli</td>
<td>USA</td>
<td>State-based, reported to CDC</td>
<td>2009-2018</td>
<td>CDC Wonder</td>
<td>(11)</td>
</tr>
<tr>
<td></td>
<td>Multi-state</td>
<td>State-based, reported to CDC</td>
<td>2009-2019</td>
<td>CDC</td>
<td>(18)</td>
</tr>
<tr>
<td>Legionellosis</td>
<td>USA</td>
<td>State-based, reported to CDC</td>
<td>2009-2018</td>
<td>CDC Wonder</td>
<td>(11)</td>
</tr>
<tr>
<td>Listeriosis</td>
<td>USA</td>
<td>State-based, reported to CDC</td>
<td>2009-2018</td>
<td>CDC Wonder</td>
<td>(11)</td>
</tr>
<tr>
<td></td>
<td>Multi-state</td>
<td>State-based, reported to CDC</td>
<td>2009-2019</td>
<td>CDC</td>
<td>(19)</td>
</tr>
<tr>
<td>Lyme</td>
<td>USA</td>
<td>State-based, reported to CDC</td>
<td>2009-2018</td>
<td>CDC Wonder</td>
<td>(11)</td>
</tr>
<tr>
<td></td>
<td>Pennsylvania, Pennsylvania</td>
<td>Pennsylvania, USA</td>
<td>2017</td>
<td>PA DOH</td>
<td>(14)</td>
</tr>
<tr>
<td>Measles</td>
<td>USA</td>
<td>State-based, reported to CDC</td>
<td>2009-2018</td>
<td>CDC Wonder</td>
<td>(11)</td>
</tr>
<tr>
<td>Mumps</td>
<td>USA</td>
<td>State-based, reported to CDC</td>
<td>2009-2018</td>
<td>CDC Wonder</td>
<td>(11)</td>
</tr>
<tr>
<td>Pertussis</td>
<td>USA</td>
<td>State-based, reported to CDC</td>
<td>2009-2018</td>
<td>CDC Wonder</td>
<td>(11)</td>
</tr>
<tr>
<td>Rubella</td>
<td>USA</td>
<td>State-based, reported to CDC</td>
<td>2009-2018</td>
<td>CDC Wonder</td>
<td>(11)</td>
</tr>
<tr>
<td>Salmonellosis</td>
<td>USA</td>
<td>State-based, reported to CDC</td>
<td>2009-2018</td>
<td>CDC Wonder</td>
<td>(11)</td>
</tr>
<tr>
<td></td>
<td>Multi-state</td>
<td>State-based, reported to CDC</td>
<td>2009-2019</td>
<td>CDC</td>
<td>(20)</td>
</tr>
<tr>
<td>Tetanus</td>
<td>USA</td>
<td>State-based, reported to CDC</td>
<td>2009-2018</td>
<td>CDC Wonder</td>
<td>(11)</td>
</tr>
<tr>
<td>Tuberculosis</td>
<td>USA</td>
<td>State-based, reported to CDC</td>
<td>2009-2018</td>
<td>CDC Wonder</td>
<td>(11)</td>
</tr>
<tr>
<td><strong>Climate</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All 6 Sunlight/Moisture Variables</td>
<td>Philadelphia County, Pennsylvania</td>
<td>Philadelphia County, Pennsylvania</td>
<td>1981-2010</td>
<td>NOAA</td>
<td>(16)</td>
</tr>
<tr>
<td>Pollutants</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2.1.3 Assessing Infections’ Potential to Affect Bone from Literature
Across the diseases studied, Lyme had the most literature related to bone conditions in various populations. A 1980 study of a man “whose disease appears to be tick – transmitted” reported joint destruction like that seen in rheumatoid arthritis (21). A Dutch study found “subluxation of the toe joint and periostitis of the bones of the lower limb” (22), while a study in rodents found that Lyme disease “induces trabecular bone loss” (23). In children, orthopedic Lyme can present itself as swelling and pain in the large joints, like in the knees, and potential abnormalities like osteopenia and arthritis, though the latter two symptoms are not unique to pediatric Lyme (24). Lyme disease in dogs can present itself with joint swelling and lameness (25).

2.2 Clinical Data for Osteosarcoma
We obtained dog and human data broken down by biological sex due to the importance of hormonal growth patterns on bone growth. In addition, we separated pediatric human patients from adult human data due to the difference based on age for bone growth patterns that have been implicated in osteosarcoma.

2.2.1 Dog Data
We obtained data from Penn Vet on pet dogs that were diagnosed with osteosarcoma. We obtained this data from a cleaned clinical data repository specifically designed for research purposes (26). Our prior research
also found that certain dog breeds were associated with greater risk of osteosarcoma with the top five dog breeds being the Anatolian Shepherd Dog, Greyhound, Irish Wolfhound, Saint Bernard and Bullmastiff (26). In addition, there is known to be an association between osteosarcoma and being of female sex (as a biological variable). Therefore, we separated our data based on biological sex, which resulted in a set of 286 male dogs with osteosarcoma and 292 female dogs with osteosarcoma. We compared the birth month distribution in the male and female dogs with osteosarcoma against the male and female dogs in a larger cohort treated between 2000 and 2017 (26). The majority of dogs both with and without osteosarcoma were spayed/neutered.

2.2.2 Human Data
We obtained data on pediatric osteosarcoma from CHOP. There were 131 children treated at CHOP with osteosarcoma that were from the general Philadelphia area. These osteosarcoma patients were compared against other patients treated at CHOP for other pediatric tumors (i.e., non-osteosarcoma tumors). We also obtained adult human data from females (recorded as biological females at PennMedicine) treated between 2010 and 2017. We compared 402 adult females with osteosarcoma against our entire female-only adult cohort of 771,954 patients.

2.3 Statistical Analysis
2.3.1 Determining Seasonality of Infections
Despite all reported cases being sorted under a specific month, there were consistent increases in cases during December, seemingly contrary to expected counts from November and January data. This may be a result of individual states receiving and reporting an influx of cases at the end of the calendar year and reporting them all to the CDC as occurring during December (11). To normalize the effects of potential over-estimation in December, a hypothetical December value was created by taking the average of January and November cases. The hypothetical December considers that December lies between January and November and assumes the number of cases would do the same. We created overlaid scatterplots of average case counts by month with lines in one chart and an average case count by month with standard deviations for each disease to conduct an initial visual assessment of seasonality, in Figure 2. Pennsylvania Lyme only has the one scatterplot, because only data from 2017 was available.

2.3.2 Stratification by Sex
The adult human and dog data were stratified by sex to examine the connection between hormonal regulation and bone growth. In adolescents, osteosarcoma often occurs around the time of a growth spurt, when osteoblasts are rapidly forming to make new bone. Growth spurts are caused by hormonal changes in adolescents, which concurrently spur sexual maturation (27). While there are no definitive causes of osteosarcoma, genetics may play a role (28), and incidence in adolescents, particularly males, and post-menopausal women suggest that a hormonal distinction may affect osteosarcoma occurrence across sexes.

Figure 2. Curves for Nationwide and Pennsylvania Lyme Disease. Nationwide Data was Averaged from 2009-18, while Pennsylvania-specific Data was Exclusive to 2017.

2.3.3 Correlation of Osteosarcoma and Meta-Analysis of Osteosarcoma Incidence - Infections Across Multiple Populations
We then ran t-tests on all eleven disease datasets after their hypothetical December modification against the four osteosarcoma datasets. Observing the average trends of monthly disease cases, we pursued further
analysis on eight diseases, including: E. coli, legionellosis, aggregate listeriosis, Lyme, Lyme in Pennsylvania, rubella, salmonellosis, and tuberculosis. With these eight groups, we used correlation testing to make plots of the disease’s average monthly cases against each osteosarcoma dataset, and exported a matrix of the dataset size, correlation value, and p-values.

We used the metacor R package to generate forest plots with the DerSimonian-Laird function. There are plots for national data of each of the eight diseases that appeared to be seasonal, along with Lyme disease monthly trends in Pennsylvania in 2017. The forest plots included meta-analysis of all eight diseases with children, adult females, and sex-stratified dog osteosarcoma datasets.

We again used the metacor R package DerSimonian-Laird function to extract the summary values for each of the eight disease and osteosarcoma correlations and generated a Manhattan plot of the -log(p) * sign(R) to demonstrate the correlation of the disease with osteosarcoma incidence. These processes were repeated with the osteosarcoma correlations with climate and pollutant variables, respectively, and then compiled into a total plot of factors and osteosarcoma correlations in Figure 3.

2.3.4 Determining Effects of Vaccination on Seasonally Varying Infections Across Species

Except for rubella, all other seasonal diseases investigated are bacterial infections. In the US, the only common human vaccine administered for any of the diseases was MMR, the combination vaccine preventing measles, mumps, and rubella (29). Among dogs, the only common vaccine is for canine Lyme disease. While dogs cannot get legionellosis, they are susceptible to leptospirosis, another disease frequently linked to bacteria living in outdoor bodies of water, or rodents in urban areas (30). Dogs are also not capable of contracting measles, but can get canine distemper, another illness within the measles family (31). Table 4 includes detailed vaccine schedules for humans and dogs.

3. Results

3.1 Seasonality of Infectious Diseases in USA

Our method found that eight infectious diseases were seasonal while four were not seasonally varying. Some of these were found to be seasonal in the literature (Table 2), however, given the presence of vaccines for both dogs and humans, many previously seasonal diseases are no longer seasonal. Therefore, it is important to investigate the current seasonality of infectious bacterial and viral diseases and conditions. A couple of diseases that we investigated are not reported to infect dogs (Table 2). However, we included these diseases (e.g., Legionnaires) due to the presence of related infections that do affect dogs (e.g., Leptospirosis).

Table 2. Seasonality of Common Infectious Diseases

<table>
<thead>
<tr>
<th>Infectious Disease</th>
<th>Seasonal in Current Data (2009-2018)?</th>
<th>Historically Seasonal in Literature?</th>
<th>Affects Bone</th>
<th>Affects Dogs</th>
<th>Similar Canine Virus/Bacteria</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>E. coli</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Leptospirosis</td>
<td>(32–34)</td>
</tr>
<tr>
<td>Legionellosis</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td></td>
<td>(35–37)</td>
</tr>
<tr>
<td>Listeriosis</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td>(38–40)</td>
</tr>
<tr>
<td>Lyme</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td>(21,41,42)</td>
</tr>
<tr>
<td>Measles</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Canine distemper</td>
<td>(31,43,44)</td>
</tr>
<tr>
<td>Mumps</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td></td>
<td>(45,46)</td>
</tr>
<tr>
<td>Pertussis</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Bordetella bronchiseptica</td>
<td>(47,48)</td>
</tr>
<tr>
<td>Rubella</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td></td>
<td>(49,50)</td>
</tr>
<tr>
<td>Salmonellosis</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td>(51–53)</td>
</tr>
<tr>
<td>Tetanus</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td>(54–56)</td>
</tr>
<tr>
<td>Tuberculosis</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td>(57–59)</td>
</tr>
</tbody>
</table>

3.2 Seasonal Infection, Climate and Pollutant Data

Importantly, many infectious diseases could be correlated to birth month dependent diseases not because the infection is related to the birth month dependent disease, but rather because of shared climate factors that may be underlying the relationship. To help address this issue, we also investigate the effects of climate and pollutant factors on the osteosarcoma - birth month relationship, in a manner similar to prior work (3). We next gathered government data on six climate variables and five pollutants in Philadelphia county in Table 1. These additional factors are important to consider because of the established disease
seasonality. The variation in months and seasons is a result of various climate and pollutant interactions which affect breeding conditions for bacteria or virus carriers like humidity.

3.3 Meta-Analysis of Seasonal Factors and Osteosarcoma Risk Across Populations

Nineteen variables spanning seasonal disease, climate factors, and pollutants were assessed for correlation with osteosarcoma (results in Table 3 and Figure 3). We found six of the nineteen variables were significantly associated with Osteosarcoma after adjusting for multiple testing using Bonferroni correction (Table 3). These six significant associations are strong candidates for understanding the relationship between Osteosarcoma and birth seasonality. These include national Lyme disease, Pennsylvania Lyme disease, Mean Sunshine hours, high and low temperature and NO2 exposure (shaded in grey in Table 3). Pennsylvania Lyme disease had the strongest positive correlation and a breakdown of the association in each of the four datasets is shown in Figure 4. NO2 exposure was the only exposure that was anti-correlated with Osteosarcoma and was also the only pollutant that was significant.

3.4 Assessing the Effect of Vaccination on Infection - Osteosarcoma Risk Signal

Of the seasonal diseases, only human rubella and canine Lyme disease have widespread vaccine usage in the United States. An individual rubella vaccine was developed by 1969, and was soon combined into the Measles, Mumps, and Rubella (MMR) vaccine in 1971 (60). As of the 2017-2018 school year, school-aged children in Pennsylvania are required to have two doses of the MMR vaccine, barring medical or religious exemptions (61). In general, people aged 18 or older and born after 1956 needs one dose the MMR vaccine if they have not already had rubella (62). However, the bimodal age distribution of osteosarcoma suggests that an at-risk population aged 60 and older, whose age group comprises 10% of osteosarcoma cases, may not have had the MMR vaccine in any

<table>
<thead>
<tr>
<th>Table 3. Results for Correlation with Osteosarcoma Birth Seasonality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factor</td>
</tr>
<tr>
<td>Seasonal Infection</td>
</tr>
<tr>
<td>E. coli</td>
</tr>
<tr>
<td>Legionellosis</td>
</tr>
<tr>
<td>Listeriosis</td>
</tr>
<tr>
<td>Lyme</td>
</tr>
<tr>
<td>PA Lyme</td>
</tr>
<tr>
<td>Rubella</td>
</tr>
<tr>
<td>Salmonellosis</td>
</tr>
<tr>
<td>Tuberculosis</td>
</tr>
<tr>
<td>Seasonal Climate Factor</td>
</tr>
<tr>
<td>Mean Sunshine</td>
</tr>
<tr>
<td>High Temp</td>
</tr>
<tr>
<td>Low Temp</td>
</tr>
<tr>
<td>Relative Humidity</td>
</tr>
<tr>
<td>Precipitation Days</td>
</tr>
<tr>
<td>Precipitation Inches</td>
</tr>
<tr>
<td>Seasonal Pollutant Factor</td>
</tr>
<tr>
<td>SO2</td>
</tr>
<tr>
<td>CO</td>
</tr>
<tr>
<td>NO2</td>
</tr>
<tr>
<td>PM 2.5</td>
</tr>
<tr>
<td>Ozone</td>
</tr>
</tbody>
</table>

Figure 3. Overall Modified Manhattan Plot Showing All Seasonal Factors Relationship with Osteosarcoma Birth Season. The y-axis shows the log(p-value) * sign of the correlation. The positive correlations are on the top part and the negative correlations on the bottom of the figure. Red dashed line indicates the Bonferroni cutoff.
dosage. The dataset of children with osteosarcoma are far more likely to have been vaccinated using two doses against rubella for school within their lifetimes, whereas the adult females may have been born before the vaccine was available and/or enforced. However, it is also important to note that within the last decade, there were fewer than ten reported rubella cases in the United States each year.

4. Discussion

4.1 Links Between NO2, Estradiol, and Cancer
Nitrogen dioxide (NO2) was the only finding that was significantly anti-correlated with Osteosarcoma (Figure 3). Importantly, nitric oxide synthase induced by 2-methoxyestradiol has led to cytotoxicity and apoptosis followed the generation of intracellular NO2 (63). NO2 is known to be toxic, and capable of causing cell and DNA damage, triggering cell death (63). Nitro-oxidative stress encourages NO2 to impact DNA (63). While NO2 has been linked to causing cell and DNA damage, it has also been found to kill metastatic osteosarcoma cells (63). As a known toxin, NO2 has the potential to kill healthy cells, encourage their mutation into potentially cancerous cells, and even eventually kill the cancerous cells themselves (63). Estradiol is a form of estrogen, whose levels peak and plateau within a females’ reproductive years (64). A study found that 2-methoxyestradiol caused apoptosis in osteosarcoma cells (65). The increase in estradiol around puberty and decrease around menopause might indicate changes in NO2 production, and various cellular consequences, like DNA mutations. When estradiol levels are maintained throughout the reproductive years, osteosarcoma incidence also plateaued.

4.2 Links Between Lyme Disease, Bone, and Cancer
Lyme disease can have lasting effects on bone, including arthritis and reduced density. While only 50% of Lyme patients develop the characteristic rash, orthopedic symptoms may lead to a more conclusive diagnosis (24). Like osteosarcoma, Lyme disease often causes joint swelling and pain and knees are commonly affected for both conditions. Patients infected with Lyme disease (especially chronic infection) increases susceptibility to cellular changes due to a chronically weakened immune system, which leaves them vulnerable to developing illnesses (66). Importantly, our literature review found that two diseases (mumps and pertussis) did not affect bone in the literature (Table 2) and therefore, we would not expect these diseases to be involved in explaining the osteosarcoma birth seasonal relationship. Our method revealed that one of the two was not seasonal (pertussis) and therefore not included in our meta-analysis and the other (mumps) was not correlated with osteosarcoma (Figure 3, Table 3).

4.3 Our Method Optimized for Hypothesis Generation

The methods described here are useful in hypothesis generation, but not for investigating causality. Investigating relationships between osteosarcoma and various seasonal factors is a necessary step in identifying strong candidates for further analysis, including confounding variables, and interactions of multiple factors.

4.4 Limitations
Limitations of this study include that we do not know who among our population was vaccinated (either dogs or humans). We are also assuming that the national data on seasonal infections collected between 2009-2018 is constant throughout the entire time period. This is most correct for the pediatric patients, but for older women, they may have been exposed to a different seasonal infection pattern.

Figure 4. Pennsylvania Lyme and Osteosarcoma (OSA) Dataset Correlations.
Generalizability of our method to other regions beyond the contiguous 48 states in the United States of America may be limited by prevalence of infectious diseases at those locations and availability of vaccination at a given location. For example, yellow fever vaccination is more common in states such as Hawaii, but is not broadly administered in the contiguous USA states.

Table 4. Vaccine Availability

<table>
<thead>
<tr>
<th>Disease</th>
<th>Cause</th>
<th>Population / Year Vaccine Became Available</th>
<th>Schedule</th>
<th>Source</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>E. coli</td>
<td>Bacteria</td>
<td>n/a</td>
<td>n/a</td>
<td>IntechOpen</td>
<td>(68)</td>
</tr>
<tr>
<td>Legionellosis</td>
<td>Bacteria</td>
<td>n/a</td>
<td>n/a</td>
<td>CDC</td>
<td>(69)</td>
</tr>
<tr>
<td>Listeriosis</td>
<td>Bacteria</td>
<td>n/a</td>
<td>n/a</td>
<td>Frontiers in Cellular and Infection Microbiology</td>
<td>(70)</td>
</tr>
<tr>
<td>Lyme</td>
<td>Bacteria</td>
<td>Dog Only / 2009</td>
<td>First dose: 8 weeks, Booster after 1 year, Boosters every 3 years</td>
<td>Merck Animal Health</td>
<td>(71)</td>
</tr>
<tr>
<td>PA Lyme</td>
<td>Bacteria</td>
<td>Dog Only / 2009</td>
<td>First dose: 8 weeks, Booster after 1 year, Boosters every 3 years</td>
<td>Merck Animal Health</td>
<td>(71)</td>
</tr>
<tr>
<td>Rubella</td>
<td>Virus</td>
<td>Human Only / 1971 (MMR)</td>
<td>First dose: 12-15 months, Second dose: 4-6 years</td>
<td>CDC, CHOP, Human Vaccines &amp; Immunotherapeutics</td>
<td>(29) (60)</td>
</tr>
<tr>
<td>Salmonellosis</td>
<td>Bacteria</td>
<td>n/a*</td>
<td>n/a</td>
<td>CDC</td>
<td>(73)</td>
</tr>
<tr>
<td>Tuberculosis</td>
<td>Bacteria</td>
<td>n/a*</td>
<td>n/a</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Both salmonellosis and tuberculosis have vaccines in the US, although neither are commonly administered. The salmonella serotype typhi causes typhoid fever, and this is one serotype covered by a vaccine. Foodborne salmonella infection is often manageable, and not vaccinated against. BCG is a tuberculosis vaccine rarely administered in the US because of low infection counts. However, it is often given to children in other countries where tuberculosis risk is higher.

5. Conclusion

We developed an algorithm to harness publicly available data on infectious diseases to assess the seasonality of infectious diseases and to incorporate these seasonal patterns into a larger analysis framework that includes pollutant and climate factors that seasonally vary. This enables analysis of multiple factors to assess their role in birth seasonal relationships, one example being osteosarcoma. We found significant correlations with monthly national and Pennsylvania-based Lyme disease counts, Philadelphia mean sunshine hours, and a significant anti-correlation with Philadelphia NO2 air quality values. We adjusted all of our findings’ significance using Bonferroni to address multiple testing. These results warrant further investigation to elucidate the underlying biological mechanisms. In addition, our method could be applied to other birth month dependent diseases that could have a seasonal infectious disease as a potential mechanism to explain the findings.
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Abstract

In clinical system design, human-computer interaction and explainability are important topics of research. Clinical systems need to provide users with not only results but also an account of their behaviors. In this research, we propose a knowledge-based clinical decision support system (CDSS) for the diagnosis and therapy of hearing disorders, such as tinnitus, hyperacusis, and misophonia. Our prototype eTRT system offers an explainable output that we expect to increase its trustworthiness and acceptance in the clinical setting. Within this paper, we: (1) present the problem area of tinnitus and its treatment; (2) describe our data-driven approach based on machine learning, such as association-and action rule discovery; (3) present the evaluation results from the inference on the extracted rule-based knowledge and chosen test cases of patients; (4) discuss advantages of explainable output incorporated into a graphical user interface; (5) conclude with the results achieved and directions for future work.

Introduction

Background

Tinnitus commonly referred to as "ringing in the ears", is a phantom auditory disorder estimated to affect about 15% of the global population, with patients existing on a wide spectrum of symptom severity. Although there is currently no known cure for tinnitus, there do exist management techniques; in particular, tinnitus retraining therapy (TRT) has been shown to yield high success rates in clinical trials. TRT is based on the neurophysiological model of tinnitus and is administered as a combination of clinical counseling and sound therapy. The goal of TRT is the habituation of tinnitus, meaning that patients who have undergone successful treatment will still be aware of the phantom auditory signal, but will no longer be agitated by its existence. Despite its clinical success, the infrastructure surrounding tinnitus retraining therapy has a few obstacles to overcome until the treatment can be widely and efficiently adopted by medical practitioners. TRT is a highly personalized treatment that requires patients to receive care over a substantial period of time in order to be successful. Presently, physicians must be deeply experienced in TRT in order to provide effective treatment. It is relatively a niche treatment and it takes years of practice to establish the expertise necessary. Throughout treatment, an effective physician will assess patient progress and modify treatment protocol accordingly. Physicians generally make these decisions based on their knowledge of TRT heuristics along with a deeper knowledge of the neurophysiological model of tinnitus: both of which are lacking in both general-care and ear-nose-throat/audiology practitioners.

Objectives

For the reasons outlined above, a data-driven knowledge-based clinical decision support system (CDSS) for the diagnosis and treatment of tinnitus was proposed. This work implements and evaluates the proposed strategy by developing a graphical user interface (GUI) and a knowledge base (KB) with the inference component tested against patient cases. The requirements for a CDS system were determined with the following objectives:

- make secondary use of tinnitus electronic health records with the goal of discovering novel actionable patterns in TRT with regard to treatment outcomes,
- present interpretable and user-friendly real-time clinical advice in TRT delivery, and
- integrate seamlessly with an audiology clinical workflow increasing the likelihood of use.

In turn, it is expected that a system meeting the above criteria will help meet the broader clinical goals:

- wider adoption of an effective tinnitus retraining therapy,
- improved efficiency in the management of tinnitus symptoms, and
- improved effectiveness of treatment outcomes resulting in better care for tinnitus patients.
Methods

Explainable AI for interpretability Despite the promise of assisting human decision making through data-driven approaches, system users often find it challenging to explain and interpret the AI-algorithms behind the transformations of the system’s input into a recommendable output. Physicians holding medical responsibility can hardly trust the system’s results without an explanation of its underlying decision-making process. To address this issue, we propose an explainable approach for clinical system development. The CDS provides natural-language justification for its output, which is relatively simple to understand by humans. The methods follow the precision medicine and personalized medicine paradigms to help audiologists better diagnose the category of a hearing problem and treat it in an effective quantifiable manner.

Three-tier implementation for scalability The prototype implementation of the proposed explainable CDS strategy for tinnitus diagnosis and treatment follows a three-tier system architecture (see Figure 1). It is expected that the proposed Java-based platform for CDS will result in wider adoption of the generic CDS with seamless integration into EHR systems, as well as more maintainable, organized, and flexible changes in the CDS component. The so-called Model-View-Controller system design pattern was utilized to develop a CDS prototype, called eTRT (electronic Tinnitus Retraining Therapy). Data Model and back-end rule-based logic are separated from the front-end human-computer interaction module (the View), and the synchronization between the Model and the View data is handled through the Controller.

![Figure 1: Three-tier system architecture for eTRT - a prototype CDS for tinnitus diagnosis and therapy. The user interface layer (the View) was developed in a graphical toolkit for Java Swing. Data Model is a separate system component and includes a knowledge base with a rule engine implemented in the Java expert system shell (JESS). The Controller synchronizes the View and the Model.](image)

Graphical interface for usability The user interface (UI) of the system is of critical importance, being the only mode of interaction between the physician and the underlying CDS model. Before the system is applied in the healthcare environments in a usable manner, a user-friendly graphical UI has to be designed and implemented. Within the proposed solution, the CDS component integrates into clinical TRT workflow as depicted in Figure 2. The prototype GUI was developed in a cross-platform graphical toolkit for Java, called Swing, with customary component extensions for screen development. The developed UI supports clinical processes in:

- Storing and managing the data related to:
  - Tinnitus patients - demographics, medical history, audiology evaluations, and structured interviews;
  - TRT visits - diagnoses, treatment applied (sound therapy and counseling), and the outcome evaluation with standardized forms, such as Tinnitus Handicap Inventory (THI) and Tinnitus Functional Index (TFI).

- Providing evidence-based diagnostic and treatment decision support with explanations and quantifiable predictive outcomes.

The sample GUI screens of the CDS supporting an audiologist in consultation with a new tinnitus patient consultation are presented in Figure 3.
Figure 2: The design of human-computer interaction that integrates eTRT in a clinical workflow.

Figure 3: Sample GUI-based clinical TRT workflow with eTRT system: (1) new patient data entry; (2) new visit data entry; (3) treatment recommendations inferred from the current patient/visit data and eTRT knowledge base.
Rule-based knowledge representation for flexibility  Within the logic layer, a flexible and interpretable rule-based data model was incorporated which is expected to augment the clinician’s knowledge to provide better healthcare for tinnitus. The clinical decision rules are automatically exported from the output files of the data mining software (LISp-Miner) and encoded into CDSS using the Encoder component (see Figure 4). This architecture allows for an efficient update of the knowledge base once new raw data on treatment outcomes becomes available (self-adaptation). The preliminary knowledge discovery used a clinical dataset describing 555 unique patients and 3000 TRT visits, recorded by Dr. Jastreboff over several years of clinical practice at Tinnitus and Hyperacusis Center of Emory University School of Medicine. The dataset was anonymized in a clinic before sharing, therefore no IRB protocol was involved. The dataset was pre-processed, including data cleansing, data transformation, and feature extraction, described in more detail in [5]. The proposed machine learning models for decision support in the diagnosis and treatment include association rules and action rules. The extracted rules were validated with Dr. Jastreboff as a domain expert in TRT.

Diagnostic rules  TRT protocol differentiates five categories of the hearing problem: category 0 indicates tinnitus as a minimal problem; 1—tinnitus as a significant problem; 2—tinnitus as significant and hearing loss as existing; 3—tinnitus irrelevant, but hyperacusis (decreased sound tolerance) is significant; 4 is characterized by prolonged tinnitus/prolonged exacerbation of hyperacusis. The accurate categorization is critical, as it determines the further treatment protocol, and therefore the effectiveness of TRT. The diagnosis process defined by the TRT protocol was modeled with a decision rule concept, which is defined as the following:

A decision rule is a rule \( r \) in the form \( \phi \Rightarrow \delta \), where \( \phi \) is called antecedent (or assumption) and \( \delta \) is called descendant (or thesis). Each rule is characterized by support and confidence. Support(\( r \)) is defined as the number of objects matching the rule’s antecedent. Confidence(\( r \)) is the relative number of objects matching both the rule’s antecedent and descendant of the rule. Listing 1 presents a sample diagnostic rule encoded in eTRT using JESS syntax. The diagnostic pattern consists of the premises and the conclusion, a confidence metric, and a natural-language explanation.

Listing 1: A sample diagnostic rule encoded in eTRT using JESS syntax.

\[
\text{defrule C1-HLpr-Hpr-Tpr} \\
(I\text{nterview } \{ hpr > 0 \&\& hpr < 0.5 \&\& hlp r > 0 \&\& hlpr < 0.5 \&\& tpr > 6 \&\& tpr < 8 \}) \Rightarrow (\text{add (new Diagnosis 1 85\% "hyperacusis and hearing loss indicated as low, but tinnitus indicated as high")})
\]
**Treatment rules** The treatment decisions in TRT are supported with actionable knowledge encoded into eTRT. The action rule concept is a novel way in machine learning proposed by Ras and Wieczorkowska. Since its introduction in 2000, the application of action rules was proposed, among others, for business, medicine, and music indexing. Action rule is defined as the following logical term:

**Action rule** $\omega$ is a term $[(\omega \land (\alpha \rightarrow \beta)) \Rightarrow (\theta \rightarrow \psi)]$, where $\omega \land \alpha = \theta$ and $\omega \land \beta = \psi$ are classification rules, $\omega$ is a conjunction of stable attribute values, $(\alpha \rightarrow \beta)$ shows changes in flexible attribute values, and $(\theta \rightarrow \psi)$ shows the desired effect of the action. Now we give an example assuming that $\alpha$ is a stable attribute, $\beta$ is a flexible attribute, and $\gamma$ is a decision attribute. Terms $(a, a_2), (b, b_1 \rightarrow b_2), (d, d_1 \rightarrow d_2)$ are examples of atomic actions. Expression $r = [(a, a_2) \land (b, b_1 \rightarrow b_2)] \Rightarrow (d, d_1 \rightarrow d_2)$ is an example of an action rule saying that if value $a_2$ of $a$ in a given object remains unchanged and its value of $b$ will change from $b_1$ to $b_2$, then its value of $d$ is expected to transition from $d_1$ to $d_2$. Listing 2 presents a sample action rule extracted from tinnitus datasets and encoded into eTRT using JESS syntax. In this rule, the stable part is defined by gender (male) and etiology (noise), which constitutes the fixed patient’s profile. The flexible (changeable) attribute is the instrument used in sound therapy and the recommendation indicated by the rule’s conclusion is changing the instrument’s model from GH hard to GH soft to improve THI score with 80% confidence. The explanation of the rule is encoded in natural language by the Encoder component.

**Listing 2:** A sample action rule for treatment encoded in eTRT using JESS syntax.

```jess
(defrule Gm-NTI-GHH
  (Patient {gender = "M" & etiology = "NTI"})
  (Instrument {it = "GHH"})
  => (add (new Treatment "GHH -> GHS" 80 "change GHH to GHS for a male whose tinnitus was induced by noise exposure")))
```

Action rule modeling is especially promising in the field of medical data, as a doctor can examine the effect of treatment decisions on a patient’s improved state. This technique is also particularly useful for building knowledge-based decision support systems since it provides actionable advice needed by practitioners.

**Inference engine** There are hundreds of such rules extracted from the dataset in the knowledge discovery process. Each rule represents a small piece of the expert’s knowledge available from the clinical dataset through machine learning. Rules, such as these presented in Listings 1 and 2, are numerous which presents a challenge for encoding them in the eTRT knowledge base. The manual encoding would be very inefficient and error-prone. Therefore, the automatic conversion was implemented as the Encoder component, which extracts rules from the LISp-Miner output files, parses them, and translates them into JESS syntax, including explanations encoded in natural language. Once rules are encoded into KB by Encoder, the inference or deduction controls the application of the rules to the patient cases. The method for the inference applied within this research is based on an efficient pattern-matching algorithm called Rete44, which is provided by the JESS framework. The deduction algorithm matches the current patients’ data entered into the system with the machine-learned diagnostic/treatment rules in the knowledge base. If the left-hand side of the rule (antecedent) is matched with the current patient, the right-hand side (consequent) of a rule is executed. Consequent clauses decide about the diagnosis/treatment decision suggested and displayed to the physician via GUI.

**Results**

**Association patterns discovery** In the experiments on decision rule discovery LISp-Miner 4ft-Miner module was used. In the pattern formulation, the descendant of the rule (the decision attribute) was defined as the TRT category (0-4). For the antecedent part, attributes describing a patient, such as demographics etiology, pharmacology, audiometry, severity, and effect on life were chosen. The examples of the found associations between the variables describing the tinnitus patient and the TRT category are provided in Table 1. These rules are interpreted as follows:

- If hyperacusis $H_{pr}$ and hearing loss $HL_{pr}$ not indicated as problems, but tinnitus $T_{pr}$ indicated a problem - then a patient falls under Category 1 with 85% confidence.
- If audiometric values of $L_2$ (audiogram at 2kHz for the left ear) is greater or equal to 50 and $R_6$ (audiogram at 6kHz for the right ear) is less or equal to 75, then a patient falls under Category 2 with 87% confidence.
Table 1: Sample association rules between patient characteristics and the TRT category.

<table>
<thead>
<tr>
<th>Diagnostic association rule</th>
<th>Confidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>(H_{pr}(&lt;0;0.5)) \land H_{Lpr}(&lt;0;0.5)) \land T_{pr}(&lt;6;8)) \Rightarrow \text{Category}(1))</td>
<td>85%</td>
</tr>
<tr>
<td>(L_2 \geq 50 \land R_6 \leq 75 \Rightarrow \text{Category}(2))</td>
<td>87%</td>
</tr>
</tbody>
</table>

Actionable patterns discovery  In the experiments on actionable pattern discovery LISp-Miner Act4ft module was used. The actionable pattern was formulated by choosing the patient’s profile (e. i. age, gender, etiology) in the stable (fixed) part, and treatment methods as flexible (or changeable in the course of treatment). Treatment methods in TRT include sound therapy with different categories, types, and models of instrument, real-ear measurements (REM) supporting instrument fitting set to optimal numerical parameters, and counseling delivered within individual therapy. The goal of the actionable pattern (or the desired effect) is to decrease the severity of tinnitus as indicated by the total score of tinnitus handicap inventory. To indicate the change, the additional, temporal attribute was added and its values were imputed as calculated distance-based percentage change metric between visits. Table 2 presents examples of extracted action rules, which indicate changes in the settings of the instruments, or changing the length of a particular treatment that lead to patient’s improvement. These rules are interpreted as follows:

Table 2: Examples of discovered action rules for recommending treatment in TRT.

<table>
<thead>
<tr>
<th>Treatment action rule</th>
<th>Conf.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(T_{side}(yes) \land OMTI(yes) : (Ins_{visit(0)} GHH \rightarrow V) \land FU(0 \rightarrow T) \Rightarrow Ch(\text{better}))</td>
<td>82%</td>
</tr>
<tr>
<td>(\text{Ins(SG)} : (Mix_{RSL}(&lt;11;12) \rightarrow &lt;9;10)) \Rightarrow Ch(\text{better}))</td>
<td>100%</td>
</tr>
<tr>
<td>(FU(A) \land Ins_{visit(0)}(\text{GHI}) \land Freq_{LE}(&lt;3000;3150)) : (treat(&lt;5;6) \rightarrow &lt;6;8)) \Rightarrow Ch(\text{better}))</td>
<td>88%</td>
</tr>
</tbody>
</table>

- If tinnitus was induced by other medical condition \(OMTI\), and as a side effect of taking medications \(T_{side}\), then changing the sound generator model GH hard \(GHH\) to the Viennatone model \(V\) at the first visit and changing the follow-up contact to the telephone-based \(T\) improves patient with 82% confidence.
- If the current treatment involves sound generator \(SG\), then changing mixing point for the right ear \(Mix_{RSL}\) from \(<11;12\) to \(<9;10\) improves a patient’s state with 100% confidence.
- If the current treatment involves audiology \(FU(A)\) with the GHI instrument, and frequency in the left ear measured by REM - \(Freq_{LE}\) - in the range of \(<3000;3150\) then prolonging that treatment from 5-6 weeks to 6-8 weeks brings improvement with 88% confidence.

Inference evaluation  The evaluation objective is to determine whether the prototype system does what it was intended to and at an adequate level of accuracy. The system is expected to generate accurate, patient-specific, and interpretable clinical suggestions. This will encourage efficient and effective use of tinnitus retraining therapy for the management of hearing disorders. The evaluation method includes:

1. Identifying a set of representative test cases of patients from the dataset not used for building the model.
2. Running inference on the chosen test cases entered into the system (see Figures 5–7).
3. Performing quantitative and qualitative evaluation of the system based on the results from the above.

The metrics used for this evaluation of the system include:

- Accuracy - the number of correct predictions versus the total number of predictions. The predictions were compared with the actual diagnosis/treatment decisions from Dr. Jastreboff, who is considered the “gold standard” in TRT, as the founder and years-long practitioner of the method\(^2\).
- Coverage - the number of test cases matched against the knowledge base.
- Interpretability - if the recommendations were provided with human-understandable explanations.
Test cases  The goal was to identify the smallest possible representative set of test cases. A test patient for each etiology and each category of the hearing problem was selected from the test dataset (see Table 3). The chosen test cases reflect the heterogeneity of the hearing problem and patient profile.

Table 3: Patient test cases - patient profile, etiology of their hearing problem, the actually diagnosed category and the actual treatment protocol as determined by the TRT founder.

<table>
<thead>
<tr>
<th>Test case</th>
<th>Patient profile</th>
<th>Etiology</th>
<th>Diagnosis</th>
<th>Treatment protocol</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>male, age 38</td>
<td>noise exposure</td>
<td>Category 4</td>
<td>Category 4</td>
</tr>
<tr>
<td>2</td>
<td>male, age 49</td>
<td>ear surgery</td>
<td>Category 3</td>
<td>Category 3</td>
</tr>
<tr>
<td>3</td>
<td>female, age 77</td>
<td>hearing loss</td>
<td>Category 2</td>
<td>Category 2</td>
</tr>
<tr>
<td>4</td>
<td>male, age 53</td>
<td>stress-related</td>
<td>Category 1</td>
<td>Category 1</td>
</tr>
<tr>
<td>5</td>
<td>male, age 36</td>
<td>car accident</td>
<td>Category 0</td>
<td>Category 1</td>
</tr>
</tbody>
</table>

Figure 5: The diagnostic/treatment inference results for test case 1 (noise-based, middle-aged male) based on audiometry: (1) primary diagnosis of category 4 with 66.7%, and (2) treatment recommendation for changing the instrument type with the expected decrease in tinnitus severity by 41 percentage points.
Figure 6: The diagnostic inference for test case 2 based on audiometry/initial interview. The explanation for the category 3 with 100% confidence included a high score for hyperacusis as a problem.

Figure 7: The diagnostic/treatment inference results for test case 4: (1) category 1 was inferred based on the audiometry results and initial interview (annoyance over tinnitus high); (2) recommendation included the change of the sound instrument from GH soft and shorten its application time to 9-14 weeks with an expected gain of 34.4 percentage points.

Result summary  Tables 4 and 5 provide the diagnostic and treatment inference results for all test cases. The diagnosis prediction was 80% accurate and covered 100% of cases. The average confidence in the primary diagnosis inference was 83.51 %. The only incorrect prediction was for test case 5. After closer investigation, this case was annotated by the physician as a “discrepancy in information” in interview data, and “inconsistent results” is audiological evaluation, which are the reasons that misled the predictive model (as an “outlier” data point). Moreover, the actual protocol followed was the same as for the category predicted by the system. The treatment recommendations were generated for 3 out of 5 patient test cases. The other two cases were not covered, that is, no action rule was matched with the patient profile, due to a limited number of rules encoded manually in KB at the time of testing. For all the tested cases, both the diagnostic and the treatment recommendations were explained with a human-comprehensible message/reason. The explanations were provided by means of the premises of the rules in KB that were matched against the current patient’s profile/visit data. The predictions’ probabilities were quantified by means of the matched rules’ confidence metric.
Table 4: Actual versus predicted TRT category for the test patients, the confidence, and the explanation behind the prediction.

<table>
<thead>
<tr>
<th>Test case</th>
<th>Actual</th>
<th>Predicted</th>
<th>Pred. Conf.</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Cat 4</td>
<td>Cat 4</td>
<td>66.7%</td>
<td>LSD \leq 100, L4 &lt; 10, and LL3 &lt; 75</td>
</tr>
<tr>
<td>2</td>
<td>Cat 3</td>
<td>Cat 3</td>
<td>100%</td>
<td>LL3 in &lt; 85; 91, Hyper. Annoy &gt; =8, (H_{\text{Effect}} &gt; =8), and H Sev &gt; =7.5</td>
</tr>
<tr>
<td>3</td>
<td>Cat 2</td>
<td>Cat 2</td>
<td>96.2%</td>
<td>LR8 &gt; = 999, R6 &gt; = 75, and (T_{\text{sv}} &gt; = 8)</td>
</tr>
<tr>
<td>4</td>
<td>Cat 1</td>
<td>Cat 1</td>
<td>94.4%</td>
<td>LL3 in &lt; 15; 20) and Tn. annoy. &gt; = 8</td>
</tr>
<tr>
<td>5</td>
<td>Cat 0</td>
<td>Cat 1</td>
<td>60.3%</td>
<td>patient often irritable by tinnitus (E14) and tinnitus makes him anxious (E22)</td>
</tr>
</tbody>
</table>

Table 5: Recommendation generated for the test cases 1, 4, and 5. Each recommendation is supported by a predicted gain in the patient’s improvement and explanation based on the patient’s personalized profile. Due to a limited knowledge base at the time of testing, no action rules matching profiles in test cases 2 and 3 were found, but are expected once a full KB is built.

<table>
<thead>
<tr>
<th>Test case</th>
<th>Recommended Action(s)</th>
<th>Gain</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Change instrument from GHH to GHS</td>
<td>41 pp</td>
<td>a male whose tinnitus was induced by noise</td>
</tr>
<tr>
<td>4</td>
<td>Change instrument from GHS to GHI, use it for 9-14 weeks</td>
<td>34.8 pp</td>
<td>Cat1, instr. duration greater than 22 weeks</td>
</tr>
<tr>
<td>5</td>
<td>Change Freq LE from &lt; 2800; 3000) to &lt; 2670; 2800) in REM</td>
<td>8.4 pp</td>
<td>Instrument used GHS</td>
</tr>
</tbody>
</table>

Discussion

The application of novel approaches in actionable data mining helps uncover links between clinical variables, with the goal to develop optimal strategies for tinnitus management. This is expected to open new horizons for TRT, which does not have a stagnant protocol but continues to evolve based on information gathered from treatments of patients. The proposed CDS strategy was implemented and preliminarily evaluated in the eTRT prototype. The next step is the usability study with the target users and later within real patient consultation. Its future deployment in the clinical setting is expected to improve TRT delivery, tinnitus management, and clinical outcomes, such as THI total score and habituation time. The system’s output is transparent, and as such, will increase its acceptance in the clinical setting. The clinical decision-makers offered the predictive models, which cannot answer questions, such as “Why did you predict this patient to fall into this category?” or “Why did you recommend these treatment actions for this patient?” will be hesitant to use the system. The lack of transparency is a problem for the clinician who wants to understand the way the model works to help them improve their service. While AI technologies are powerful, the adoption of these algorithms in health care has been slow because doctors and regulators cannot verify their results. For fields such as health care, where mistakes can have catastrophic effects, the “black-box” aspect of AI makes it difficult for doctors and regulators to trust it. Explainable clinical systems have the opportunity to disrupt the health care sector because of their ability to diagnose and produce results efficiently. The trend of explainable AI has grown in recent years and looks set to continue.

From the design phase of the eTRT prototype, through implementation up to the evaluation, the researchers’ efforts have focused on the human-computer interaction and the AI explainability. The result is the prototype system that utilizes the explainable AI (XAI) approach by providing justification for its results and is human-understandable. Through rule-based inference, intelligent decisions are made and the automatic decision-making process is traced. The advantage of the approach is not only being similar to human reasoning but also involving a minimal set of predictor variables to infer diagnosis or treatment and therefore reducing cognitive load on the clinical user. The end result is developing a prototype that not only generates new insights but is also more credible. The final outcome of this research is expected to be the realization of “precision medicine” or “personalized medicine” in tinnitus practice, which takes into account individual variability in demographics and etiology of hearing disorder for each patient.
Conclusion

Our contribution is implementing a novel evidence-based CDS strategy for a niche medical condition. This promising tool will help physicians optimize diagnosis and treatment for tinnitus, and will be particularly useful for practitioners, not that experienced or familiar with TRT. The developed prototype CDSS supports clinical decision-making with a high degree of accuracy, covers a wide range of heterogeneous cases, and provides natural language-based interpretation within GUI. The system also provides a degree of certainty for the suggestions and alternatives for a primary diagnostic/treatment hypothesis. The limitations of this study were identified for the future work directions, which includes the following:

- Usability study involving actual users of the system (audiology clinicians) to determine usefulness and acceptance of the system in the clinical setting and testing the system in a real-time patient consultation;
- Machine learning tuning and further model calibration to optimize predictive accuracy and coverage;
- Expanding the knowledge base with more rules and including data from more TRT clinical experts and clinics;
- Developing a strategy to integrate the CDS component within electronic health records (EHR) systems of audiology clinics.

Although this work is specific to audiology, the proposed data-driven AI-based approach to developing a knowledge-based clinical decision support system is applicable to a wide range of disease, where the lack of experts blocks the delivery of effective treatment for the majority of patients.
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Abstract

We consider the problem of automatically generating a narrative biomedical evidence summary from multiple trial reports. We evaluate modern neural models for abstractive summarization of relevant article abstracts from systematic reviews previously conducted by members of the Cochrane collaboration, using the authors conclusions section of the review abstract as our target.1 We enlist medical professionals to evaluate generated summaries, and we find that summarization systems yield consistently fluent and relevant synopses, but these often contain factual inaccuracies. We propose new approaches that capitalize on domain-specific models to inform summarization, e.g., by explicitly demarcating snippets of inputs that convey key findings, and emphasizing the reports of large and high-quality trials. We find that these strategies modestly improve the factual accuracy of generated summaries. Finally, we propose a new method for automatically evaluating the factuality of generated narrative evidence syntheses using models that infer the directionality of reported findings.

1 Introduction

Biomedical systematic reviews aim to synthesize all evidence relevant to a given clinical query1,2. Such reviews typically comprise both quantitative and narrative summaries of the evidence. The former is most often a statistical meta-analysis of the results reported in the constituent trials, which in turn informs the natural language interpretation provided in the latter. In Cochrane reviews,2 brief narrative summaries communicating the main review findings are provided in structured abstracts in the Authors’ conclusions section. Below (left) is an example from a review of the evidence concerning the use of inhaled antibiotics for cystic fibrosis3. We also provide the summary generated by one of the automated models we evaluate (right), given the abstracts of the included papers.

<table>
<thead>
<tr>
<th>Authors’ conclusions</th>
<th>Automatically generated summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inhaled antibiotic treatment probably improves lung function and reduces exacerbation rate, but a pooled estimate of the level of benefit is not possible. The best evidence is for inhaled tobramycin. More evidence, from trials of longer duration, is needed to determine whether this benefit is maintained and to determine the significance of development of antibiotic-resistant organisms.</td>
<td>Inhaled antibiotics are effective in the treatment of Pseudomonas aeruginosa pulmonary infection in CF patients. However, there is a need for further randomised controlled trials to assess long-term safety and efficacy of inhaled antibiotics in patients with cystic fibrosis. Further trials are also needed to assess the effects of antibiotic treatment on morbidity and mortality.</td>
</tr>
</tbody>
</table>

Table 1: Example Author conclusions from a Cochrane systematic review abstract (left) and an automatically generated summary (right), conditioned on the set of clinical trial abstracts that informed the corresponding review.

Narrative summaries of clinical trials are invaluable for practitioners because they provide a concise, readable summary of all evidence relevant to the clinical question that motivated the corresponding review. These summaries are not verbatim distillations of the original trial reports, but can be considered as critical summaries. The review authors should consider strengths and weaknesses of the source trials, see through any ‘spin’ from the clinical trial authors, and emphasize the strongest evidence. The process of generating these summaries manually is lengthy and laborious.

1We make this dataset available at: https://github.com/bwallace/RCT-summarization-data.
2https://www.cochrane.org/
Consequently, summaries will not always be available for arbitrary clinical questions (even when relevant trial reports exist). Moreover, even where available they will often be out of date. A system that could automatically summarize clinical trials literature would be capable of summarizing all evidence, on-demand.

In this work we evaluate state-of-the-art multi-document neural abstractive summarization models that aim to produce narrative summaries from the titles and abstracts of published reports of relevant randomized controlled trials (RCTs). We train these models using the Authors' conclusions sections of Cochrane systematic review abstracts as targets, and the titles and abstracts from the corresponding reviews as inputs. We evaluate models both quantitatively and qualitatively, paying special attention to the factuality of generated summaries.

Related Work

Automatic Summarization and Question Answering for EBM This paper extends a thread of prior work on summarization for EBM. Demner-Fushman and Lin led a seminal effort on automatic question answering (QA) from the literature to aid EBM. This work on QA is adjacent to traditional summarization: In their approach they aimed to extract snippets from individual articles relevant to a given question, rather than to generate an abstractive summary of relevant abstracts, as is our aim here. Follow-up work on (extractive) QA over clinical literature has further demonstrated the promise of such systems. For recent efforts in this vein, we point the reader to the latest BioASQ challenge iteration, which included a biomedical QA task. While related, we view the task of extractive biomedical QA as distinct from the more focused aim of generating abstractive narrative summaries over relevant input abstracts to mimic narratives found in formal evidence syntheses (Table 1).

Directly relevant to this setting of biomedical systematic reviews, Molla introduced a dataset to facilitate work on summarization in EBM that comprises 456 questions and accompanying evidence-based answers sourced from the “Clinical Inquiries” section of the Journal of Family Practice. Sarkar et al. surveyed automated summarization and EBM, respectively, highlighting the need for domain-specific multi-document summarization systems to aid EBM. In contrast to our approach, these prior efforts used comparatively small corpora, and pre-dated the current wave of the neural summarization techniques that have yielded considerable progress in language generation and (abstractive) summarization.

Neural Abstractive Summarization Automatic summarization is a major subfield in NLP. Much of the prior work on summarization of biomedical literature has used extractive techniques, which directly copy from inputs to produce summaries. However, narrative evidence synthesis is an inherently abstractive task — systems must generate, rather than simply copy, text — as it entails communicating an overview of all available evidence.

Recent work on neural models has engendered rapid progress on abstractive summarization; we do not aim to survey this extensively here. Illustrative of recent progress — and most relevant to this work — is the Bidirectional and Auto-Regressive Transformers (BART) model, which recently achieved state-of-the-art performance on abstractive summarization tasks. Because it forms the basis of our approach, we elaborate on this model in Section 2.

Despite progress in summary generation, evaluating abstractive summarization models remains challenging. Automated metrics calculated with respect to reference summaries such as ROUGE provide, at best, a noisy assessment of text quality. Of particular interest in the setting of evidence syntheses is the factuality of generated summaries: Here, as in many settings, users are likely to value accuracy more than other properties of generated text. Unfortunately, neural models for abstractive summarization are prone to ‘hallucinations’ that do not accurately reflect the source document(s), and automatic metrics like ROUGE may not capture this.

This has motivated recent efforts to automatically evaluate factuality. Wang et al. proposed QAGS, which uses automated question-answering to measure the consistency between reference and generated summaries. Elsewhere, Xu et al. proposed evaluating text factuality independent of surface realization via Semantic Role Labeling (SRL). We extend this emerging line of work here by manually evaluating the factuality of summaries produced of clinical trial reports, and proposing a domain-specific method for automatically evaluating such narrative syntheses.
2 Methods

Data
We use 4,528 systematic reviews composed by members of the Cochrane collaboration (https://www.cochrane.org/). These are reviews of all trials relevant to a given clinical question. The systematic review abstracts together with the titles and abstracts of the clinical trials summarized by these reviews form our dataset. All data was downloaded via PubMed (i.e., we use only abstracts). The reviews include, on average, 10 trials each. The average abstract length of included trials is 245 words. We use the “authors’ conclusions” subsection of the systematic review abstract as our target summary (75 words on average). We split this data randomly into 3,619, 455, and 454 reviews corresponding to train, development (dev), and test sets, respectively. The dataset is available at: https://github.com/bwallace/RCT-summarization-data.

Models
We adopt Bidirectional and Auto-Regressive Transformers (BART) as our underlying model architecture11. This is a generalization of the original BERT24 Transformer25 model and pretraining regime in which self-supervision is not restricted to the objectives of (masked) token and next sentence prediction (as in BERT). Instead, BART is defined as an encoder-decoder model with an autoregressive decoder trained to ‘denoise’ arbitrarily corrupted input texts. Masking tokens — the original BERT objective — is just one type of ‘corruption’. This permits use of additional corruption schemes (pretraining objectives), a property that we exploit in this work (Section 2). BART achieves strong performance on abstractive summarization tasks11, which makes it particularly appropriate for our use here.

BART defines a sequence-to-sequence network26 in which the encoder is a bidirectional Transformer network and the decoder is autoregressive (and hence amenable to language generation tasks such as summarization). One limitation of BART (and large neural encoder models generally) is that it imposes a limit on the number of input words that can be accepted due to memory constraints; for BART this limit is 1024. We discuss this further below.

We do not modify the BART architecture, but we explore new, domain-specific pretraining strategies and methods that entail modifying inputs. For the former, we propose and evaluate additional pretraining in which the objective is to construct abstracts of RCT articles from corresponding full-texts (Section 2). For the latter, we propose and evaluate a method in which we ‘decorate’ input texts with annotations automatically produced by trained models, e.g., we explicitly demarcate (via special tokens) snippets in the input that seem describe interventions and key findings (Section 2). This is a simple (and as far as we aware, novel) means of incorporating prior information or instance meta-data in end-to-end neural summarization models.3

Initialization and pre-training strategies
We use the BART-large version of BART4 in which both the encoder and decoder are 12-layer Transformers. The ‘vanilla’ variant of BART is initialized to weights learned under a set of denoising objectives that differ in how they corrupt the input text (which is then to be reconstructed). For example, objectives include token masking (as in the original BERT), ‘text infilling’, and ‘sentence permutation’ tasks11. This pretraining is performed over a very large corpus comprising: BookCorpus30 and English Wikipedia, CC-News31, OpenWebText5 and Stories32 (over 160GB of raw text in all). We verified via string matching that none of the target summaries (published Cochrane review abstracts) appeared in this pretraining corpora. As a natural starting point for our task, we initialize BART-large weights to those learned via fine-tuning on the XSUM abstractive summarization corpus33.

With this as our starting point, we explored additional ‘in-domain’ pretraining prior to learning to summarize trials. Specifically we train BART to generate summaries from full-text articles. Specifically, we use ~60k full-texts from the PubMed Central (PMC) Open-Access set that were classified as describing RCTs in humans by a previously developed model34. Full-texts exceed the 1024 token budget imposed by BART, and so we alternate between selecting sentences from the start and end of the article text until we reach this limit.
Modifying Inputs

Another important design choice concerns the inputs that we provide to the encoder component of BART. In the most straightforward use, we simply pass along subsets of the raw titles and abstracts. We demarcate titles, abstracts, and the start of new documents with special tokens (‘<T>‘, ‘<ABS>‘, ‘<S>‘). Typically, only some of the abstracts associated with a given review will fit within the aforementioned token limit. We prioritize including titles, and then sentences from the beginnings and ends of abstracts. We select the latter in a ‘round-robin’ (random) order from inputs, alternating between the starts and ends of abstracts, until the token budget is exhausted.

Decoration Prior work has investigated methods for automatically extracting key trial attributes from reports of RCTs, including descriptions of the study Populations, Interventions/Comparators, and Outcomes (the ‘PICO’ elements)\(^5\) and identifying ‘punchline’ snippets that communicate the main study findings\(^6\). These key aspects of trials ought to figure prominently in summaries of the evidence. But in a standard end-to-end summarization approach, the model would have to implicitly learn to focus on these attributes, which seems inefficient.

We propose a simple ‘decoration’ strategy in which we explicitly demarcate snippets of text tagged by pretrained models as describing the aforementioned attributes. Decoration entails enclosing snippets (automatically) identified as describing the respective attributes within special tokens that denote these. We provide an example (showing only two articles) in Figure 1. This preprocessing step is a simple mechanism to directly communicate to the encoder which bits of the text seem to provide information for the aspects of interest. To identify PICO elements, we use RobotReviewer\(^7\),\(^8\). To identify punchline sentences, we fine-tuned a BioMed-RoBERTa model\(^9\) on the Evidence Inference (2.0) dataset\(^6\), which includes annotations of evidence-bearing (‘punchline’) sentences in RCT articles.

Sorting Rather than treating all inputs equally, we might prefer to prioritize inclusion of evidence from large, high-quality studies. To operationalize this intuition, we consider a variant in which we greedily include tokens from abstracts ordered by sample size ($N$) scaled by an estimate of overall risk of bias (RoB) (a proxy for study quality). We infer both of these quantities automatically using RobotReviewer\(^7\).\(^8\). Here RoB is the predicted probability of a study being at overall low risk of bias, based on the abstract text.

Design

We analyze the performance of five model variants that use elements of the above strategies (see Table 2). All are fine-tuned on the training set of Cochrane reviews. For ‘XSUM’ we initialize BART to weights estimated on the XSUM abstractive summarization task\(^1\). For ‘Pretrain (PMC)’ we continue pretraining over the PMC set as described above; all other models start from this checkpoint. ‘Decorate’ marks up the inputs as described above before passing them to the encoder (at train and test time). ‘Sort by N-RoB’ greedily picks 1024 tokens by selecting for inclusion words from abstracts with the lowest (inferred) risk of bias, scaled by (extracted) sample size ($N$).

\(^{3}\)Though the general idea of demarcating parts of inputs with special tokens for Transformers has been used for other tasks\(^\text{27,28}\).

\(^{4}\)Provided via the huggingface Transformers library\(^\text{29}\).


Figure 1: Input articles (here we show two for illustration) ‘decorated’ using special tokens to demarcate automatically extracted salient attributes: ‘<pl>‘ for ‘punchlines’ sentences (those that seem to state the main finding), and snippets of text describing study populations ‘<pop>‘, interventions ‘<inter>‘, and outcomes ‘<out>‘, respectively.
Name Initialization (Additional) Pretraining System inputs ROUGE-L (dev) ROUGE-L (test)

XSUM XSUM None Titles and abstracts 0.264 0.265
Pretrain (PMC) XSUM PMC RCTs Titles and abstracts 0.263 0.269
Decorate XSUM PMC RCTs Decorated 0.268 0.266
Sort by N-RoB XSUM PMC RCTs Sorted by N-RoB 0.267 0.267
Decorate and sort XSUM PMC RCTs Decorated and sorted 0.265 0.265

Table 2: Model variants and ROUGE-L measures over the dev and test sets. (Results for ROUGE-1 and ROUGE-2 are qualitatively similar.) ‘PMC RCTs’ is shorthand for our proposed strategy of (continued) pretraining to generate abstracts from full-texts for all RCT reports in PMC. All model variants aside from ‘XSUM’ start from the Pretrain (PMC) checkpoint.

Hyperparameters During fine-tuning we used learning rate of $3 \times 10^{-5}$. During decoding we used beam size of 4, a minimum target length of 65, we enabled early stopping, and we prevent three consecutive n-grams from repeating. This largely follows the original BART paper\textsuperscript{11}; we did not systematically tune these hyperparameters.

Main outcome measurements
We measure summarization system performance using both automated and manual approaches. For the former we use Recall-Oriented Understudy for Gisting Evaluation (ROUGE)\textsuperscript{18}, which relies on word overlaps between generated and reference summaries. For the latter we enlisted medical doctors to annotate generated summaries with respect to relevance, plausibility (including fluency), and factuality (i.e., agreement with reference target summaries). For this we built a custom interface; task instructions (with screenshots) are available here: http://shorturl.at/csJFS.

As we later confirm empirically, ROUGE scores do not necessarily capture the factual accuracy of generated summaries, which is critical when generating evidence syntheses. Manual evaluation of summaries can capture this, but is expensive, hindering rapid development of new models. We propose a new approach to automatically evaluating generated narrative evidence syntheses with respect to the factuality of the findings they present. Specifically, we infer the reported directionality of the main finding in the generated and reference summaries, respectively, and evaluate the resultant level of (dis)agreement.

To derive this automated metric we use the Evidence Inference dataset\textsuperscript{36}, which comprises full-text RCT reports in which evidence-bearing snippets have been annotated, along with whether these report that the finding is a significant decrease, significant increase, or no significant difference with respect to specific interventions, comparators, and outcomes. We simplify this by collapsing the first two categories, yielding a binary classification problem with categories significant difference and no significant difference. Following DeYoung et al.\textsuperscript{40}, we train a ‘pipeline’ model in which one component is trained to identify ‘punchline’ sentences within summaries, and a second is trained to infer the directionality of these findings. Both models are composed of a linear layer on top of BioMed-RoBERTa\textsuperscript{39}.

Using these models we can infer whether reference and generated summaries appear to agree. Specifically, we use the Jensen-Shannon Divergence (JSD) — a measure of similarity between probability distributions — between the predicted probabilities for sig. difference and no sig. difference from our inference model for the generated and reference summary texts, respectively. A low divergence should then suggest that the findings presented in these summaries is in agreement. We will call this measure findings-JSD.

3 Results

Automated Evaluation
We report ROUGE-L scores with respect to the target (manually composed) Cochrane summaries, for both the development and test sets in Table 2. The methods perform about comparably with respect to this automatic metric. But ROUGE measures are based on (exact) n-gram overlap, and are insufficient for measuring the factuality of generated texts\textsuperscript{21,42}. Indeed, we find that the summaries generated by all variants considered enjoy strong fluency, but the key question for this application is whether generated summaries are factually correct. Below we confirm via manual evaluation that despite achieving comparable ROUGE scores, these systems vary significantly with respect to the factuality of the summaries that they produce.
<table>
<thead>
<tr>
<th>System variant</th>
<th>Relevance &gt;2</th>
<th>Fluency &gt;3</th>
<th>Factuality &gt;3</th>
</tr>
</thead>
<tbody>
<tr>
<td>XSUM</td>
<td>96</td>
<td>90</td>
<td>40</td>
</tr>
<tr>
<td>Pretrain (PMC)</td>
<td>98</td>
<td>97</td>
<td>34</td>
</tr>
<tr>
<td>Decorate</td>
<td>98</td>
<td>96</td>
<td>54</td>
</tr>
<tr>
<td>Sort by N · RoB</td>
<td>96</td>
<td>93</td>
<td>46</td>
</tr>
<tr>
<td>Decorate and sort</td>
<td>93</td>
<td>88</td>
<td>47</td>
</tr>
</tbody>
</table>

Table 3: Counts of generated summaries out of 100 assessed by MD 1 as exhibiting high relevance (3/3); good to very good fluency (>3/5); and moderate to strong factual agreement with reference summaries (>3/5).

**Manual Evaluation**

Manual annotation was performed for 100 reference Cochrane reviews and the 5 systems described above. Annotators were shown summaries generated by these systems in turn, in random order. Randomization was performed independently for each review (i.e., for each reference summary). Annotators did not know which system produced which summaries during assessment. We asked four questions across two pages about generated summaries.

The first page displayed only the generated summary, and asked annotators to appraise its relevance to the topic (the title of the corresponding systematic review) on a 3-point ordinal scale ranging from mostly off-topic to strongly on-topic. The second question on the first page concerned ‘semantic plausibility’, intended to measure whether the generated text is understandable, coherent, and free from self-contradictory statements. This assessment was on a five-point (Likert) scale.

Following these initial evaluations, annotators were asked two additional questions to assess the factuality of generated summaries with respect to the reference. The first concerned the direction of the reported finding in the reference summary (e.g., did the authors conclude the intervention being investigated beneficial compared with the control?). The second question then asked the annotator to assess the degree to which the generated summary agreed with the reference summary in terms of these key conclusions. Both of these judgments were collected on Likert-scales.

One author (IJM; a medical doctor with extensive experience in evidence-based medicine) performed the above evaluation on a ‘pilot’ set of 10 reference reviews, yielding 50 system judgements in all. He did not know which systems produced which outputs. This pilot set was used to assess agreement with additional prospective annotators, who we recruited via the Upwork platform.

We hired three candidate annotators (all with medical training) to assess the system summaries for pilot set of reviews appraised by IJM. Only one of these candidates provided reliable annotations, as determined by agreement with the reference set of assessments. Scores provided by the successful annotator (who we will refer to as ‘MD 1’) achieved 0.535 linearly weighted $\kappa$ with reference annotations concerning ‘factuality’, the hardest task, indicating reasonable agreement. IJM also subsequently evaluated all cases in this set where the label he had provided disagreed with MD 1’s assessment (still blinded to which systems produced the corresponding summaries). These were determined reasonable disagreements, given that the task is somewhat subjective as currently framed.

In total we collected assessments across the five system variants considered with respect to 100 unique corresponding Cochrane reference summaries from MD 1; for this we paid about $1,500 USD. As a second (post-hoc) quality check, IJM evaluated an additional randomly selected subset comprising 10 reference reviews. Agreement concerning relevance (80% exact agreement) and fluency (68% accuracy) remained high, as in the pilot round. However, in contrast to the pilot set, agreement concerning factuality on this subset was ostensibly poor (linearly weighted $\kappa$=0.04); on average IJM scored systems higher in factuality by 1.62 points. As above, IJM therefore evaluated all instances for which disagreement was $\geq 2$ (again keeping blinding intact). This process again revealed predominantly reasonable subjective differences on this small set in assessing the level of agreement between the findings communicated in the generated and reference summaries, respectively. MD 1 consistently rated lower factuality scores than IJM — assigning lower numbers across the board — but relative rankings seem to broadly agree (Figure 2).

---

6http://www.upwork.com
7We assessed this both quantitatively and qualitatively. Rejected candidates provided uniformly high scores for all generated summaries, even in cases where, upon inspection, these were blatantly in disagreement with the reference summary.
Figure 2: Factuality assessments performed by an individual with medical training for five systems over 100 unique reference summaries from the dev set (a), and by co-author and MD IJM over a small subset of twenty of these (b). All strategies except ‘XSUM’ start from the model checkpoint after PMC pretraining. We first evaluate the ‘decoration’ and sorting strategies (Section 2) independently, and then in combination; system names are consistent with Table 2.

This disagreement suggests that in future work we should work to improve the annotation task framing and guidance. The most common disagreement occurred in cases where the reference summary described a lack of reliable evidence on a topic, but hinted cautiously that there was some small, or low quality evidence in favor of an intervention. If an automated summary only described a lack of reliable evidence on the topic, it was ambiguous whether the overall poor state of evidence should be scored (in this instance, showing perfect agreement), or by how much the automated summary should be penalized for missing the tentative conclusion of possible benefit.

Nonetheless, in light of strong agreement on other rated aspects and our manual assessments of all substantial disagreements, we feel reasonably confident that MD 1 provided meaningful scores, despite the low quantitative measure of agreement on the second randomly selected set. And regardless, the broad trends across systems agree when the annotations from the two annotators are analyzed independently (Figure 2).

All systems received consistently high relevance scores from MD 1 (mean scores for system summaries produced by different systems over the 100 reviews range from 2.73 to 2.79, out of 3), and ‘semantic plausibility’ scores (range: 4.47 to 4.64 across systems, out of 5). Table 3 reports the counts of ‘good quality’ summaries with respect to the aforementioned aspects, as judged by MD 1. We can see that systems struggle to produce factual summaries.

Figure 2 (a) reports the mean factuality scores provided by MD 1 for the respective model variants. The proposed ‘decorating’ strategy yields a statistically significant improvement over the baseline PMC pretraining strategy (2.92 vs 3.46; $p \approx 0.001$ under a paired $t$-test). Note that this is the appropriate comparison because the ‘+ Decorate’ model starts from the PMC pretrained checkpoint. Sorting inputs such that the encoder prioritizes including abstracts that describe large, high-quality studies (given the 1024 token budget imposed by BART) also increases factuality, albeit less so (2.92 vs 3.33; $p \approx 0.01$). Figure 2 (b) presents the factuality scores provided by IJM over a small subset of the data (20 unique reviews in all). The pattern is consistent with what we observed in MD 1’s scores in that ‘decoration’ yields increased factuality (mean score of 3.35 vs 3.70).8

Automatically Assessing the Factuality of Evidence Synopses

ROUGE scores do not vary much across model variants, but this probably mostly reflects the fluency of summaries — which was also manually assessed to be uniformly good across systems. ROUGE (which is based on word overlap statistics) does not, however, seem to capture factuality, which is naturally of central importance for evidence synthesis. We tested this formally using annotations from MD 1: We regressed factuality judgements (ranging 1-5) on ROUGE-L scores (including an intercept term), over all annotated summaries. The trend is as we might expect: larger ROUGE-L scores are associated with better factuality ratings, but the correlation is not significant ($p \approx 0.18$).

We are therefore reliant on manual factuality assessments as we work to improve models. Performing such evaluations

---

8 Though given the small sample of 20 reviews that IJM annotated neither difference is statistical significant when considering only these labels.
is expensive and time-consuming: Collecting annotations over 100 instances for this work cost nearly $2,000 USD (including payments to collect ‘pilot’ round annotations) and investing considerable time in documentation and training. Relying on manual assessments will therefore substantially slow progress on summarization models for evidence synthesis, motivating a need for automated factuality evaluation such as the findings-JSD measure proposed above.

Repeating the regression we performed for ROUGE-L, we can measure whether findings-JSD correlates with manual factuality assessments. We define a regression in which we predict factuality scores on the basis of the JSD scores. We find a statistically significant correlation between these with an estimated coefficient of -1.30 (95% CI: -1.79 to -0.81; \(p < 0.01\)), implying that the larger the disagreement concerning whether the summaries report a significant effect or not (measured using JSD), the lower the factuality score, as we might expect.

This result is promising. But despite the significant correlation this automated metric has with manual assessments, it is not strong enough to pick up on the differences between strategies. In particular, repeating the \(t\)-test on findings-JSD scores for the pretaining and decorating strategies yields a \(p\)-value of 0.40, i.e., the measure fails to meaningfully distinguish the latter from the former with respect to factuality. We conjecture that this is because while the measure significantly correlates with human assessments, it does so only modestly (\(R^2 = 0.05\)). We therefore conclude that this strategy constitutes a promising avenue for automatically assessing the factuality of generated summaries, but additional work is needed to define a measure that enjoys a stronger correlation with manual assessments.

## 4 Discussion

Above we proposed variants of modern neural summarization models in which we: Perform additional in-domain pretraining (over the RCTs in PMC); ‘decorate’ inputs with automatically extracted information (e.g., population descriptions and evidence-bearing sentences); and sort inputs to prioritize passing along large and high-quality trials (given the limit on the length of the model input imposed by the transformer model we use).

We evaluated these models across key aspects, including relevance, ‘semantic plausibility’, and factuality. All systems we considered yielded highly fluent and relevant summaries. But manual analysis of generated and corresponding reference summaries revealed that the factuality of these systems remains an issue. The proposed decoration and sorting strategies both yielded modest but statistically significant improvements in assessed factuality.

Annotators exhibited disagreement when evaluating factuality. We believe this in part reflects the inherent difficulty of the task, but in future work we hope to improve the annotation protocol to reduce subjectivity and improve agreement. For example, being more explicit in the levels of disagreement that should map onto specific numerical scores and providing more detailed instructions regarding this may improve inter-rater agreement, as might explicitly differentiating between the factuality of strength of evidence and the reported directionality of the finding.

ROUGE scores — commonly used to automatically evaluate summarization systems — did not significantly correlate with factuality assessments here. We proposed a method for automatically evaluating the factuality of narrative evidence syntheses, findings-JSD, using models to infer the reported directionality of findings in generated and reference summaries. This measure significantly (though weakly) correlates with manual assessments of factuality. We view this as a promising direction to pursue going forward to facilitate automatic evaluation of evidence synopses, which in turn would support continued development of automated summarization systems for evidence synthesis.

## 5 Conclusions

We have demonstrated that modern neural abstractive summarization systems can generate relevant and fluent narrative summaries of RCT evidence, but struggle to produce summaries that accurately reflect the underlying evidence, i.e., that are factual. We proposed new approaches that modestly improve the factuality of system outputs, and described a metric that attempts (with some success) to automatically measure factuality, suggesting directions for future work. The multi-document summarization dataset is available: [https://github.com/bwallace/RCT-summarization-data](https://github.com/bwallace/RCT-summarization-data).
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Abstract

Newborn screening (NBS) can be life-changing for the families of infants who test positive for a rare condition. While resources exist to support these families, there can be delays in sharing these resources due to communication lag between the laboratory, result interpreting clinician, family of the newborn, and additional care providers. This delay can also be exacerbated when additional health history is required from the mother and infant. ResultsMyWay is a proof-of-concept application that uses Clinical Quality Language (CQL) to automate the search for this additional health history. It also translates the NBS results into Fast Healthcare Interoperability Resources (FHIR), increasing both the ease of exchange and the future utility of these data points. After the families are given the NBS results, ResultsMyWay then acts as a hub for several types of informational resources about the recently diagnosed condition.

Introduction

Newborn screening (NBS) is a public health program that screens infants shortly after birth for diseases and disorders that can severely harm the infant if early detection and care management are not provided. Of the approximately four million infants born per year in the United States, about 12,900 of them are diagnosed with a disorder via the NBS process.¹

In the event of a positive rare condition result, the guardians of the infant are contacted to inform them of the result and to provide the assurance that qualified professionals will be in contact to help establish an appropriate care plan for the child.² Difficulties in the delivery of information to the care providers and the guardians can lead to problems such as loss to follow-up³, distress⁴, confusion and strong emotional reactions². Parental knowledge of the condition varies⁵ and the knowledge gap is another pain point that must be addressed. The internet provides an opportunity for parental education about NBS screening with health department web pages⁶, and there are resources such as Baby’s First Test⁷ that aim to collate information. But a Google search of ‘nbs cystic fibrosis test result’ brings back 142,000 pages which is obviously overwhelming.

Although NBS is a routine clinical service, there are still improvements that can be made in the typical NBS workflow. For example, there is the need, in many cases, to manually collect additional health information about the mother and the infant for cases where the interpretation of the results could change depending on the presence or absence of these additional factors. This collection is a burden to the interpreting clinician who now must wait for what can be a slow health information exchange process, to the guardian who now knows that something isn’t right but must continue to wait until verified results are returned, and for the care provider of the mother who must search through that mother’s health records as well as the infant’s health history (which may include several previous clinical care providers who need to be contacted). When the results are finalized, they are typically compiled into a static portable document format (PDF) report. Representing clinical data within a PDF locks the data out of the health system and renders it only human-readable. Storing the data as computable data points however, would increase the likelihood of the data being used to enhance the care of the patient in future encounters⁷.

Background

FHIR

Fast Healthcare Interoperability Resources (FHIR) is a rapidly-growing Health Level Seven International (HL7) standard that represents specific data artifacts found in typical clinical scenarios (Patient, Condition, Encounter, Observation, etc.) as standardized “resources”. These resources are linked together via identifiers to provide a standardized and robust representation of clinical events⁸. The resources themselves can be thought of as both the
content model (how the thing is represented) and the artifact (the thing that is exchanged). They are exchanged via representational state transfer and can be tailored to specific needs using a strict system of published profiles and extensions. There are currently 145 FHIR resources, each at one of seven different levels of maturity ranging from 0 (draft), 1-5 (multiple aspects of “completion” considered), to N (normative). Resources and profiles are developed, balloted, and published by ~40 HL7 working groups. These working groups are chaired by and made up of top health professionals from a variety of medical backgrounds worldwide.

**CQL**

Clinical Quality Language (CQL) is an HL7 specification for defining standardized and shareable clinical logic. CQL authoring typically involves the creation of several distinct expressions. These expressions can query clinical artifacts and employ a wide variety of operators and filters before returning a result. A collection of CQL expressions is called a Library. CQL was designed for use within both the clinical decision support and clinical quality measurement domains. It has been predominantly developed and used by stakeholders in the HL7 Da Vinci Project, whose goal is to help payers and providers to positively impact clinical, quality, cost, and care management outcomes. They have piloted solutions that combine CQL with the HL7 CDS Hooks specification and HL7 FHIR Questionnaire resource in reducing burden within the specific contexts of Coverage Requirements Discovery, Documentation Templates and Rules, and Prior-Authorization Support. These implementations use CQL to search the patient record and determine if that individual has the required pre-existing conditions to qualify for coverage of some type. NBS has a similar need in that results can occasionally be interpreted differently if certain pre-existing conditions apply to the infant or mother. ResultsMyWay pioneers the use of CQL in aiding clinical laboratory test interpretation.

**Methods**

While ResultsMyWay is a proof-of-concept application and not yet implemented live in the Utah NBS process, it was designed with interoperability and future implementation in mind. Therefore, several real-world scenarios were considered in the architecture design.

**Account Creation**

The first step was to ensure that a user can be uniquely matched to an infant in all foreseeable cases (e.g., adoptive parents or other forms of non-maternal guardianship). It is anticipated that a ResultsMyWay activation code will be given to the guardian at the time of specimen collection. This will allow that guardian to match to the infant (who will have that code added as an identifier to their Patient resource) and create an account to steward the NBS process for that infant. Additional data collected during account activation include name, relationship to the newborn, email address, phone number, an option for designating a call or text when results are ready to be viewed in the application, and the option to add a secondary user on behalf of the infant. These data are used to create a FHIR RelatedPerson resource which ResultsMyWay uses to manage users.

**Automated Retrieval of Factors that Impact NBS Interpretation**

The Utah NBS data model includes three LOINC panels that can be drawn upon in the interpretation of certain NBS results: Feeding type (67704-7), Infant factors that affect newborn screening interpretation (57713-0), and Maternal factors that affect newborn screening interpretation (67707-0). The health factors covered by these panels range include procedures (blood transfusion, thoracic surgery involving thymectomy, etc.), conditions (liver disease, biliary atresia, septicemia, etc.), and medications (parenteral steroids, systemic antibiotics, dopamine, etc.). As part of this application, the answer lists for each of these panels were converted to CQL expressions. These expressions rely on custom FHIR ValueSets that contain synonym codes from several terminology systems (e.g., LOINC, SnomedCT, ICD-10, RxNorm) for each Condition, Observation, Procedure, or MedicationRequest resource which ResultsMyWay uses to manage users.

The first CQL expression in Figure 1 shows a simple retrieval of all MedicationRequest resources with an RxNorm code contained in the custom ValueSet called “Dopamine Set”. This expression will return the ID of any existing Dopamine medication orders (stored as FHIR MedicationRequest resources) within the infant’s health record. Single direct reference codes can also be declared and used as shown by the second expression in Figure 1 which retrieves all Condition resources for the infant and filters for any whose “severity” is acute. These expressions can also return structured objects as shown in the third expression in Figure 1 where the “performed” date of the Procedure resource (representing a blood transfusion) is returned along with the ID of the resource. CQL Libraries can be stored, exchanged, and used via the FHIR Library resource. A FHIR Library resource contains a base-64 encoded string representing the CQL Library, references to terminology requirements, and various other fields. The CQL Library can then be executed within the data server by sending a request including the $evaluate operation and several context parameters. The server then returns the results of the CQL Library evaluation as shown in Figure 2. In
following the example of the implementation guides published by the Da Vinci project, ResultsMyWay uses FHIR Questionnaire resources as companions to the Library resources. These questionnaires display the CQL retrieval results and capture additional needed data that were not found in the patient’s medical record. These Questionnaire resources are constrained by profiles that have been created by the HL7 Structured Data Capture workgroup to facilitate their use alongside CQL Libraries with each question having an optional extension field containing the name of the matching CQL expression. The application then extracts the CQL response to auto-fill that corresponding question for the user.

```plaintext
codesystem "SNOMED": 'http://snomed.info/sct'
valueset "Dopamine Set": 'http://test-url.com/fhir/ValueSet/dopamine'
valueset "Blood Transfusion Set": 'http://test-url.com/fhir/ValueSet/blood-transfusion'

code "Acute Condition Code": '24484000' from "SNOMED" display 'Severe'

define "Dopamine":
    [MedicationRequest: "Dopamine Set"] M
    return M.id

define "Acute illness":
    [Condition] C
    where exists(
        C.severity.coding Coding
        where FHIRHelpers.ToCode(Coding) ~ "Acute Condition Code"
    )
    return C.id

define "The date of last blood product transfusion":
    [Procedure: "Blood Transfusion Set"] P
    return {
        "ID": P.id,
        "Date": P.performed
    }
```

**Figure 1.** Selections from a CQL Library used by ResultsMyWay.
Figure 2. A visual representation of how a CQL Library can be stored and executed on a FHIR server.

NBS Results Message Mapping

In the Utah NBS system, results are formatted in the fields of an HL7 Version 2.4 ORU-R01 message before being rendered as PDF files. One aim of this work was to provide the Utah NBS Program with mappings from HL7 v2.4 to FHIR v4.0.0. This effort to map from HL7 Version 2.4 to FHIR has a dedicated HL7 working group whose findings informed the mappings used for ResultsMyWay. A selection from the final mappings used for ResultsMyWay is shown in Table 1.

Table 1. A selection from the final mappings used for ResultsMyWay.

<table>
<thead>
<tr>
<th>V2 Field</th>
<th>V2 Field Description</th>
<th>Utah NBS Result Segment</th>
<th>FHIR Resource.Field</th>
</tr>
</thead>
<tbody>
<tr>
<td>ORC-3</td>
<td>Filler Order Number</td>
<td>F1590009202099</td>
<td>DiagnosticReport.identifier</td>
</tr>
<tr>
<td>ORC-5</td>
<td>Order Status</td>
<td>CM</td>
<td>ServiceRequest.status</td>
</tr>
<tr>
<td>ORC-12</td>
<td>Ordering Provider</td>
<td>LW3166^DUFFY^TIMOTHY</td>
<td>Practitioner.name</td>
</tr>
<tr>
<td></td>
<td></td>
<td>^^^^^^HC^^^^^</td>
<td></td>
</tr>
<tr>
<td>OBR-4</td>
<td>Universal Service Identifier</td>
<td>54090-6^TSH Panel^LN</td>
<td>DiagnosticReport.code</td>
</tr>
<tr>
<td>OBR-14</td>
<td>Specimen Received Date/Time</td>
<td>202006040028</td>
<td>Specimen.receivedTime</td>
</tr>
<tr>
<td>OBR-15</td>
<td>Specimen Source</td>
<td>DBS&amp;Dried blood spot card [79566-6]^&amp;</td>
<td>Specimen.type</td>
</tr>
<tr>
<td>OBR-22</td>
<td>Results Rpt/Status Chng - Date/Time</td>
<td>202006041722</td>
<td>Specimen.processing[x].time DateTime</td>
</tr>
<tr>
<td>OBR-25</td>
<td>Result Status</td>
<td>F</td>
<td>DiagnosticReport.conclusion</td>
</tr>
<tr>
<td>OBR-27</td>
<td>Quantity/Timing</td>
<td>^^^^^^U</td>
<td>DiagnosticReport.conclusion</td>
</tr>
<tr>
<td>OBR-32</td>
<td>Principal Result Interpreter</td>
<td>39&amp;Wallis&amp; Heidi</td>
<td>DiagnosticReport.resultsInterpreter</td>
</tr>
<tr>
<td>NTE-2</td>
<td>Source of Comment</td>
<td>L</td>
<td>DiagnosticReport.extension</td>
</tr>
<tr>
<td>NTE-3</td>
<td>Comment</td>
<td>This is a TSH Panel Rpt comment.</td>
<td>DiagnosticReport.extension</td>
</tr>
<tr>
<td>NTE-4</td>
<td>Comment Type</td>
<td>RE</td>
<td>DiagnosticReport.extension</td>
</tr>
<tr>
<td>OBX-2</td>
<td>Value Type</td>
<td>NM</td>
<td>(determines valueCoding OR valueQuantity)</td>
</tr>
<tr>
<td>OBX-3</td>
<td>Observation Identifier</td>
<td>29575-8^TSH^LN</td>
<td>Observation.code</td>
</tr>
<tr>
<td>OBX-5</td>
<td>Observation Value</td>
<td>62</td>
<td>Observation.valueCoding OR valueQuantity.value</td>
</tr>
<tr>
<td>OBX-6</td>
<td>Units</td>
<td>ulU/mL</td>
<td>Observation.valueQuantity.units</td>
</tr>
<tr>
<td>OBX-7</td>
<td>Reference Range</td>
<td>0-40</td>
<td>Observation.referenceRange</td>
</tr>
<tr>
<td>OBX-8</td>
<td>Interpretation Codes</td>
<td>H</td>
<td>Observation.interpretation</td>
</tr>
<tr>
<td>OBX-11</td>
<td>Observation Result Status</td>
<td>F</td>
<td>Observation.note</td>
</tr>
<tr>
<td>OBX-14</td>
<td>Date/Time of the Observation</td>
<td>20200601</td>
<td>Observation.effective</td>
</tr>
</tbody>
</table>
Information Resource Content Management

One of the primary goals of ResultsMyWay is to act as a hub for educational, community outreach, and clinical trial resources that relate to an infant’s condition. These resources are constantly changing and it is expected that a content manager within each implementing system would be assigned to monitor current content associated with each condition as well as approving new user-suggested resources via a submission system in the application. To ease this management, a simple schema was designed to represent each condition and its associated resources. A sample from this schema is shown in Figure 3.

```
"condition":"pku",
"library":{
  "basic":{},
  "nutrition":{},
  "research":{},
  "media": [  
    {  
      "title":"Utah Newborn Screening",
      "type":"Feed",
      "image":"ut-nbs.png",
      "preview":"true",
      "url":"https://newbornscreening.health.utah.gov/news/"
    },
    {},{},{},{}
  ],
  "community":{
    {  
      "title":"National PKU Alliance",
      "image":"npkua.png",
      "facebook":"https://www.facebook.com/NationalPKUAlliance",
      "instagram":"https://www.instagram.com/national_pku_alliance/",
      "twitter":"https://twitter.com/NPKUA_Info",
      "website":"https://www.npkua.org/"
    },{},{}
  }
},{}
```

Figure 3. The resource content for the Phenylketonuria (PKU) condition.

Results

A demo of ResultsMyWay has been created to demonstrate the utility of the implementation (http://hematite.genetics.utah.edu/ResultsMyWay/).

Results Page

ResultsMyWay is meant to be used both before and after an infant’s results are returned. Users are able to create accounts as soon as the original specimen is taken and the official process begins. Results can take days to finalize and, in the interim, ResultsMyWay provides useful general information about NBS for users and acts as a valuable data collection tool for providers. Consider the following use case: An expecting 37-year-old mother at 33 weeks
gestation with known hypothyroidism is being observed in the hospital with sudden onset nausea, vomiting, and severe headache. She is shortly diagnosed with HELLP syndrome and started on fluid resuscitation, 1 unit of packed red blood cell transfusion, and intravenous steroids. She is stabilized and prepared for immediate delivery. She gives birth to a male infant who is found to have low birth weight, significant hypoxia, and lethargic at delivery. He responds to supplemental oxygen and is transferred to the neonatal intensive care unit (NICU) where a blood test is collected. Lab results showed low thyroxine in the newborn as well as anemia. The newborn is blood typed and started on a blood transfusion while in the NICU. A sample is also collected for NBS. While this can be considered an atypical birth experience, it highlights the value of the automated retrieval of factors that could influence the interpretation of the NBS results for this infant and is shown in Figure 4.

**Figure 4.** The initial view of the results page—showing the CQL results for the use case given above.

These questionnaire forms can be added to for clinical data that perhaps weren’t yet recorded or that were missed by the CQL library. It is anticipated that a FHIR QuestionnaireResponse resource, which contains all of these responses and is generated when the user completes the form and clicks "Submit," would be sent to the appropriate result-interpreting clinician or lab technician to assist them in the interpretation of the infant’s NBS results.

Once the results are finalized and ready to be communicated back to the patient, ResultsMyWay contains three options for viewing and exploring those results. The first is the “Summary” view which gives the results for each panel while visualizing relevant data ranges and providing links to explanatory resources for panels, terms, codes, and comment sources and types. This represents a significant amount of metadata that can now provide added understanding and perspective for concerned guardians. This first view is shown in Figure 5. The second view is a “PDF” view which displays the classic PDF report which is stored as a base64 string in each FHIR DiagnosticReport resource. This allows for a lossless transition from the current process to this updated process. This is intended to improve the change management for care providers who may have a wide spectrum of attitudes toward new clinical innovations. The third view allows the relevant FHIR resources to be reviewed and has been initially included in the application for the benefit of clinicians who may want to review the actual raw data artifacts as they appear in the health system.
Figure 5. The summary view of the ResultsMyWay results page—showing the results of one NBS panel.

Information Resource Pages

After the results have been communicated and the users are given access to four pages which contain several different kinds of resources specific to that infant and condition.

The first is a knowledge library. This is a collection of websites, factsheets, feeds, videos, etc. that have been separated into four categories: Basic Knowledge (resources designed for all levels of background education and experience), Nutrition (resources specifically involving potential food and lifestyle adjustments), Research (a custom PubMed RSS feed), and Media (spotlights or other news media attention for the condition or others dealing with that condition). Users may suggest additional resources to be added. This knowledge library is shown in Figure 6.

Figure 6. The knowledge library page of ResultsMyWay--showing media results for the PKU condition.

The second page uses FHIR to assemble profiles for each of the significant members of that infant’s care team. With a picture (when available) and phone number, this page provides a convenient reference to the user who may be managing communication between several clinicians.

The third page provides a list of various social media or other community groups that have been organized to support those living with that certain condition and is shown in Figure 7. The fourth page shows a custom ClinicalTrials.gov RSS feed that users can scroll through if they are interested in treatment options of that kind. This would likely increase participation in these trials and be a valuable resource to the research community.
Figure 7. The community page of ResultsMyWay—showing links to the social media pages of NPKU.

Discussion

In this demonstration, we have used CQL to automate the retrieval of health factors which could influence the interpretation of NBS results. Automation would reduce the time and effort involved in the necessary health information exchange and could lead to earlier diagnoses of potential diseases and disorders. This could be critical for cases where early care management significantly decreases the likelihood of adverse effects. While CQL is an innovative and burden-reducing technology, manual input of clinical data points by users can be a dangerous option.21 The health literacy of the user and the reliability of data entered would be unknown and could have harmful effects. Another option would be to restrict changing or adding answers to the ResultsMyWay pre-results form to clinicians only. This would increase the burden on the clinician who retrieves the NBS blood sample because they would need to take time to review the medical history of the patient in addition to educating the guardian about the app itself.

While FHIR is an interoperable and effective way to represent NBS results, this application also requires a significant amount of FHIR data server transactions. This could become an expensive burden to the implementing health system in situations where these transactions are meant to be employed with more thrift. However, these considerations were out of scope for this proof-of-concept application. Another critical consideration is the security of protected health information. While the SMART specification22 can ensure the secure launching of the app and the security of the data for authorized users, the user onboarding process will likely need additional measures to verify identity and relation to the newborn.

Conclusion

NBS is a routine clinical process that can result in complete lifestyle readjustment for the families of infants who test positive for a rare condition. ResultsMyWay has been designed to empower the guardians of these infants by providing informational resources and to assist the clinicians involved by streamlining the interpretation and exchange of NBS results.
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Abstract

Lack of standardized representation of natural language processing (NLP) components in phenotyping algorithms hinders portability of the phenotyping algorithms and their execution in a high-throughput and reproducible manner. The objective of the study is to develop and evaluate a standard-driven approach - CQL4NLP - that integrates a collection of NLP extensions represented in the HL7 Fast Healthcare Interoperability Resources (FHIR) standard into the clinical quality language (CQL). A minimal NLP data model with 11 NLP-specific data elements was created, including six FHIR NLP extensions. All 11 data elements were identified from their usage in real-world phenotyping algorithms. An NLP ruleset generation mechanism was integrated into the NLP2FHIR pipeline and the NLP rulesets enabled comparable performance for a case study with the identification of obesity comorbidities. The NLP ruleset generation mechanism created a reproducible process for defining the NLP components of a phenotyping algorithm and its execution.

Introduction

Unstructured data in electronic health records (EHRs) has been increasingly recognized as an important source for enabling accurate phenotyping¹. Natural language processing (NLP) tools have been widely used for the purpose of phenotype identification and extraction from clinical narratives. For examples, Gundlapalli, et al.² developed algorithms to improve efficiency of psychosocial phenotyping using NLP with a large corpus of clinical text. Y, et al.³ used NLP to reveal the occurrence patterns of medical concepts in EHR narrative notes and developed algorithms to identify patients with rheumatoid arthritis and coronary artery disease cases. Zhang et al.⁴ developed a PhE_CAP system that leverages both structured and unstructured EHR data for high-throughput phenotyping. Liu et al.⁵ compared four NLP systems for extracting generic phenotypic concepts, and demonstrated that ensembles of NLP can improve both generic phenotypic concept recognition and patient specific phenotypic concept identification over individual systems. However, lack of standardized representation of the NLP components in phenotyping algorithms hinders the portability of the phenotyping algorithms and their execution in a high-throughput and reproducible manner.

In recent years, there has been increasing calls to enable standardization and portability of NLP algorithms and approaches for clinical phenotyping. Rasmussen, et al⁶ proposed a generalizable framework for phenotype algorithms portability and discussed the common data model (CDM)-based approach and their interaction with NLP-related tasks. Sharma et al.⁷ developed a portable NLP-based phenotyping system that leverages the OMOP CDM and demonstrated that the system of standardization enables a consistent application of numerous rule-based and machine learning based classification techniques downstream across disparate datasets. Savova, et al.⁸ developed a DeepPhe NLP system for extracting cancer phenotypes from clinical records and created a cancer phenotype information model⁹ that leverages HL7 Fast Healthcare Interoperability Resources (FHIR) standard. Hong, et al.¹⁰ developed a FHIR-based EHR phenotyping framework with an implementation of a FHIR-based clinical data normalization pipeline known as NLP2FHIR¹¹, and demonstrated that the developed approach could improve the data aspect of phenotyping portability across EHR systems and enhance interpretability of the machine learning-based phenotyping algorithms.

Clinical quality language (CQL)¹² is a HL7 standard to allow expressing logic that is both human readable and machine processable. It is part of the effort to harmonize standards used for electronic clinical quality measures (eCQMs) and clinical decision support (CDS). As of 2019, CQL has been adopted by CMS¹³ to represent expression logic in the eCQMs to simplify the representation and reusability of the logic used in national quality measure programs. One of the key features is that CQL makes logic expressions independent of any specific data models.
Such data models include but are not limited to the Quality Data Model (QDM) and FHIR. As the creation of HER-driven phenotype algorithms shares many common requirements with the definition of clinical quality measures/clinical decision support rules, there are emerging interests in the clinical research informatics communities to explore use of CQL as a tool for the standard representation and execution of phenotype algorithms (i.e., structured selection criteria designed to produce research-quality phenotypes).\textsuperscript{14}

The objective of this study is to develop and evaluate a standard-driven approach known as CQL4NLP that integrates a collection of NLP extensions represented in the HL7 FHIR standard into CQL to support next generation EHR-driven phenotyping.

**Materials and Methods**

**Materials**

**NLP2FHIR Pipeline.** NLP2FHIR\textsuperscript{11} is a scalable FHIR-based clinical data normalization pipeline for standardizing and integrating unstructured and structured EHR data. The underlying clinical NLP engines are based on cTAKES\textsuperscript{15}, MedXN\textsuperscript{16}, and MedTime\textsuperscript{17}. NLP2FHIR currently supports extracting clinical data objects that can be rendered into the FHIR resources of Condition, Procedure, MedicationStatement (including Medications), and FamilyMemberHistory. In this study, we will explore the integration of the FHIR extensions into the NLP2FHIR pipeline.

**Obesity Discharge Summary Datasets.** We will leverage the following two obesity discharge summary datasets for evaluation design as we used in a previous study\textsuperscript{10}. The first one is the i2b2 Obesity Challenge dataset which contains a total of 1237 annotated discharge summaries. The second one is the obesity discharge summaries extracted from MIMIC-III dataset, which contains 2000 randomly selected discharge summaries. For each discharge summary, the status of patients’ obesity and fifteen comorbidities are annotated using a simple classification scheme: present (Y), or absent (N). The fifteen obesity comorbidities are: asthma, atherosclerotic cardiovascular disease (CAD), congestive heart failure (CHF), depression, diabetes mellitus (DM), gallstones/cholecystectomy, gastroesophageal reflux disease (GERD), gout, hypercholesterolemia, hypertension (HTN), hypertriglyceridemia, obstructive sleep apnea (OSA), osteoarthritis (OA), peripheral vascular disease (PVD), and venous insufficiency. In this study, we have selected a subset of the comorbidities for evaluation design.

**PheKB Phenotype Algorithms.** The Phenotype KnowledgeBase\textsuperscript{18} (PheKB, \url{http://phekb.org}) is an online environment supporting the workflow of building, sharing, and validating electronic phenotype algorithms. Most of the phenotype algorithms in PheKB are publicly accessible and can be searched by data modalities or methods used such as ICD and CPT codes, Laboratories, Medications, Vital Signs, and NLP. In this study, we retrieved all publicly accessible PheKB phenotype algorithms as of March 9, 2020 that were annotated as “Natural language processing” (n=42). This list was accessed via the PheKB filtering URL: \url{https://phekb.org/phenotype/methods/modalities/natural-language-processing}. For each phenotype, we downloaded all publicly accessible files linked on the PheKB page, as well as any referenced publications.

**Methods**

**Creation of FHIR NLP Extensions.** We first analyzed the NLP-specific data elements collected from different sources, including 1) OMOP NOTE\_NLP table\textsuperscript{19} that encodes all output of NLP on clinical notes; 2) cTAKES\textsuperscript{15} and ConTEXT\textsuperscript{20} output data models; 3) NLP2FHIR FHIR NLP extensions\textsuperscript{11}; 4) PhEMA QDM NLP extensions, and 5) FHIR document resource Composition\textsuperscript{21}. Table 1 shows an initial input of the NLP-specific data elements from different sources. And then we consolidated the identified data elements and created a minimal NLP data model with our project team consensus. This NLP data model includes a collection of FHIR NLP extensions with the FHIR Composition resource to enable the phenotyping algorithm authoring.

Table 1. An initial input of the NLP-specific data elements from different sources.
Generation of NLP Rule sets for Targeted NLP Phenotyping Tasks. CQL definitions make wide use of valuesets (collections of codes from medical terminologies) to represent medical concepts. We implemented a mechanism that can transform the valuesets defined in a CQL-based phenotyping algorithm into a collection of editable NLP rule sets based on both UMLS Concept Unique Identifiers (CUIs) and display names. Specifically, value set OIDs as supplied in the source CQL are retrieved as a FHIR ValueSet resource from the NLM’s Value Set Authority Center (VSAC). The individual codes (whether they be ICD9, ICD10, SNOMED, LOINC, etc.) are then cross-referenced using the UMLS and any synonym or children codes as defined by the UMLS are also retrieved. The display names of these individual synonym and children codes as then defined by the UMLS are then used to construct the NLP rule set. We then integrated the NLP rule sets into the NLP2FHIR clinical data normalization pipeline to support targeted NLP tasks for phenotyping. The generated NLP rule sets can be reviewed by investigators for adding or removing entries if applicable and then are finalized and exported to a format compatible with the customized dictionary in the NLP engine (ie, cTAKES) used in the NLP2FHIR pipeline. By replacing the default dictionary with the customized dictionary, the NLP2FHIR pipeline can be configured to perform targeted NLP tasks for information retrieval. For example, with an NLP rule set for the diabetes mellitus generated and a corresponding customized dictionary configured, the NLP2FHIR pipeline will produce diabetes mellitus-specific NLP outputs to support NLP phenotyping tasks as defined in the CQL phenotype algorithm. Figure 1 shows an overview of the CQL4NLP pipeline’s workflow.

Figure 1. CQL4NLP Pipeline Workflow.
**Evaluation Design.** We evaluated the utility of the NLP extensions using the phenotype algorithms published in PheKB, and the performance of the NLP rulesets using an obesity phenotyping algorithm and two obesity datasets.

1) **Utility of the NLP extensions.** From our collection of phenotypes from PheKB, we reviewed each of the downloaded files for guidance from the phenotype author regarding the implementation of NLP. Because the phenotype definitions were predominantly represented as a narrative description of the logic, technically anyone implementing each phenotype could choose to use NLP at their institution, and could do that in any capacity. Therefore, we focused our review on the phenotype author explicitly noting where and how NLP should be used. For each phenotype definition, we identified guidance from the author that stipulated the use of various categories of NLP logic as described in Table 2.

![Table 2. Guideline for the review of the PheKB phenotype algorithms with a NLP component](image)

<table>
<thead>
<tr>
<th>NLP System</th>
<th>String; Does the phenotype prescribe the use of a specific NLP system?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unstructured Term List</td>
<td>Boolean; Does the phenotype’s NLP component use a list of terms not tied to a medical vocabulary?</td>
</tr>
<tr>
<td>Structured Term List</td>
<td>Boolean; Does the phenotype’s NLP component use a list of coded concepts from a medical vocabulary?</td>
</tr>
<tr>
<td>Document Type</td>
<td>String; Document type(s) that the NLP is intended to be run against. If no list is provided, no specific guidance from the author is provided. Multiple note types may be used in different parts of the phenotype, and so the list reflects all document types mentioned throughout the phenotype.</td>
</tr>
<tr>
<td>Document Section</td>
<td>String; Document section(s) that the NLP is intended to be run against within a document. Sections may be used in different parts of the phenotype, and may be associated with some specific document types. This is not explicitly captured, and so the list reflects all document sections mentioned throughout the phenotype.</td>
</tr>
<tr>
<td>Document Author</td>
<td>String; Restrictions on the person, department, etc. who authored the document. There may be some overlap conceptually between this and document type in some situations, but this was noted separately.</td>
</tr>
<tr>
<td>Coordination of terms</td>
<td>String; Is there any specific coordination of terms that needs to be performed. Examples so far include terms being within the same sentence, a concept plus a specific body location term, or medication name and dose.</td>
</tr>
<tr>
<td>Negation</td>
<td>Boolean; Does NLP explicitly account for negated terms?</td>
</tr>
<tr>
<td>Hypothetical/Certainty</td>
<td>Boolean; Does NLP look at the certainty or hypothetical nature of terms?</td>
</tr>
<tr>
<td>Historical</td>
<td>Boolean; Does NLP consider historical context of an identified term?</td>
</tr>
<tr>
<td>Experiencer</td>
<td>String; Does NLP consider who experienced a specific event/condition? This relates to the patient or family members.</td>
</tr>
<tr>
<td>Use of NLP not explicitly described</td>
<td>Boolean; Noted if the algorithm never describes any explicit use of NLP. In these instances, I think we just exclude it, but I’m including them in the review for completeness.</td>
</tr>
</tbody>
</table>

2) **Performance of NLP rulesets.** When discussing standardization approaches, it is important to evaluate the ability for the standardization model to adequately represent the underlying data as well as the impact of the inherent granularity loss that accompanies any standardization effort. The purpose of the evaluation is therefore to demonstrate that the performance of the generated rulesets for targeted NLP tasks is comparable with that of the generic NLP2FHIR pipeline. We note that NLP2FHIR’s NLP-based information extraction is done based on a UMLS dictionary definition. For the purposes of evaluating any loss in granularity resulting from standardization, we can thus compare the performance of the random forest model using the original full-form input as well as a version with input constructed from a standardized CQL definition.

To that end, we have adapted our results from a previous study done on the i2b2 obesity and comorbidity phenotyping challenge. This previous study resulted in a best-performing random forest model for the identification of obesity’s comorbidities utilizing NLP artifacts as input features. Specifically, we reused an obesity phenotype algorithm with a number of NLP components that define the positive mentions of 7 of these comorbidities in unstructured discharge summary: Asthma, Atherosclerotic cardiovascular disease, Congestive heart disease...
failure, Depression, Diabetes mellitus, Hypercholesterolemia, and Hypertension. To construct a standardized CQL definition that would appropriately capture the data needs of our random forest model, we examined the trained best-performing random forest models from our previous study and identified the top 10 most-contributing features for each comorbidity. We then mapped these features into corresponding NLM Value Set Authority Center (VSAC) OIDs to embed into a corresponding CQL definition. This CQL definition was then run through CQL4NLP, and the resulting dictionary was plugged back in to NLP2FHIR to generate a new feature set that could then be used as model input. The model was then re-trained and the resulting performance compared to ensure that the performance using NLP inputs generated from the standardized definitions is comparable to that of the model using the unstandardized input definitions.

Results

A Minimal NLP Data Model: Table 3 shows the data elements of a minimal NLP data model. In total, there are 11 data elements defined in the minimal NLP data model, in which three of the data elements can be represented with the FHIR Composition elements, and two of them with the FHIR Valueset, and six of them with the FHIR extensions. All 11 data elements were identified based on their application in real-world eMERGE phenotyping algorithms (n=42) (see the Material section). Figure 2 shows a portion of a CQL definition example illustrating the use of the minimal NLP data model.

Table 3. The data elements of a minimal NLP data model

<table>
<thead>
<tr>
<th>Data Element</th>
<th>Type</th>
<th>Implementation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Document Type</td>
<td>Composition</td>
<td>Composition.type</td>
<td>type of document classification of section</td>
</tr>
<tr>
<td>Document Section</td>
<td>Composition</td>
<td>Composition.section.code</td>
<td></td>
</tr>
<tr>
<td>Document Author/Recorder</td>
<td>Composition</td>
<td>Composition.author</td>
<td>Who and/or what authored document</td>
</tr>
<tr>
<td>Unstructured Term List</td>
<td>Valueset</td>
<td>Valueset</td>
<td>unstructured terms</td>
</tr>
<tr>
<td>Structured Term List</td>
<td>Valueset</td>
<td>Valueset</td>
<td>structured terms from a vocabulary</td>
</tr>
<tr>
<td>NLP System</td>
<td>FHIR Extension</td>
<td>nlp_system</td>
<td>Name and version of the NLP system that extracted the term. Useful for data provenance</td>
</tr>
<tr>
<td>Conditional Modifier/Coordination</td>
<td>FHIR Extension</td>
<td>conditional_modifier</td>
<td>Used to indicate that a procedure or assertion occurs under certain conditions</td>
</tr>
<tr>
<td>Negation/Negated Modifier</td>
<td>FHIR Extension</td>
<td>negation_modifier</td>
<td>Used to indicate that a procedure or assertion did not occur or does not exist</td>
</tr>
<tr>
<td>Certainty/Certainty Modifier</td>
<td>FHIR Extension</td>
<td>certainty_modifier</td>
<td>An introduction of a measure of doubt into a statement</td>
</tr>
<tr>
<td>Temporality/historical</td>
<td>FHIR Extension</td>
<td>temporality_modifier</td>
<td>The time modifier associated with the extracted term who experienced a specific event/condition. This relates to the patient or family members.</td>
</tr>
<tr>
<td>Experiencer</td>
<td>FHIR Extension</td>
<td>experiencer</td>
<td></td>
</tr>
</tbody>
</table>

Utility of the NLP extensions. As shown in Figure 3, all 11 data elements were identified in the real-world eMERGE phenotyping algorithms. Out of 42 algorithms, 90.5% of algorithms had unstructured term list definition; 59.5% of
algorithms had document type definition; 35.7% of algorithms had document section definition; and 35.7% of algorithms had negation definition.

Figure 3. Percentage of algorithms with the NLP components

Performance of NLP rulesets. A total of 34 valuesets were identified from VSAC using the random forest model features (see Table 4). The NLP ruleset generation mechanism was integrated into the NLP2FHIR pipeline and the NLP rulesets generated from the 34 valuesets enabled similar performance for the identification of 7 obesity comorbidities from unstructured discharge summaries as that of generic NLP2FHIR pipeline used in the original study (baseline) (see Table 5). The results indicated that standardized valuesets, if well-constructed, can be used in the CQL to define NLP components for effectively supporting targeted NLP tasks for computable phenotyping with minimal loss in granularity.

Table 4. A list of valuesets (n=34) identified from VSAC using the random forest model features.

valueset "Anticoagulants": '2.16.840.1.113762.1.4.1206.19'
valueset "Respiratory Problems": '2.16.840.1.113883.3.666.5.1588'
valueset "Inflammatory and Autoimmune Disorders": '2.16.840.1.113883.3.3157.1834'
valueset "Depression Medications": '2.16.840.1.113762.1.4.1182.101'
valueset "Beta Agonists": '2.16.840.1.113762.1.4.1204.16'
valueset "Asthma Therapy": '2.16.840.1.113883.3.464.1003.196.12.1212'
valueset "Wheezing": '2.16.840.1.113762.1.4.1182.55'
valueset "Allergy and Intolerance Treatment": '2.16.840.1.113762.1.4.1186.7'
valueset "Asthma": '2.16.840.1.113883.3.526.3.362'
valueset "Inhaled Corticosteroids": '2.16.840.1.113762.1.4.1182.58'
valueset "Antithrombotic Therapy": '2.16.840.1.113883.3.117.1.7.1.201'
valueset "Vascular Surgery": '2.16.840.1.113883.3.666.5.713'
valueset "Heart Disease": '2.16.840.1.113762.1.4.1182.308'
valueset "Lipid-Lowering Agent": '2.16.840.1.113883.3.117.1.7.1.217'
valueset "Cardiac Surgery excl CABG": '2.16.840.1.113883.3.666.5.701'
valueset "CABG": '2.16.840.1.113883.3.666.5.694'
valueset "Chest Pain": '2.16.840.1.113762.1.4.1146.750'
valueset "Venous Thromboembolism": '2.16.840.1.113883.3.117.1.7.1.279'
valueset "Clinical Drugs": '2.16.840.1.113762.1.4.1010.4'
valueset "CHD and CHD Risk Equivalent": '2.16.840.1.113883.3.600.863'
valueset "Respiratory Disease": '2.16.840.1.113883.3.666.5.2162'
valueset "Chronic Kidney Diseases": '2.16.840.1.113762.1.4.1182.276'
valueset "Congenital Heart Disease": '2.16.840.1.113762.1.4.1146.1092'
valueset "Depressive Disorder": '2.16.840.1.113883.3.600.145'
valueset "Dyspnea": '2.16.840.1.113762.1.4.1182.47'
valueset "Psychiatric Disorder": '2.16.840.1.113883.3.117.1.7.1.299'
valueset "Sleep Disorder": '2.16.840.1.113883.3.1240.2017.3.2.2007'
<table>
<thead>
<tr>
<th>Study</th>
<th>Comorbidity</th>
<th>Pmicro</th>
<th>Pmacro</th>
<th>Rmicro</th>
<th>Rmacro</th>
<th>F1micro</th>
<th>F1macro</th>
</tr>
</thead>
<tbody>
<tr>
<td>CQL4NLP (NLP Rulesets)</td>
<td>Asthma</td>
<td>0.9782</td>
<td>0.4709</td>
<td>0.9782</td>
<td>0.4867</td>
<td>0.9782</td>
<td>0.4785</td>
</tr>
<tr>
<td></td>
<td>CAD</td>
<td>0.8753</td>
<td>0.6884</td>
<td>0.8753</td>
<td>0.4777</td>
<td>0.8753</td>
<td>0.488</td>
</tr>
<tr>
<td></td>
<td>CHF</td>
<td>0.9113</td>
<td>0.6051</td>
<td>0.9113</td>
<td>0.6217</td>
<td>0.9113</td>
<td>0.6131</td>
</tr>
<tr>
<td></td>
<td>Depression</td>
<td>0.9565</td>
<td>0.9148</td>
<td>0.9565</td>
<td>0.9051</td>
<td>0.9565</td>
<td>0.9099</td>
</tr>
<tr>
<td></td>
<td>Diabetes</td>
<td>0.9026</td>
<td>0.4472</td>
<td>0.9026</td>
<td>0.4582</td>
<td>0.9026</td>
<td>0.4526</td>
</tr>
<tr>
<td></td>
<td>Hypercholesterolemia</td>
<td>0.8964</td>
<td>0.4511</td>
<td>0.8964</td>
<td>0.4538</td>
<td>0.8964</td>
<td>0.4516</td>
</tr>
<tr>
<td></td>
<td>Hypertension</td>
<td>0.9321</td>
<td>0.61</td>
<td>0.9321</td>
<td>0.6119</td>
<td>0.9321</td>
<td>0.6109</td>
</tr>
<tr>
<td></td>
<td>Averages</td>
<td>0.9218</td>
<td>0.5982</td>
<td>0.9218</td>
<td>0.5736</td>
<td>0.9218</td>
<td>0.5721</td>
</tr>
<tr>
<td>Original (Baseline)</td>
<td>Asthma</td>
<td>0.9484</td>
<td>0.4656</td>
<td>0.9484</td>
<td>0.4315</td>
<td>0.9484</td>
<td>0.4462</td>
</tr>
<tr>
<td></td>
<td>CAD</td>
<td>0.8793</td>
<td>0.4405</td>
<td>0.8793</td>
<td>0.4604</td>
<td>0.8793</td>
<td>0.4501</td>
</tr>
<tr>
<td></td>
<td>CHF</td>
<td>0.9073</td>
<td>0.6025</td>
<td>0.9073</td>
<td>0.6185</td>
<td>0.9073</td>
<td>0.6102</td>
</tr>
<tr>
<td></td>
<td>Depression</td>
<td>0.9625</td>
<td>0.9341</td>
<td>0.9625</td>
<td>0.9086</td>
<td>0.9625</td>
<td>0.9208</td>
</tr>
<tr>
<td></td>
<td>Diabetes</td>
<td>0.9085</td>
<td>0.4518</td>
<td>0.9085</td>
<td>0.4604</td>
<td>0.9085</td>
<td>0.456</td>
</tr>
<tr>
<td></td>
<td>Hypercholesterolemia</td>
<td>0.9104</td>
<td>0.4564</td>
<td>0.9104</td>
<td>0.4617</td>
<td>0.9104</td>
<td>0.4587</td>
</tr>
<tr>
<td></td>
<td>Hypertension</td>
<td>0.9222</td>
<td>0.6073</td>
<td>0.9222</td>
<td>0.5944</td>
<td>0.9222</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>Averages</td>
<td>0.9198</td>
<td>0.5655</td>
<td>0.9198</td>
<td>0.5622</td>
<td>0.9198</td>
<td>0.5631</td>
</tr>
</tbody>
</table>

**Discussion**

_CQL4NLP and Implications on Standardized Distributions of Phenotyping Algorithms._ The distribution of information contained within clinical narratives as opposed to structured data sources varies from institution to institution. This has important implications on traditional CQL queries that are designed to operate solely on structured data, as the information that can be retrieved solely from structured data may not align perfectly with that of other institutions. It follows that the viability of the CQL query to adequately perform phenotyping may come into question if, for instance, a crucial component of the query is simply not present in structured data. CQL4NLP may be able to mitigate this issue. From our case study on the obesity and comorbidity phenotyping task, we have seen that we can generate fairly comprehensive NLP dictionaries with a high degree of fidelity, which allows for a standardized representation of NLP rulesets and autonomous dictionary generation from VSAC value set OIDs. As such, the value set definitions contained within the CQL query can be translated into an equivalent, fairly comprehensive, NLP ruleset due to its nature of cross-referencing with the UMLS, thus allowing for successful execution and utilization of all relevant information of the query, regardless of whether said information is in a structured or unstructured data source.

This support for converting CQL queries into equivalent NLP rulesets thus allows CQL to become a better standard for expressing phenotyping algorithms, as a limitation amongst many phenotyping algorithms, for example...
cataracts\textsuperscript{22}, inflammatory bowel disease\textsuperscript{23}, and rheumatoid arthritis\textsuperscript{24}, necessitated inclusion of NLP-derived criteria. On the other hand, under this scheme, such custom definitions for NLP components may no longer be as necessary.

\textit{CQL4NLP, NLP2FHIR Integration, and Computable Phenotypes}. It is important to note, however, that it is not sufficient to simply generate NLP rulesets from CQL in order to render inclusion of NLP feasible for computable phenotyping purposes. Fundamentally, CQL is a query that is run on information presented in the format of some underlying data model (e.g. FHIR, QDM), rather than a definition on how to extract said information itself, as would be the case with an NLP ruleset. There therefore exists an additional step for computable phenotyping purposes, where the NLP ruleset must be run upon some data source and said information presented in a data model that is accepted by a CQL execution engine. For our purposes, and due to its wide adoption, we chose FHIR as the target data model.

\textit{Incorporating NLP-Derived Artifacts into CQL Queries}. Of course, it is important to note that NLP-derived artifacts are not directly congruent with structured data, as they possess metadata elements that may be highly clinically relevant, such as negation and hypotheticals, that would not be present in artifacts derived from structured data. The capability to handle this metadata as part of the query is thus critical. Fortunately, when utilizing a FHIR model, CQL already provides a limited capability to handle queries against arbitrary metadata fields, using a system termed FHIRPath where fields within FHIR resources are traversed and can be referenced using a dot-delimited, path-like structure. We can thus query these metadata elements, which if utilizing NLP2FHIR would be stored in FHIR extension metadata fields, and could then simply incorporate these elements into any CQL query by attending to several Boolean clauses.

Nevertheless, this requirement does somewhat contradict our desired target of having CQL queries be operable on both structured and NLP-derived data without need for any modification, although said modifications are relatively minor. There are two possible approaches to address this, via pre-filtering of the metadata to sensible defaults, or by direct modification of the CQL execution engine to incorporate those defaults into a query. In this study, we opted for the former due to ease of implementation, although the latter may offer a more robust solution.

With respect to the defaults used, we note that a resource being present in structured data is naturally semantically equivalent to being a positive, present, non-hypothetical, and with the patient as the subject. It stands to reason that this would also be the criteria we would filter NLP artifacts by default, and as such in our pre-filtering approach we only retained NLP artifacts that matched these criteria. While a reasonable default, this is somewhat limiting — prefiltering does mean that we would not be able to utilize other metadata values than the default, even if so desired, as the requisite information is filtered out even prior to query computation. This is particularly pertinent in the case of family history mentions, which are commonly exclusively captured in unstructured data and may serve great clinical relevance. The more elegant solution then would be a direct modification of the CQL execution engine to assume these defaults if not otherwise specified as part of the query — this is feasible so long as the NLP-based metadata is stored along some consistent path, as would be the case with the adoption of FHIR NLP extensions. We have left such an implementation as part of future work.

\textit{Future Work}. A key concern of any NLP system is the question of robustness and reproducibility across a variety of different platforms. To an extent, we have addressed the question of reproducibility by pairing NLP dictionary generation against the UMLS metathesaurus and VSAC managed value sets, ensuring a consistent, versioned, and curated definition for the reconstructed NLP rulesets.

The primary issue with this approach, however, is the issue of robustness. Fundamentally, it has been found that to achieve optimal performance with rule-based NLP systems, some customization of rulesets is necessary. Such is likely to be the case here, and while we have included limited provisions for such customizations on the part of the user as part of the post-dictionary generation step for any users, such customizations are not re-encoded into a standardized, distributable format. These customizations may be useful as, writ large, they may be crowd-sourced to further enhance dictionaries.\textsuperscript{25, 26} We have left examination of how to distribute such customizations as part of a standard format, possibly through extensions to FHIR ValueSets, as future work.

\textit{Conclusion}

We demonstrated that it is feasible to use the FHIR NLP extensions together with the FHIR Composition resource for standardized representation of NLP components in phenotyping algorithms. The NLP ruleset generation mechanism created a reproducible process for defining standardized NLP components of a phenotyping algorithm.
and its execution against common data models. The source code of the CQL4NLP ruleset generation application is publicly available at: https://github.com/BD2KOnFHIR/CQL4NLP.
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Abstract
Clinical documentation serves as the legal record of patient care and used to guide clinical decision making. Inadequately designed data entry user-interfaces may result in unintended consequences that negatively impact patient safety and outcomes because inaccurate information is used to guide clinical decision making. This study utilized an electronic simulated documentation interface (i.e., artificial electronic health record) combined with eye-tracking hardware to analyze documentation correctness, documentation efficiency, and cognitive workload of anesthesia providers (N = 20) generating documentation using different computer-assisted data entry types (dropdown box, radio button, check-box, and free text with autocomplete suggestions). Our study methodology incorporating eye-tracking with electronic health record user interfaces to assess documentation correctness, efficiency, and cognitive workload can be translated to other health care provider types.

Introduction
Inadequate data entry user-interface design impairs documentation correctness, efficiency, and cognitive workload associated with using electronic health records (EHR)1–2. Poor user-interface design may also result in unintended consequences that impair patient safety and outcomes3,4 because incorrect information is used to guide future clinical decision making5. For example, user-interfaces that are perceived as complicated by the user may result in documenting patient care information into the wrong area of the EHR which result in clinicians overlooking important information because it is not located where they expect it6. The lack of understanding in how to optimize data entry interface design has been identified as a contributing factor to unintended consequences that result in impaired patient outcomes7–9. We were unable to locate literature that identified user-interface design issues that were EHR vendor specific. One study that evaluated 11 EHR vendors in aggregate found wide variability in how vendors assessed interface design issues prior to implementation, and that many user-interface customizations during implementation were based primarily on purchaser requests without assessing impact on usability or patient safety10. There was relatively little evidence in the literature to guide the selection of specific data entry methods according to the type of data documented.

In order to fill this knowledge gap, this study was designed to evaluate how pairing specific computer-assisted data entry types (e.g., drop-down box, radio button, check-box, and free text with autocomplete suggestions) to specific anesthesia documentation data elements influenced documentation correctness, documentation efficiency, and cognitive workload of anesthesia providers. Understanding the impact of pairing specific types of data with specific data entry methods can improve patient outcomes by enhancing documentation correctness through improved documentation efficiency and reduced cognitive workload. Our study is EHR vendor agnostic because we are assessing the user-interface at a granular level (data entry for a single datum) and the results could be translated to various EHR vendors because the information to be documented are similar. This approach also has the advantage of focusing on each specific data entry method without the potentially unknown confounding sociotechnical issues associated with large system implementation evaluation.

Background
Computer-assisted Data Entry. Clinical documentation is the process of generating a record of patient care, to serve as the legal record, assist in reimbursement for services provided, inform clinical decision support, and to create a repository of information for secondary data analysis (e.g., clinical research or quality improvement initiatives11,12). Computer-assisted data entry consists of automated electronic tools to facilitate the generation of clinical documentation and if used inappropriately can produce errors in documentation13. For example, using documentation fields with default values to document antibiotic administration can result in inaccurate information being documented if the clinician does not edit the default values when they deviate from actual patient care. For anesthesia documentation, computer-assisted data entry methods that do not incorporate default values have been found to have higher documentation correctness and documentation efficiency when compared to paper based documentation13.
Cognitive Workload. Medical errors have been consistently linked to the increased cognitive workload of clinicians. Increased cognitive workload may impair documentation quality and result in inaccurate information being used for clinical decision making. Cognitive workload consists of all the psychological processes that occur to complete a task. Characteristics of the task to be completed, the individual completing the task, and the environment in which the task occurs can alter cognitive workload.

The link between pupil diameter changes and cognitive workload has been well established. Pupil size is determined by autonomic nervous system activity that is altered by cognitive workload, emotion, and fatigue. Increased cognitive workload will result in pupil dilation with a return to resting pupil size when cognitive workload decreases. Eye tracking is beneficial in measuring cognitive workload because it overcomes the major limitation of subjective psychometric instruments by allowing a continuous and reliable assessment of objective workload.

Methods

Design and Setting. This study utilized an electronic simulated documentation interface (ESDI) combined with eye-tracking hardware to analyze documentation correctness, documentation efficiency, and cognitive workload of anesthesia providers generating documentation. The ESDI was a Windows-based software program, specifically designed for this study, that presented a series of documentation tasks to the participants by first displaying a video-based clinical scenario (see Figure 1 for example), followed by the participant documenting the patient care events that were observed (see Figure 2 for example). Study participants used a standard keyboard and mouse to interact with the program graphical user interface to document simulated patient care events viewed in the video. A description of the development of the ESDI, creation of simulated patient care events, and incorporation of the eye-tracking hardware are discussed below. We chose to use an ESDI because it would allow the use of eye-tracking and the ability to assess documentation at a more granular level (i.e., documentation data element with data entry method) than is possible with an EHR that presents multiple documentation options simultaneously. The ESDI in a controlled setting also eliminated multiple confounding variables related to the clinical environment and helped to narrow the relation of the data collected to the specific data and documentation type presented.

Figure 1. This example image represents a video-based clinical scenario that was presented to the study participant (this video depicts intubation of the trachea). The patient care activities presented in this video were documented in the following data entry screen.
Figure 2. This example image shows the data entry screen that was used to document patient care activities that were viewed in a video-based clinical scenario. This user-interface evaluates the pairing of check-boxes (a type of computer-assisted data entry) with intubation of the trachea (a specific anesthesia documentation data element).

Study Participants. Convenience and snowball sampling were used to recruit nurse anesthetists (N = 20). Inclusion criteria included nurse anesthetists who had more than one year of experience using any EHR. Exclusion criteria included participants who required the use of corrective eyeglasses, have a disease of the eyes, or on a medication that alters pupil reactivity. Individuals with eye disease were excluded because of the potential impact on eye-tracking and measuring pupil size. There was an additional study participant that was excluded from data analysis because of an eye tracking hardware malfunction that resulted in failure to collect pupil diameter sizes.

The Electronic Simulated Documentation Interface. Our study used an ESDI instead of an EHR because we were assessing how pairing specific data elements to data entry approaches performed in an EHR-agnostic environment. The use of an EHR would have introduced bias from other data elements and documentation options displayed on a single screen (i.e., our ESDI presented only one documentation pairing without other visual elements on the computer screen). The ESDI was developed in collaboration with an experienced software programmer and designed to automatically capture data for documentation correctness, documentation efficiency, and cognitive workload (via pupillary changes recorded by an eye-tracker) for every participant. A description of the operational definitions for these variables are described below. The video-based clinical scenarios were developed and recorded by the primary researcher of this study (BAW) and were based on routine anesthesia tasks. Video-based clinical scenarios were used to provide a consistent clinical scenario with standard content for documentation of clinical events. Additionally, narrative text that described the clinical scenario was not used instead of video because this might create bias from differences in our study participants literacy instead of documentation of observed clinical events.

The documentation elements of the ESDI were composed of a subset of the minimum required documentation data elements that are present in the intraoperative anesthesia documentation\(^1\). This sub-set of documentation data elements was selected because it consisted of the information that is most likely to be incorrectly documented in the EHR\(^2\). The nine minimum required data elements that the study participants were required to document included: (a) antibiotic administration, (b) inhaled gas flow rates, (c) neuromuscular function testing, (d) fluid intake/output, (e) intubation of the trachea, (f) extubation of the trachea, (g) insertion of a laryngeal mask airway, (h) removal of a laryngeal mask airway, and (i) medication administration. Since there were four different data-entry methods and nine different required documentation data elements there were a total of 36 unique pairings.

Before beginning the study each participant completed a tutorial built into the ESDI. The tutorial presented a series of five standardized video-based clinical scenarios with corresponding data entry screens to demonstrate how each specific computer assisted data entry type (drop-down box, radio button, check-box, and free text with autocomplete suggestions). The purpose of this tutorial was to familiarize the study participant with the computer assisted data entry methods to reduce any history bias caused by lack of familiarity with the ESDI functionality.
**Study Variables.** The study variables were documentation correctness, documentation efficiency, and cognitive workload. Documentation correctness is often defined in terms of correctness and completeness\(^1\)\(^2\). Documentation correctness is high if the documentation contains the minimum required amount of information, and that information is a true description of actual patient care\(^3\)\(^4\). Documentation efficiency is defined in terms of the total amount of time required to do a specific task and the total number of physical interactions\(^5\). Lastly, cognitive workload is defined conceptually as the amount of mental tasks that must be completed in a given time frame to complete a pre-defined objective\(^6\). All study variables were automatically calculated via the ESDI software to help improve the reliability of measurements.

**Documentation correctness.** Documentation correctness was operationalized as the percent-agreement score between the study participant’s final documentation and the expected documentation elements associated with the standardized patient case scenario used to develop the ESDI.

**Documentation efficiency.** The ESDI presented multiple data entry screens that each contained a unique pairing of computer-assisted data entry method to a specific mandatory data element. Documentation efficiency was calculated using two approaches: (a) the amount of time between the first appearance of the data entry screen to the time the documentation was entered, and (b) the total number of mouse clicks and keystrokes for each data entry screen.

**Cognitive workload.** Cognitive workload was measured using eye-tracking equipment that measures real-time changes in pupil size during the study participant’s use of the ESDI. The subtractive method of pupillary baseline correction was used in this study because it was one of the most common approaches used in the literature, and is the least affected by bias from inaccurate baseline pupil size measurement caused by high eye blinking rates\(^7\). Baseline correction is necessary to reduce the bias caused by normal variations in pupil size between individuals\(^8\). Subtractive baseline correction is done by subtracting the maximum pupil diameter size from the resting pupil diameter size\(^9\). The GP3 HD Eyetracker 150 Hz (Vancouver, British Columbia) was used for this study and has been shown to be reliable at measuring pupillary changes at intervals of 8 milliseconds with an accuracy in pupil diameter size measurement of +/- one pixel\(^9\).

The eye-tracking equipment was mounted below the computer monitor. The ambient room lighting and desktop computer screen luminescence were kept constant to prevent artifact due to pupillary accommodation to changes in lighting. Since normal pupil diameter size in well-lit rooms ranges from 2 mm to 5 mm, any values outside of this range were identified as artifacts and treated as missing data\(^9\).

**Ethical Considerations.** Prior to study participant recruitment this study received approval from the University of Alabama at Birmingham institutional review board (IRB-00001656).

**Data Analysis.** SPSS version 25 (Armonk, NY) was used to analyze the data with descriptive statistics, ANOVAs, effect sizes, and Pearson r. ANOVAs were used to detect differences in documentation correctness, documentation efficiency, and cognitive workload for each unique pairing of computer-assisted data entry method to mandatory documentation data element. Pearson r was used to detect associations between documentation correctness, documentation efficiency, and cognitive workload. The equivalent non-parametric tests were used for non-normally distributed data.

**Results and Analysis**

Twenty study participants completed the study protocol during a three-week time period. The study sample was 60% (n = 12) female with an average age of 43 (SD = 6.75) years. There were no differences in the study variables based on gender. The results and analysis of the study data are presented below.

**Documentation Correctness.**

**Computer-assisted Data Entry Methods.** There was a large effect size difference (\(\eta^2 = 0.2\)) in documentation correctness between the different computer-assisted data entry methods (F(35, 716) = 4.91, p < .001). A post-hoc analysis identified check-boxes as having the lowest documentation correctness and radio buttons as the highest.

Documentation correctness for the computer-assisted data entry methods rated highest to lowest were radio buttons (M = 92%, SD = 15%), free text (M = 89.5%, SD = 25%), drop-boxes (M = 85%, SD = 24%), and check-boxes (M = 83%, SD = 23%).

There was a medium effect size association between documentation correctness and total number of mouse clicks (r = -0.20, p < .001). A higher number of mouse clicks occurred with the use of radio buttons and free text with all of the anesthesia documentation data elements and resulted in the highest documentation correctness. The anesthesia
documentation data elements that demonstrated the highest documentation correctness were associated with extubation of the trachea, medication administration, and neuromuscular function testing.

**Anesthesia Documentation Data Elements.** See Table 1 for a summary of documentation correctness for each specific anesthesia documentation data element. There was a medium effect size difference ($\eta^2 = .07$) in documentation correctness between each type of documentation data element ($F(8, 711) = 6.39$, $p < .001$). A *post-hoc* analysis identified the anesthesia documentation data elements with the highest documentation correctness were extubation of the trachea (M = 95.7%, SD = 11.1%), medication administration (M = 94.7%, SD = 11%), and neuromuscular function testing (M = 93.8%, SD = 24.4%). Additionally, fluid intake/output (M = 78.6%, SD = 25.9%) and antibiotic administration (M = 81.6%, SD = 28.6%) had the lowest documentation correctness.

Table 1. Documentation correctness for each type of anesthesia documentation data element.

<table>
<thead>
<tr>
<th>Documentation Data Elements</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extubation of the trachea</td>
<td>95.7%</td>
<td>11.1%</td>
<td>80</td>
</tr>
<tr>
<td>Medication administration</td>
<td>94.7%</td>
<td>11.0%</td>
<td>80</td>
</tr>
<tr>
<td>Neuromuscular Function Testing</td>
<td>93.8%</td>
<td>24.4%</td>
<td>80</td>
</tr>
<tr>
<td>Insertion of laryngeal mask airway</td>
<td>87.8%</td>
<td>21.1%</td>
<td>80</td>
</tr>
<tr>
<td>Inhaled gas flow rates</td>
<td>85.6%</td>
<td>26.7%</td>
<td>80</td>
</tr>
<tr>
<td>Intubation of the trachea</td>
<td>85.1%</td>
<td>16.0%</td>
<td>80</td>
</tr>
<tr>
<td>Removal of laryngeal mask airway</td>
<td>84.7%</td>
<td>18.0%</td>
<td>80</td>
</tr>
<tr>
<td>Antibiotic administration</td>
<td>81.6%</td>
<td>28.6%</td>
<td>80</td>
</tr>
<tr>
<td>Fluid intake and output</td>
<td>78.6%</td>
<td>25.9%</td>
<td>80</td>
</tr>
<tr>
<td><strong>Average for All Data Elements</strong></td>
<td>87.5%</td>
<td>21.9%</td>
<td>720</td>
</tr>
</tbody>
</table>

*Note.* This table displays the documentation correctness (percentage correct) for each type of anesthesia data. The data elements are listed in order of highest to lowest.
Documentation Efficiency

Computer-assisted Data Entry Methods. There was a large effect size difference ($\eta^2 = 0.44$) in the total time generating documentation between the different computer-assisted data entry methods ($F(3, 716) = 185.96, p < .001$). An increase in the total time spent generating documentation reflects decreased documentation efficiency (i.e., higher time durations are worse). A post-hoc analysis identified that radio buttons and check-boxes had no statistically significant differences between each other, but the other computer-assisted data entry methods differed. The total time spent documenting from the most to least efficient is check-boxes ($M = 10.66$ seconds, $SD = 4.94$), radio buttons ($M = 11.57$ seconds, $SD = 6.57$), drop-boxes ($M = 16.11$ seconds, $SD = 7.76$), and free text ($M = 30.65$ seconds, $SD = 14.26$).

The Kruskal-Wallis test was used to detect large effect size differences for keystrokes (chi-square = 692.40, df = 3, $p < .001$) and mouse clicks (chi-square = 470.39, df = 3, $p < .001$) between the different computer-assisted data entry methods. Free text had the highest number of keystrokes ($M = 56.09$, $SD = 34.74$) and drop-boxes had the highest number of mouse clicks ($M = 4.39$, $SD = 1.60$). There were no statistically significant differences in mouse clicks between radio buttons and check-boxes.

Several statistically significant associations were identified. There was a large effect size association between study participant age and total time generating documentation ($r = 0.47$, $p < .001$). A large effect size association existed between the total number of keystrokes and the total time generating documentation ($r = 0.68$, $p < .001$). There was a large negative effect size association between total number of keystrokes and mouse clicks ($\rho = -0.49$, $p < .001$).

Anesthesia Documentation Data Elements. A large effect size difference ($\eta^2 = 0.15$) existed for the total time generating documentation between each specific anesthesia documentation data element ($F(8, 711) = 16.16, p < .001$). See Table 2 for a summary of total time spent generating documentation for each documentation data elements. A post-hoc analysis identified the data elements with the highest documentation efficiency were neuromuscular function testing ($M = 7.2$ seconds, $SD = 6.57$) and inhaled gas flow rates ($M = 12.99$ seconds, $SD = 9.26$). The documentation data elements with the worst documentation efficiency were fluid intake/output ($M = 24.28$ seconds, $M = 9.71$) and extubation of the trachea ($M = 21.31$ seconds, $SD = 15.45$).

Table 2. Documentation efficiency for each type of anesthesia documentation data element.

<table>
<thead>
<tr>
<th>Documentation Data Elements</th>
<th>Mean (in seconds)</th>
<th>Standard Deviation</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluid intake and output</td>
<td>24.28</td>
<td>9.71</td>
<td>80</td>
</tr>
<tr>
<td>Extubation of the trachea</td>
<td>21.31</td>
<td>15.45</td>
<td>80</td>
</tr>
<tr>
<td>Intubation of the trachea</td>
<td>19.64</td>
<td>13.50</td>
<td>80</td>
</tr>
<tr>
<td>Removal of laryngeal mask airway</td>
<td>19.16</td>
<td>15.92</td>
<td>80</td>
</tr>
<tr>
<td>Antibiotic administration</td>
<td>18.80</td>
<td>8.14</td>
<td>80</td>
</tr>
<tr>
<td>Insertion of laryngeal mask airway</td>
<td>17.05</td>
<td>11.89</td>
<td>80</td>
</tr>
<tr>
<td>Medication administration</td>
<td>14.80</td>
<td>4.92</td>
<td>80</td>
</tr>
<tr>
<td>Inhaled gas flow rates</td>
<td>12.99</td>
<td>9.26</td>
<td>80</td>
</tr>
<tr>
<td>Neuromuscular function testing</td>
<td>7.20</td>
<td>6.57</td>
<td>80</td>
</tr>
<tr>
<td>Average for All Data Elements</td>
<td>17.25</td>
<td>12.11</td>
<td>720</td>
</tr>
</tbody>
</table>

Note. This table displays the documentation efficiency (total time used to generate documentation) for each type of anesthesia data. The data elements are listed in order of highest to lowest total time spent on data entry. Lower documentation times reflect higher documentation efficiency.
Cognitive Workload

Computer-assisted Data Entry Methods. Cognitive workload was calculated as the maximum pupil diameter size minus resting pupil diameter size (subtractive baseline correction). There was a small to medium effect size difference ($\eta^2 = .04$) in cognitive workload between the different computer-assisted data entry methods ($F(3, 698) = 9.96, p < .01$). Free text ($M = 0.547$ mm, $SD = .301$) had the highest cognitive workload compared to check-boxes ($M = 0.425$ mm, $SD = 0.298$), radio buttons ($M = 0.411$, $SD = 0.275$), and drop-boxes ($M = 0.401$ mm, $SD = 0.265$). Cognitive workload was similar for check-boxes, radio buttons, and drop-boxes. There were 18 pupil diameter measurements treated as missing data because they were less than 2 mm or greater than 5 mm. This missing data was 2.5% of total pupil diameter measurements (18 of 720 measurements).

Anesthesia Documentation Data Elements. No statistically significant differences existed for cognitive workload between any of the anesthesia documentation data elements. Small effect size associations existed between cognitive workload and time spent documenting ($r = 0.16$, $p < .001$), total number of keystrokes ($p = 0.15$, $p < .001$), and total number of mouse clicks ($p = -0.17$, $p < .001$).

Discussion

Pairing computer-assisted data entry methods to anesthesia documentation data elements requires a consideration of the collective relationships between documentation correctness, efficiency, and cognitive workload. Additionally, the inherent properties of the computer-assisted data entry methods need to be considered to optimally pair data entry methods to the type of information to be documented. A discussion of these topics is presented below.

Documentation Correctness & Efficiency. This study found a large negative effect size association between the overall documentation correctness and efficiency, which is supported by the literature. There is often a reciprocal relationship between documentation correctness and efficiency in EHRs where attempts to improve one often impairs the other. This may be partially explained by documentation correctness decreasing as the study participant was forced to spend more time with data entry and more physical interactions with the data entry user-interface. Anesthesia providers may often ignore generation of documentation in favor of direct patient care; consequently, data entry user-interfaces that require a lot of time to complete may be more likely to be ignored or abbreviated by the anesthesia provider.

While there is a negative association between documentation correctness and efficiency when evaluating an overall data-entry interface, there is a positive association when looking at some specific data entry fields. Improving the efficiency for specific data entry fields related to nursing patient admission histories has been shown to improve documentation correctness. Furthermore, documentation of quality measures for oncology patients has also been shown to be more accurate when the documentation process is more efficient. Our study found a similar positive relationship for documenting neuromuscular function testing and fluid intake/output where increasing the efficiency of data entry resulted in improved documentation correctness. This may be because neuromuscular function testing and fluid intake/output both had the least amount of information for data entry compared to the other documentation data elements. Since documentation data entry for fluid intake/output was the most inefficient anesthesia documentation data element in our study, documentation correctness may be improved by determining a more efficient means of documentation.

Older study participants were less efficient using free text for data entry because they documented more contextual information. For example, one of the older study participants documented, “Pt. gas flow changed to increase sats. Now at 2L O2 and 1L Air.” while a younger participant documented, “2L of O2 and 1L Air.” While both responses were technically the same in documentation correctness the older participant provided a richer description to justify the patient care provided. Younger study participants were more efficient in using all of the computer-assisted data entry options but documented only the minimum amount of information in free text. We could not locate literature that described the impact of age or total years of clinical anesthesia experience on documentation generation practices.

Cognitive Workload. This study found negative associations between cognitive workload and documentation efficiency. An increase in the amount of time, number of keystrokes, and number of mouse clicks required to complete documentation increased cognitive workload. Data entry user-interfaces need to be designed to avoid excessive keystrokes or mouse clicks that increase cognitive workload because it may result in medical errors. The
cognitive workload related to using check-boxes, radio buttons, and drop-boxes with the anesthesia documentation data elements were similar. Individual anesthesia documentation data elements have been shown to have similar cognitive workload\(^2\). Free text had a medium effect size difference in cognitive workload from the other computer-assisted data entry methods and was also the most inefficient.

There were also no statistically significant differences in cognitive workload related to the anesthesia documentation data elements. Consequently, measuring cognitive workload is not useful at a granular level (i.e., single computer-assisted data entry method), but may be beneficial when evaluating an entire data entry user-interface that incorporates different types of computer-assisted data entry methods. Future research needs to explore the cognitive workload associated with multiple pairings of computer-assisted data entry methods to document anesthesia documentation data elements. Additionally, future research could incorporate high-fidelity clinical simulations that mimic real-world events when evaluating user-interfaces because the people and environment is known to alter how information technology is used.

Properties of the Computer-assisted Data Entry Methods. The inherent properties of radio buttons, check-boxes, drop-down boxes, and free text need to be considered before pairing them with specific documentation data elements. Cognitive workload is similar for each computer-assisted data entry method based on our findings (except for free text), therefore it does not need to be considered when choosing the other computer-assisted data entry methods. Radio buttons should be used with less than five data selection options and over use of radio buttons increases cognitive workload secondary to information overload\(^3,5\). Check-boxes are ideally used with binary data options and may result in information overload if too many options are available\(^2, 3,6\). Our study found that the use of radio buttons or check-boxes with more than five data selection options resulted in impaired documentation efficiency. Drop-down boxes are suited for use when there are more than five possible data selection options\(^3, 5,6\). Drop-down boxes that require scrolling will increase cognitive workload and decrease documentation correctness\(^5, 30\).

Free text is an appropriate selection when there is a virtually unlimited number of possible values that may be documented\(^30\). This study identified free text as the second highest in documentation correctness, the most inefficient, and the highest cognitive workload compared to other computer-assisted data entry methods. In the literature, free text has been consistently linked with improved documentation correctness but less completeness of data (i.e., clinicians fail to document important information)\(^30, 37,38\). It is recommended to limit the use of free text if there is an option to use other computer-assisted data entry methods because free text is more likely to be incomplete\(^30\). Free text also limits data reusability (e.g., retrospective studies or quality improvement initiatives) because it requires human interpretation\(^30\).

Limitations

This study had several limitations. Documentation generation in real-world settings combine multiple computer-assisted data entry methods simultaneously for each anesthesia documentation data element. This study evaluated unique pairings of a single computer-assisted data entry method with a single type of anesthesia documentation data element. This approach was chosen because of sample size limitations and the generalizability may have been impaired. Our eye-tracking hardware was not capable of measuring pupil diameter measurements consistently if the clinician wore corrective eyeglasses (which was an exclusion criteria in this study), so further studies on this topic should use eye-tracking hardware capable of compensating for corrective eyeglasses so the findings are more generalizable.

Conclusion

Inadequately designed data entry user-interfaces may result in impaired patient safety and outcomes because incorrect information is used to guide future clinical decision making. There is often tension between documentation correctness and efficiency in EHRs where attempts to improve one often impairs the other. We found this to be true in our study, documentation correctness was negatively associated with efficiency. However, we found that documentation data elements that contained a minimal amount of information (e.g., neuromuscular function testing or fluid intake/output) showed improved efficiency and correctness with the use of check boxes and radio buttons. Overall, free text was the least efficient, followed by drop boxes, with check boxes and radio buttons being the most efficient. Significant differences were noted in correctness between types of data entry methods with check boxes
having the lowest documentation correctness and radio buttons the highest. Increasing the number of manual keyboard operations during documentation was shown to decrease efficiency and increase cognitive workload. However, cognitive workload associated with each individual computer-assisted data entry methods were similar when evaluating documentation at a granular level (i.e., a single type of computer-assisted data entry). This study showed how pairing specific entry methods with types of specific data can effect completeness, correctness, and cognitive workload. Inadequately designed data entry user-interfaces may result in impaired patient safety and outcomes. These study findings show how user interface design can be enhanced to increase the quality of clinical documentation.
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Abstract

Medicaid is a significant health insurance plan providing healthcare coverage to up to a third of the population of the United States. We describe two different formats of Medicaid data within Center for Medicare and Medicaid Services Virtual Research Data Center. We analyze record length, age and enrollment justification among patients for both data formats. As of December 2016, the total size of Medicaid population available from CMS is 92,953,389; 45% of patients are aged 0 to 18, 26.6% are aged 19-35 and 23.2% are aged 36-64. In terms of Medicaid eligibility, 35.6% qualify due to (child) age and 26.8% qualify due to income. We also compare the volume of Medicaid to Medicare for year 2016. We conclude that Medicaid data includes patients with significant record lengths and relatively well documented enrollment justification, which are high value assets for data reuse researchers that are willing to balance known data limitations with careful analysis design and interpretation.

Introduction

The use of healthcare claims data has increased dramatically in the last decade. Thanks to Common Data Models (CDMs), more datasets are being made accessible to larger pools of researchers without requiring dataset specific analyst specialization. In 2019, Medicare data were converted to Sentinel CDM used by the US Food and Drug Administration (FDA). Medicaid represents another significant data source which can be used by health services researchers; provided access and integration into and curation of a CDM are made available.

In the United States, constituent state governments provide healthcare to qualified state residents (low income and highly vulnerable) through Medicaid programs. Unlike the federal program Medicare, Medicaid programs differ by state in coverage, eligibility and scope. For example, a procedure may be covered by Maryland Medicaid and not covered by the Texas Medicaid program. There are also federally mandated ‘minimum’ coverage requirements for Medicaid Programs. Medicaid programs are complex payer facilities that compensate clinicians, hospitals, dentists and in some cases patients themselves for clinical or other maintenance care. Medicaid programs consist of fee for service clinical care but may also integrate state sponsored birth control, vaccination, outpatient pharmacy dispensation, Supplemental Nutrition Assistance Programs (SNAP; food stamps), Child Health Insurance Programs (CHIP) and ‘mother with infant’ services.

Recently, the Centers for Medicare and Medicaid Services (CMS) used two different systems to organize Medicaid data into a national (multi-state) data warehouse. The legacy system, Medicaid Statistical Information System (MSIS) and the emergent system, Transformed Medicaid Statistical Information System (T-MISIS). For each format, CMS also defined a corresponding extract table format for research. See Table 1 for an overview of the systems and formats. Prior to 2011, CMS collected data quarterly using the legacy MSIS format. Quarterly data collection gave each state only four data refreshes per year to achieve standardized reporting on the national level. In 2011, CMS started a transition campaign from the legacy MSIS system to T-MISIS. The transition also changed the frequency of data reporting from quarterly to monthly. The transition to the new T-MISIS format also included generating state-specific reports on data quality and a dashboard called DQ-Atlas. Table 1 lists the extracts for the legacy extract format (Medicaid Analytic Extract; MAX) and current format (T-MISIS Analytic File; TAF). Because data analysts eventually work with the data extract, we will use the acronyms MAX and TAF to refer to the combination of format and extract.

Table 1. Periods overview and formats and extracts

<table>
<thead>
<tr>
<th>Time Period</th>
<th>Data Format</th>
<th>Data Extract Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>1999-2014</td>
<td>Legacy format: MSIS</td>
<td>Medicare Analytic eXtract (MAX)</td>
</tr>
<tr>
<td>2014-present</td>
<td>Current format: T-MISIS</td>
<td>T-MISIS Analytic Files (TAF)</td>
</tr>
</tbody>
</table>

*For 2014 and 2015 data exist in both formats
The fact that data is historically represented in two formats is a problem for analysis that needs to analyze time periods spanning both formats. As of 2020, CMS has not announced any plan to convert legacy historical MAX data into the new TAF format. One solution is for an analyst to convert both formats into a well-established Common Data Model (CDM), such as Sentinel, Observational Medical Outcome Partnership (OMOP) or others.

This study compares record length, age distributions, and enrollment justification from TAF and MAX files. We also provide descriptive characteristics of CMS Medicaid data such that health services researchers can understand the strengths and weaknesses of this data for research. We present an approach (for a limited subset of data) to assess patient enrollment justification, age at stable observation point and length of observation record (enrollment episode length).

**Methods**

**Input data**

We used a complete (100%) sample of TAF and MAX data tables from CMS via the Virtual Research Data Center’s Chronic Conditions Warehouse (VRDC-CCW). The data is provided through a virtual desktop that contains a SAS instance with permissions to connect to the CCW SAS server. CCW provides an encrypted beneficiary-id which is unique to the individual across data years and is consistent across Medicare and Medicaid files. We accessed MAX data for 1999-2014 and TAF data for 2014-2016. We place a greater emphasis on the new TAF data extract because future data will be added in this format. TAF and MAX data are sub-divided into enrollment and demographics, Inpatient, Medication, Long Term and Other Care tables. ‘Other Care’ consist in large part of outpatient visits but it also includes emergency department encounters. We use the term ‘table’ to refer to tabular data. CMS documentation uses the term ‘file’ that is synonymous in meaning. Data are using relational database paradigm with data linked by various primary keys where each record contains at least one primary key. The Beneficiary ID, MSIS ID, Social Security Number, claim id and National Provider Identifier (NPI) are examples of TAF and MAX primary keys. Data across TAF and MAX is structured such that state is identified clearly in all tables. For example, the drug dispensation table has column ‘State_CD’, or ‘state code’. Some data tables have two state columns distinguishing state of service as well as state reporting service as two separate data elements.

**Data harmonization using a common data model**

In order to analyze data in both formats, for some analyses, we convert MAX and TAF into a common format. Because the OMOP format has been selected as unifying format by several recent large informatics projects (e.g., All of Us initiative or National COVID Cohort Collaborative [N3C]), we chose the OMOP model. Due to limited scope, we only target a subset of OMOP tables and within the given table, only a subset of columns as necessary to complete our analysis. In order to query and analyze data by state, we extend OMOP tables with a column for state (State_CD).

**Data Characterization**

**Record Length:** Using Medicaid enrollment data, we assessed the length of health record (enrollment duration) on individual person level. For persons with multiple enrollment periods, we used the longest period. We did not assess cumulative enrollment of multiple periods. We calculated observed enrollment episode for TAF and MAX beneficiaries for the state of Alabama for 2014-2016 (TAF) and 1999-2013 (MAX). Enrollment start and end is recorded with monthly granularity. Our goal was to provide researchers with a size of population that was observed for at least certain period of time. For example, a person with record length of 3.4 years is counted multiple times under a count of persons with at least 1 year of claims data, at least 2 years of data and at least 3 years of data.

**Age Distribution:** To further allow researchers to understand Medicaid population of patients, we counted patients by age category as of certain date (Dec 31, 2016 for TAF and Dec 31, 2013 for MAX). CMS allows two modes of data use agreement: identifiable data files (IDF) and limited data sets (LDS). IDF versions of TAF and MAX data include full date of birth from which age at given date can be computed. Some tables also store age (in a given calendar year) as a separate variable for claim to patient attribution.

**Enrollment Justification:** Medicaid requires an enrollment qualification to receive benefits. Enrollment qualification varies by state and over time. State specific enrollment codes are only informative to enrollment specialists who can identify the human readable, state specific translations. VRDC-CCW does not curate a look up table of these state-specific enrollment codes; but instead curates them as TAF or MAX enrollment codes. State specific, TAF and MAX recorded enrollment tables are available in our result github repository (available at github.com/lhncbc/
The TAF data dictionary lists 74 codes for state enrollment justification (Eligibility Group Code; ELGBLTY_GRP_CD). The MAX data dictionary uses 28 codes (Eligibility code; EL_MAX_ELGBLTY_CD). We extracted the enrollment justification at beneficiary level for a choice month (December) from TAF and MAX in 2016 and 2013, respectively. We aggregated these enrollment codes into a distinct beneficiary count and state of enrollment. For presenting the data in brief table format, we further defined four high level enrollment justification categories (Child, Disability, Income, Other) and present the data aggregated into these categories. See file Eligibility_Categories in our results github repository that shows assignment of high-level classification categories to individual enrollment codes.

**Comparison to Medicare:** Because the VRDC platform contains both Medicare and Medicaid data, for a single calendar year of 2016, we compared Medicaid and Medicare data using the following parameters: data lag, total size of population, and three medication related parameters (number of dispensations, number of patients with at least one dispensation and number of dispensions per patient).

**Results**

**Data Harmonization**

To facilitate identical queries that characterize claims record length and age analyses on both Medicaid formats, we converted both TAF and MAX into OMOP model. We did not make a comprehensive Extract-Transfer-Load (ETL) code, but only targeted simplified versions of two OMOP tables (OMOP OBSERVATION_PERIOD and PERSON). Because our goal is to facilitate greater use of Medicaid data using clinical informatics approaches, we made the SAS and SQL code for this conversion available at a github repository at https://github.com/lhncbc/r-snippets-bmi/tree/master/mmbox (folder 06-MedicaidOMOP). This repository also contains other code from our previous projects that use VRDC platform. The repository is not limited to Medicaid and some code snippets cover Medicare VRDC data. The name mmbox is short form for title “Medicare-Medicaid Box” and represents a collection of code snippets or supportive spreadsheet knowledge bases.

**Data characterization (TAF)**

**Record Length (TAF):** Table 2a shows length of claim-based record for the state of Alabama (the only state we evaluated). The data show that population size drops by 35.5% (from 1.28 million to 0.82 million) if a researcher requires at least two-years of follow-up compared to at least one year.

**Table 2a.** TAF: Record Length for single state (AL, for 2014-2016)

<table>
<thead>
<tr>
<th>Record Length</th>
<th>Cohort Size (# of Patients)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 1 year</td>
<td>1,960,477</td>
</tr>
<tr>
<td>at least 1 year</td>
<td>1,275,804</td>
</tr>
<tr>
<td>at least 2 years</td>
<td>822,817</td>
</tr>
</tbody>
</table>

**Age Distribution (TAF):** Table 3a shows age distribution for three states (AL, CA and NJ) and for US as a whole (all states aggregated). Data for all states are available in our result repository (github.com/lhncbc/CRI/tree/master/VRDC/project/Medicaid). Table 3a shows (in whole US row) that majority of patients are pediatric patients. Comparison of their states shown in the table reveals some variability. For the state of Alabama, the total population size in table 3a (when all ages are aggregated) is slightly different from population size by record length in table 2a. This difference is because table 3a is looking at enrolment at single point in time (December 31, 2016), while table 2a includes data on patients that may have been covered for <1y in a 3-year period of 2014-2016 (TAF era).
Table 3a. TAF: Age Distribution (AL, CA and NJ; as of December 2016)

<table>
<thead>
<tr>
<th>State</th>
<th>Age category</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0-18</td>
<td>19-35</td>
<td>36-64</td>
<td>65+</td>
</tr>
<tr>
<td>Alabama</td>
<td>832,911 (57.75%)</td>
<td>257,856 (17.88%)</td>
<td>226,247 (15.69%)</td>
<td>125,320 (8.69%)</td>
</tr>
<tr>
<td>California</td>
<td>5,319,013 (36.38%)</td>
<td>4,039,725 (27.63%)</td>
<td>3,893,633 (26.63%)</td>
<td>1,370,289 (9.37%)</td>
</tr>
<tr>
<td>New Jersey</td>
<td>887,302 (42.55%)</td>
<td>555,651 (26.65%)</td>
<td>483,553 (23.19%)</td>
<td>158,760 (7.61%)</td>
</tr>
<tr>
<td>US (whole)</td>
<td>41,812,822 (45.0%)</td>
<td>21,283,820 (22.89%)</td>
<td>21,999,016 (23.66%)</td>
<td>7,857,731 (8.45%)</td>
</tr>
</tbody>
</table>

Enrollment Justification (TAF): Table 4a shows enrollment justification category for 3 states (AL, CA, and NJ). Data for all states are available in our result repository. The table shows that Alabama has high proportion of patients with ‘Child’ enrollment justifications category (49.1%) compared to other states. California has the highest proportion of Disability enrollment category (21.5%). Income qualification is less prevalent in Alabama (16%) compared to other states.

Table 4a. TAF: Enrollment justification category (for AL, CA and NJ; December 2016)

<table>
<thead>
<tr>
<th>State</th>
<th>Enrollment Justification Category</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Child (age &lt;19)</td>
<td>Disability</td>
<td>Income</td>
<td>Other</td>
</tr>
<tr>
<td>Alabama</td>
<td>708,161 (49.10%)</td>
<td>80,028 (05.55%)</td>
<td>235,592 (16.33%)</td>
<td>418,552 (29.02%)</td>
</tr>
<tr>
<td>California</td>
<td>4,056,266 (27.74%)</td>
<td>3,148,551 (21.53%)</td>
<td>5,240,346 (35.84%)</td>
<td>2,177,495 (14.89%)</td>
</tr>
<tr>
<td>New Jersey</td>
<td>527,312 (25.29%)</td>
<td>131,330 (06.30%)</td>
<td>667,805 (32.03%)</td>
<td>758,813 (36.39%)</td>
</tr>
<tr>
<td>US (whole)</td>
<td>33,051,993 (35.55%)</td>
<td>12,208,059 (13.13%)</td>
<td>24,914,598 (26.80%)</td>
<td>22,778,263 (24.50%)</td>
</tr>
</tbody>
</table>

TAF Data Quality Monitoring: TAF data and the transition to the new T-MSIS format has a unique advantage over legacy format in incorporating data quality checking into the new T-MSIS system. Data Quality Atlas (DQAtlas) dashboard at medicaid.gov/dq-atlas and related set of data quality tools compare data completeness and other data quality measures by state. Currently, only data for year 2016 is available in DQAtlas. The tool produces reports on quality by file type (IP, RX, LT, and OT), by data domain (Enrollment, Payments, Provider Information) and by state. See Figure 1 for an example of DQAtlas ‘Inpatient Stay’ view (red color indicates ‘Unusable’ data). Methodology for each analysis is provided and available via hyperlink. The dashboard classifies data quality of a given data domain (e.g., visit, diagnoses, procedures, medications) from ‘Low concern’ to ‘Unusable’. DQAtlas offers high value to data reuse researchers by pointing out data quality issues. The underlying raw data quality data is also available for download in tabular format. The methodological detail provided is sufficient for users to evaluate a given dashboard report and assess how it may impact their analysis (e.g., exclude states with low data quality from the analysis). There is no counterpart of this data quality assessment for legacy MAX data.
Figure 1. Example of DQAtlas view by topic (Inpatient Stays) for 2016 data (TAF era)

Data characterization (MAX)

Because the legacy MAX (and MSIS) format is no longer in active use, our analyses were simplified; we did not produce results for each individual state. Record length was evaluated in one state (AL) while age and enrollment justification category were computed on national level. We first analyzed what years are available in MAX format. Some states produced the legacy extract (MAX) from the new T-MSIS format in specific years (see result repository for years overview by state). Given 2014 inconsistencies, we chose 2013 as the end year for most of our analyses. Results and tables in this MAX section are organized in similar fashion as for TAF above. Tables use a-b suffix to show correspondence.

Record Length (MAX): In comparison with TAF, the MAX data offers a much longer temporal span of record (two years vs 10+ years). Table 2b shows record length cohort sizes for Alabama (single state we evaluated for this measure). The table shows that one year follow cohort size (of 2.31 million) drops by 56.3% (to 1 million) for cohort with at least 5 years of follow up.
Table 2b. MAX: Record Length for single state (AL; December 2013)

<table>
<thead>
<tr>
<th>Record Length</th>
<th>Cohort size (# of Patients)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 1 year</td>
<td>2,675,746</td>
</tr>
<tr>
<td>at least 1 year</td>
<td>2,310,698</td>
</tr>
<tr>
<td>at least 2 years</td>
<td>1,729,100</td>
</tr>
<tr>
<td>at least 3 years</td>
<td>1,405,221</td>
</tr>
<tr>
<td>at least 4 years</td>
<td>1,179,990</td>
</tr>
<tr>
<td>at least 5 years</td>
<td>1,008,900</td>
</tr>
<tr>
<td>at least 6 years</td>
<td>856,368</td>
</tr>
<tr>
<td>at least 7 years</td>
<td>717,969</td>
</tr>
<tr>
<td>at least 8 years</td>
<td>582,267</td>
</tr>
<tr>
<td>at least 9 years</td>
<td>465,068</td>
</tr>
<tr>
<td>at least 10 years</td>
<td>365,431</td>
</tr>
<tr>
<td>at least 11 years</td>
<td>273,673</td>
</tr>
<tr>
<td>at least 12 years</td>
<td>191,998</td>
</tr>
<tr>
<td>at least 13 years</td>
<td>120,059</td>
</tr>
<tr>
<td>at least 14 years</td>
<td>43,653</td>
</tr>
</tbody>
</table>

Age Distribution (MAX): Table 3b shows age distribution for whole US (all states). Most MAX patients are of age 0-18, demonstrating the strength of Medicaid data to study pediatric population. As expected, Medicaid underrepresents seniors aged 65+, and older adults (age 36-64).

Table 3b. MAX: Medicaid Age Distribution (whole US; all states, December 2013)

<table>
<thead>
<tr>
<th>Age Group</th>
<th>Patient Count</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-18</td>
<td>37,561,732</td>
<td>52.21%</td>
</tr>
<tr>
<td>19-35</td>
<td>14,088,019</td>
<td>19.58%</td>
</tr>
<tr>
<td>36-64</td>
<td>13,363,756</td>
<td>18.57%</td>
</tr>
<tr>
<td>65+</td>
<td>6,936,857</td>
<td>9.64%</td>
</tr>
<tr>
<td>Total</td>
<td>71,950,364</td>
<td>100.00%</td>
</tr>
</tbody>
</table>

Enrollment Justification (MAX): Table 4b shows enrollment justification category for all states as of December 2013. ‘Child’ is the most common qualification reason, followed by Disability and Other. The total Medicare population listed in table 4b (71,942,641) is different from corresponding number in table 3b (71,950,364). This is because date of birth can be missing in MSIS while patients without date of birth are included in table 3b (7,723 patients).

Table 4b. MAX: Enrollment Justification Category (All States, December 2013)

<table>
<thead>
<tr>
<th>Enrollment Category</th>
<th>Patient Count</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Child</td>
<td>34,982,686</td>
<td>48.63%</td>
</tr>
<tr>
<td>Disability</td>
<td>14,454,933</td>
<td>20.09%</td>
</tr>
<tr>
<td>Income</td>
<td>9,432,647</td>
<td>13.11%</td>
</tr>
<tr>
<td>Other</td>
<td>13,072,375</td>
<td>18.17%</td>
</tr>
<tr>
<td>Total</td>
<td>71,942,641</td>
<td>100.00%</td>
</tr>
</tbody>
</table>
Comparison to Medicare

Figure 2 shows graphical comparison of age characteristics between Medicaid and Medicare (as of December 2016). The graph shows advantage of the Medicaid population for studying patients under 65 years old. The figure double counts dually enrolled patients (includes the person under both categories instead of introducing a third color). The predominant enrollment justification for Medicare is age over 65. Medicare beneficiaries under age 65 are either surviving spouse of a qualified Medicare beneficiary (who has died) or Social Security Disability Insurance (SSDI). For Medicaid, drop in patients after age 19 is most likely due to CHIP eligibility rules.

![Graph showing age distribution comparison between Medicaid and Medicare](image)

**Figure 2.** Population size (Y axis) comparison of Medicare and Medicaid (color) by age category (X axis; 5-year bins)

In addition to age comparison, we show, in table 5, comparison of selected measures for Medicare and Medicaid for year 2016. Both figure 2 and table 5 use TAF Medicaid data. We used 2016 because that is the latest available year with both Medicaid and Medicare data within VRDC. The first row in Table 5 clearly shows that data lag for Medicaid data is 4 years whereas for Medicare it is only 2 years. Medication-related measures show that Medicare data has more dispensations per patient and overall larger volume of dispensations (1.4 billion Medicare vs. 0.7 billion Medicaid).

**Table 5.** Medicare and Medicaid Comparison (as of December 2016)

<table>
<thead>
<tr>
<th>Comparison measure</th>
<th>Medicaid</th>
<th>Medicare</th>
</tr>
</thead>
<tbody>
<tr>
<td>Most recent data year (as of Aug 2020)</td>
<td>2016</td>
<td>2018</td>
</tr>
<tr>
<td># of patients</td>
<td>92,953,389</td>
<td>59,818,296</td>
</tr>
<tr>
<td># of dispensations</td>
<td>783,546,127</td>
<td>1,484,293,036</td>
</tr>
<tr>
<td># of patients with a Rx dispersion</td>
<td>49,019,836</td>
<td>40,535,713</td>
</tr>
<tr>
<td># of dispensations per patient</td>
<td>15.98</td>
<td>36.62</td>
</tr>
</tbody>
</table>

Discussion

VRDC users pay no extra additional project startup cost or annual cost if they include Medicaid data in their Data Use Agreement. Our data on record length show that despite more complex and time-variable Medicaid eligibly criteria, there are large cohorts of patients with multiple years of follow up (e.g., 365 thousand patients with at least 10 years of follow up in Alabama; table 3b). This is, for example, comparable to the size of All of Us cohort (356 thousand patients as of Aug 2020). We consider Medicaid data of high value to data reuse researchers, and it can answer many high level research questions, such as validation of HIV registries 4, evaluation of outcomes among special populations 8,9,10 or validation of complex census responses about healthcare coverage 11. The underlying accuracy of Medicaid data in MAX is well supported for medication records 12, CHIP patients 4 and managed care patients 13. The
Medicare data have strong advantage to be standardized on federal level by the federal nature of the program at the data origin. In stark contrast, the Medicaid TAF data quality reports (DQAtlas) that we reference point to significant differences in Medicaid data by state. Given such differences, state level analysis should always accompany any national Medicaid analysis. Several peer review studies and publications recommend state specific considerations including CMS itself. CMS has given several indications that continuous quality improvement will be a key feature of T-MSIS and TAF. We expect that such efforts should only improve an already impressive Medicaid datasets.

Medicaid’s primary advantage lies in presence of patients under the age of 65. While Medicare does include patients under age 65, the population mostly consists of ‘total’ disability patients. The Social Security Administration defines patients with ‘total’ disability as patients who cannot return to the workforce and who are likely to die from their disability qualifying clinical conditions (i.e., organ failure, AIDS). In addition, End Stage Renal Disease (ESRD) is also a qualifying criterion for Medicare.

In 2016, 15.56% of the Medicare population, and 91.46% of the Medicaid population was under the age of 65. Studies seeking younger patients should consider using VRDC Medicaid data from high data quality states. Medicaid has much broader enrollment criteria (74 vs 4 reasons) and while Medicaid eligibility may change over patient’s lifetime, we show that there are special populations of patients that remain insured for multiple years (See tables 2a and 2b).

Limitations

Out analysis has several limitations. First, we performed some Medicaid analyses only for a single state. We chose to limit the scope for some analysis in order to reduce the report execution time. Moreover, some states did not have the expected format for some years (e.g., Arkansas does not provide TAF data for 2016). Second, our results may be different if the analysis is repeated at a later time. This is because T-MSIS formatted data is subject to updates by VRDC custodians and such updates may require rewrite of some data transformations. One such known data issue (announced by email to VRDC users) is the completeness of enrolment data. CCW announced on July 20th, 2020 a warning about TAF data quality and plans to provide an update to TAF records in late 2020 to correct the issue. Such updates are not uncommon for large data warehouses. Updates are also expected considering that the TAF format has been in full use for only three most recent data years (2014-2016). Third, due to significant data lag of 4 years, we only analyzed year 2016 as the most recent data. Researchers considering clinical analyses with Medicaid data should plan on identical limitation. Finally, in this high-level overview paper, we did not provide data stratified by both age and enrollment justification that would allow understanding of exactly which subgroups of patients have long or short claim record. We have additional pending Medicaid characterization analyses that were outside the scope of this basic overview but eventually published in future publications.

Conclusion

CMS’s transition to TMSIS and TAF data extract represent years of dedicated effort to arrive at a unified federal data resource on the part of CMS and individual states. We demonstrate that Medicaid data have large volumes of age diverse, predominantly younger patients. Patients have significant record lengths and relatively well documented enrollment justification, which are high value assets for data reuse researchers that are willing to balance the known data limitations with careful analysis design and interpretation.
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Abstract

Mobile health (mHealth) technologies and applications are becoming more and more accessible. The increased prevalence of wearable and embeddable sensors has opened up new opportunities to collect health data continuously outside of the clinical environment. Meanwhile, wearable devices and smartphone health apps are useful to address the issues of health disparities and inequities. This study aims to identify different characteristics of individuals who use different mHealth technologies (wearable devices and smartphone apps) and explore the effectiveness and patterns of mHealth for impacting physical activities. We found that social determinants are significantly associated with the use of mHealth; mHealth is helping people to exercise more regularly and for a longer time. Smartphone app users are older while wearable device users are younger. Health disparities exist in mHealth use and physical activity level. Social determinants like education and income are associated with mHealth use and physical activity. The integration of passively-tracked patient-generated health data (PGHD) holds promise in increasing physical activities. Physical activity interventions that comprise wearable devices and smartphone apps may be more beneficial, since health goals, data visualization, real-time support and feedback, results interpretation, and group education could be embedded in the integrated “smart system”. These findings may be useful for stakeholders like wearable device and smartphone app companies, researchers, health care workers, and public health practitioners, who should work together to design and develop “precision mobile health” products with higher personalized and participatory levels, thus improving the population health.

Introduction

Wearable device

With the development of biomedical sensors and information technologies, there is an increasing number of wearable or portable devices that are available for users to monitor various parameters, such as physiological indicators, sedentary time, energy expenditure, etc.1,2 With these functions, wearable devices can not only collect and record health-related data but also assist individuals to maintain an active lifestyle. Studies have shown that wearable devices have the potential to increase the level of physical activity in diverse settings even as a stand-alone technique.3 Wearable devices have also been evolved and connected with smartphones on which all the data can be stored, displayed, and sent to the health care providers. Given the data collected from real-time tracking along with the advanced artificial intelligence (AI) algorithms,4 they can generate more specific, customized, and tailored responses back to users. These interactive means that increase physical activity levels and help maintain a structured lifestyle are increasingly promising in the information era. Also, most wearable devices are light and smart, without introducing technostress additional and burden to users.

Smartphone Apps

Smartphone apps have become an emerging technology to change people’s lifestyles and behaviors, such as motivating physical activities. But there have been contrasting findings in the past studies. For instance, Flores MG et al 5 found that there was no significant association between smartphone app usage and physical activity and weight loss. Another study conducted by Coughlin SS et al 6 found that there was a modest significant association between smartphone app usage and increased physical activity. A systematic review showed some evidence that the positive effects of smartphone apps were more significant over a short period of time (e.g. 3 months). That is, the intervention effect peaked at the beginning but dwindled as time went by. This phenomenon may be caused by the declined engagement with smartphone apps interventions,8 especially for those without supportive accountability or poor human-machine interaction design.

Physical activity

Physical inactivity is one of the top predictors that are related to acute or chronic disease and even mortality.10 Without sufficient physical activities, the prevalence of non-communicable diseases is becoming more prevalent.11 Declined
physical activity level is associated with an increased likelihood of chronic diseases. In addition, sedentary behavior such as sitting for a long time is also associated with poor health status, e.g., poor functional independence. Regular activity can improve cardiopulmonary and muscular fitness, and mental and behavioral health, etc.\textsuperscript{12,13} The World Health Organization has proposed global recommendations on physical activity, which suggest adults participating in at least 75 minutes of vigorous physical activity or 150 minutes of moderate physical activity per week.\textsuperscript{14} However, over 25% of adults over the world have not achieved the bottom line of the recommendations.\textsuperscript{15} Emerging health technologies such as mobile health technologies can be effective strategies to improve the level of regular physical activity, thus achieving this essential global public health goal.

This study has two primary aims. The first is to describe the different characteristics of individuals who owned and used different mHealth technologies (wearable devices and smartphone apps). We consider social determinants and sociodemographic factors such as age, gender, educational level, income, race/ethnicity, marital status, BMI, etc. as important covariates. The second aim is to explore the effectiveness and patterns of mHealth for impacting physical activities controlling for significant factors of social determinants identified in Aim 1.

\textbf{Methods}

\textit{Mobile health user groups}

The Health Information National Trends Survey (HINTS) is a nationally-representative survey that is administered every year by the National Cancer Institute, which provides a comprehensive assessment of the American public’s current access to and use of health information. The HINTS target population is civilian, non-institutionalized adults aged 18 or older living in the United States. The most recent version of HINTS administration is HINTS 5. The 1\textsuperscript{st} round of data collection for HINTS 5 (Cycle 1) was conducted from January 25 through May 5, 2017; the 2\textsuperscript{nd} round (Cycle 2) was conducted from January 26 through May 2, 2018; the 3\textsuperscript{rd} round (Cycle 3) was conducted from January 22 to April 30, 2019.\textsuperscript{10} We combined data of 2017 (Cycle 1, \textit{N}=3,285), 2018 (Cycle 2, \textit{N}=3,504) and 2019 (Cycle 3, \textit{N}=5,438) from the HINTS.\textsuperscript{17}

Since participants who own wearable devices and smartphone apps may not use them, we just focused on usage rather than ownership. According to whether participants used health-related apps (“Tablet_AchieveGoal”) or electronic device to track/monitor health (“OtherDevTrackHealth”), we defined four user groups: (1) participants didn’t use apps or devices (No app and No device); (2) participants only used apps (App only); (3) participants only used health tracking devices (Device only); (4) participants used both apps and devices (App and Device).

“OtherDevTrackHealth” in 2017 and 2018 was stated as “Other than a tablet or smartphone, have you used an electronic device to monitor or track your health within the last 12 months? Examples include Fitbit, blood glucose meters, and blood pressure monitors.” But in 2019, this question was assumed to be re-stated separately as two mutually exclusive questions: “WearableDevTrackHealth” (In the past 12 months, have you used an electronic wearable device to monitor or track your health or activity? For example, a Fitbit, Apple Watch, or Garmin Vivofit) and “OtherDevTrackHealth2” (In the last 12 months, have you used an electronic medical device to monitor or track your health? For example a glucometer or digital blood pressure device). Only when participants answered “No” in the former question, would they be presented with the latter. Based on the semantic analysis, we assumed “WearableDevTrackHealth” + “OtherDevTrackHealth2” was equivalent to “OtherDevTrackHealth” in Cycle 1 and Cycle 2.

\textbf{Physical activities related outcomes}

In this study, we studied how mhealth (health-related apps and/or health tracking devices) was associated with physical activities. We selected four physical activity outcomes for analysis as they were the common physical activity outcomes across 2017 to 2019: (1) number of days that a participant did exercises of moderate-intensity; (2) minutes for exercises of moderate-intensity per day; (3) minutes for exercises of moderate-intensity per week; (4) number of days that a participant did strength training. Outcome 3 was calculated by multiplying outcomes 1 and 2. Notably, for the Cycle 1 questionnaire in 2017, outcome 2 was listed separately as hours and minutes of exercises of moderate-intensity and thus we recalculated outcome 2 in Cycle 1 using “hour × 60 + minute” so that it could be consistent with outcome 2 in 2018 and 2019.

\textbf{Sample characteristics}

We included sociodemographic characteristics, such as age, self-reported gender, race and ethnicity, income level, education, marital status, and Body Mass Index (BMI) into the analyses. For race and ethnicity, we combined these two variables and defined “Non-Hispanic white”, “Non-Hispanic black”, “Hispanic”, “others”. Income level was re-
categorized as \( \leq 20,000, 20,000-35,000, 35,000-50,000, 50,000-75,000, \) and \( > 75000 \) USD; education level was re-categorized as less than college (including the post high-school training), some college, college graduate and post-graduate degree; and marital status was re-categorized as single, in marriage or marriage-like relationship, divorced or widow or separated. For BMI, we considered the continuous scale and also the categorized BMI status as “underweight” (BMI < 18.5), “normal weight” (BMI 18.5~25), “overweight” (BMI 25~30), “obese” (BMI > 30).

**Statistical analyses**

As we combined data from 2017 to 2019, we first examined whether the sample characteristics were distributed differently among three years (Table 1), in which we used analysis of variance (ANOVA) for continuous variables (e.g., age and BMI) and Pearson’s Chi-Square test for categorical variables. For the afterward analysis, we used inverse probability weighting (IPW)\(^{18}\) to adjust for these potential issues of different distribution across years. In the IPW approach, a logistic regression model for the year with all sample characteristics involved as predictors was used to generate corresponding sample weights. The year 2019 was set as the reference level. By applying the resulting sample weights, data from 2017 and 2018 could resemble data from 2019.

The following analyses aimed to explore participants’ usage of mHealth technologies and thus we excluded 816 participants whose group membership couldn’t be verified. We first examined whether each sociodemographic characteristic was distributed differently across four mHealth user groups (Table 2). After the sample size reduction (N=11411), for all the missing variables involved in this analysis, we applied multiple imputations (MI) for 20 iterations to guarantee sufficient imputation efficiency.\(^{19}\) Especially for categorical characteristics, we specified a discriminant model to impute the categorical variables. Multiple imputations and the post-imputation analyses were implemented using PROC MI and PROC MIANALYZE in SAS. As we applied the imputation approach, we also did sensitivity analyses on the original complete data and there were no significant conflicts in the findings between the complete data and imputed data analyses.

Following imputation, the weighted versions of Poisson models (Table 3) for physical activities and logistic model (Table 4) of predicting wearable device usage were implemented separately by using imputed datasets with sample weights generated from the IPW approach above. We used Rubin’s rule\(^{20}\) to combine these post-imputation analysis results for valid inference because naively averaging the estimates can bring in unreasonably small standard errors that come from the non-missing replicates across imputed datasets. In addition, since outcome 2 was input by self-entry, unrealistic extreme values in outcome 2 and 3 were detected in data screening. We removed those outliers if the input values were greater than the upper 95% quantiles (120 minutes per day for outcome 2 or 630 minutes per week for outcome 3).

Data were managed and analyzed using SAS 9.4 (SAS Institute., Cary, NC). Categorical variables were compared using the chi-square test, and multivariable analysis used logistic regression. The statistical significance threshold was set at less than .05 for 2-sided tests.

**Results**

There are 12227 respondents in the combined HINTS sample. Table 1 presents the respondents’ sociodemographic and health-related characteristics from Cycle 1 to 3. In this pooled population, most respondents were female (58.26%), with a mean age at 56.8 years old, non-Hispanic whites (64.85%), overweight (34.44%), having high school or lower degree (32.46%), married or marriage-like (53.40%), having a higher annual income (36.65%). The mean BMI is 28.50, which indicates that most respondents need a healthier lifestyle. There are no significant differences among the three cycles of HINTS across the three years except for marital status (p<0.01).

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>2017 (n=3285)</th>
<th>2018 (n=3504)</th>
<th>2019 (n=5438)</th>
<th>Pooled (n=12227)</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean ± SD (n)</td>
<td>56.34±16.14</td>
<td>57.02±16.73</td>
<td>56.93±16.89</td>
<td>56.80±16.65</td>
<td>0.19</td>
</tr>
<tr>
<td>Missing (n)</td>
<td>139</td>
<td>87</td>
<td>154</td>
<td>380</td>
<td></td>
</tr>
<tr>
<td>Gender (n)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>1254(41.28)</td>
<td>1310(40.65)</td>
<td>2108(42.74)</td>
<td>4672(41.74)</td>
<td>0.14</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>1784(58.72)</td>
<td>1913(59.35)</td>
<td>2824(57.26)</td>
<td>6521(58.26)</td>
<td></td>
</tr>
<tr>
<td>Missing (n)</td>
<td>247</td>
<td>281</td>
<td>506</td>
<td>1034</td>
<td></td>
</tr>
<tr>
<td>Race/Ethnicity, (n)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic White, n (%)</td>
<td>1929(65.32)</td>
<td>2046(64.93)</td>
<td>3129(64.52)</td>
<td>7104(64.85)</td>
<td>0.97</td>
</tr>
</tbody>
</table>
Table 2 presents the characteristics of the four user groups. There were 2515 respondents (22.0%) who reported having used both wearable devices and health apps, 2224 (19.5%) only used health apps, and 1518 (13.3%) only used wearable devices. More than one-third of respondents (45.2%) neither used a wearable device nor a health app. There are statistically significant differences across the four user groups (p<0.01).

In the “No app and No device” group, their mean age was 59.11 years old; most of them were female (56.45%), non-Hispanic whites (66.59%), and married or marriage-like (48.79%); BMI was overweight (34.01%); having a high school or lower degree (38.31%) and higher annual income (29.12%); the mean BMI was 28.10. The “App only” group was the oldest group with a mean age of 63.71 years old; most of them were female (52.16%), non-Hispanic whites (68.60%), and married or marriage-like (54.85%); BMI was obese (38.53%); having high school or lower degree (34.46%) and a higher annual income (33.61%); the mean BMI was 29.28. In the “Device only” group, their mean age was 46.26 years old; most participants were female (63.55%), non-Hispanic whites (60.35%), and married or marriage-like (59.19%); BMI was overweight (34.72%); having a college or graduate degree (31.89%) and a higher annual income (44.25%); the mean BMI was 28.04. Within the “App and Device” group, their mean age was 49.26 years old; most of them were female (63.01%), non-Hispanic whites (64.14%), and married or marriage-like (63.66%); BMI was obese (36.01%); having a college or graduate degree (35.32%) and a higher annual income (55.31%); the mean BMI was 29.00.

Among the four mHealth user groups, respondents in the “Device only” group were the youngest and healthiest, their age and BMI were the lowest. Respondents who used wearable devices were more likely to have higher education levels since most respondents in both the “Device only” group and “App and Device” group had at least a college degree. Respondents who used apps were more likely to have higher BMI. Most respondents in both the “App only” group and “App and Device” group were obese. As shown in Table 2, there were significant differences across the four user groups in terms of age, gender, race/ethnicity, BMI, education, income, marital status when controlling for all the other variables.
In general, maintaining sustainability is important for individuals using mHealth technologies. Participants in the "Device only" group had better outcomes compared to the "No app and No device" group. Specifically, the "Device only" group had 1.33 times the days for strength training compared to the "No app and No device" group. For moderate exercises, the "Device only" group performed better, with 1.24 times the days per week doing moderate exercise compared to the "No app and No device" group. The length of time spent in moderate and vigorous physical activity was also significantly higher in the "Device only" group. The frequency of strength training, the "Device only" group performed the best. Days for strength training for the "Device only" group users are 1.33 times the days for the "No app and No device" group users. We speculated that the use of wearable devices helped individuals to do physical activities more regularly and maintain sustainability.

In general, using wearable devices is effective in promoting physical activity. Smartphone apps seem to be less effective in promoting physical activity. Regarding the effect of social determinants on physical activity,
there are significant differences across the four race/ethnicity groups in terms of exercise magnitude and exercise pattern. For example, white respondents had a higher frequency of doing moderate exercise but black respondents spent a longer time for it each day. We found that days of doing moderate exercises in the white population were 0.99 times the days of the black population; the minutes spent for moderate exercises in the black population were 1.01 times the length of white respondents per day and 1.01 times in a week span. Hispanic population exercised in moderate intensity with the longest time for both per day and per week. The black population had the highest frequency of strength training, and it was 1.10 times the days of the white population. The minority population performed better than the white population on physical activity. Other than race/ethnicity, we found that health disparities exist in other social determinants of health. Users with higher education and higher income level were doing more exercise and strength training. Participants maintaining normal weight (18.5 ≤ BMI ≤ 25) had the highest frequency and longest time for moderate exercises. However, for underweight participants (BMI ≤ 18.5), they did more strength training to gain weight. Therefore, participants with different social determinants had different physical activity preferences (moderate exercise vs. strength training) and patterns (multiple days for short time vs. one day for a long time). Functions of smartphone apps and wearable devices could be further improved to fit in a person’s exercise style.

Table 3. Poisson models for physical activities by mHealth user groups, controlling for social determinants

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Days for Moderate Exercises in a Week</th>
<th>Minutes for Moderate Exercises per Week</th>
<th>Minutes for Moderate Exercises per Week</th>
<th>Days for Strength Training in a Week</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Est. 95% CI</td>
<td>Est. 95% CI</td>
<td>Est. 95% CI</td>
<td>Est. 95% CI</td>
</tr>
<tr>
<td>Age</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female vs. Male</td>
<td>0.85 (0.84, 0.88)</td>
<td>0.84 (0.84, 0.86)</td>
<td>0.80 (0.79, 0.82)</td>
<td>0.75 (0.73, 0.78)</td>
</tr>
<tr>
<td>Race and Ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>0.99 (0.95, 1.02)</td>
<td>1.01 (0.99, 1.03)</td>
<td>1.01 (0.98, 1.03)</td>
<td>1.10 (1.04, 1.16)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>0.96 (0.93, 1.00)</td>
<td>1.05 (1.03, 1.07)</td>
<td>1.02 (1.00, 1.04)</td>
<td>1.07 (1.02, 1.13)</td>
</tr>
<tr>
<td>Other</td>
<td>0.87 (0.83, 0.91)</td>
<td>0.99 (0.87, 0.92)</td>
<td>0.85 (0.84, 0.86)</td>
<td>0.90 (0.84, 0.97)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or lower</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>Some college</td>
<td>1.08 (1.04, 1.12)</td>
<td>1.12 (1.08, 1.14)</td>
<td>1.12 (1.09, 1.14)</td>
<td>1.08 (1.02, 1.14)</td>
</tr>
<tr>
<td>College graduate</td>
<td>1.12 (1.08, 1.15)</td>
<td>1.15 (1.13, 1.16)</td>
<td>1.16 (1.14, 1.19)</td>
<td>1.16 (1.11, 1.22)</td>
</tr>
<tr>
<td>Post-graduate degree</td>
<td>1.15 (1.11, 1.20)</td>
<td>1.16 (1.14, 1.19)</td>
<td>1.20 (1.17, 1.21)</td>
<td>1.22 (1.15, 1.28)</td>
</tr>
<tr>
<td>Income</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income ≤ $ 20K</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>$ 20K &lt; Income ≤ $ 35K</td>
<td>0.99 (0.94, 1.04)</td>
<td>1.04 (1.00, 1.08)</td>
<td>1.03 (0.99, 1.07)</td>
<td>0.90 (0.83, 0.97)</td>
</tr>
<tr>
<td>$ 35K &lt; Income ≤ $ 50K</td>
<td>1.04 (0.99, 1.09)</td>
<td>1.16 (1.13, 1.21)</td>
<td>1.11 (1.07, 1.14)</td>
<td>1.02 (0.94, 1.09)</td>
</tr>
<tr>
<td>$ 50K &lt; Income ≤ $ 75K</td>
<td>1.12 (1.07, 1.17)</td>
<td>1.20 (1.15, 1.23)</td>
<td>1.21 (1.16, 1.25)</td>
<td>1.08 (1.01, 1.16)</td>
</tr>
<tr>
<td>$ 75K &lt; Income</td>
<td>1.13 (1.08, 1.19)</td>
<td>1.26 (1.22, 1.30)</td>
<td>1.30 (1.26, 1.34)</td>
<td>1.15 (1.06, 1.23)</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married/Marriage-like</td>
<td>0.94 (0.90, 0.98)</td>
<td>0.93 (0.91, 0.95)</td>
<td>0.89 (0.87, 0.90)</td>
<td>0.89 (0.84, 0.93)</td>
</tr>
<tr>
<td>Separated/divorced/widowed</td>
<td>0.94 (0.91, 0.98)</td>
<td>0.97 (0.95, 0.99)</td>
<td>0.92 (0.90, 0.94)</td>
<td>0.99 (0.93, 1.05)</td>
</tr>
<tr>
<td>BMI Status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI ≤ 18.5</td>
<td>0.93 (0.85, 1.02)</td>
<td>0.85 (0.80, 0.91)</td>
<td>0.84 (0.77, 0.91)</td>
<td>0.96 (1.06, 1.26)</td>
</tr>
<tr>
<td>18.5 &lt; BMI ≤ 25 (ref)</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>25 &lt; BMI ≤ 30</td>
<td>0.89 (0.87, 0.91)</td>
<td>0.92 (0.91, 0.93)</td>
<td>0.87 (0.86, 0.88)</td>
<td>0.85 (0.82, 0.89)</td>
</tr>
<tr>
<td>BMI &gt; 30</td>
<td>0.67 (0.65, 0.69)</td>
<td>0.74 (0.73, 0.75)</td>
<td>0.64 (0.64, 0.66)</td>
<td>0.71 (0.68, 0.74)</td>
</tr>
<tr>
<td>Groups</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No App/Wearable Device</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>App only</td>
<td>1.04 (1.01, 1.07)</td>
<td>1.03 (1.02, 1.05)</td>
<td>1.04 (1.02, 1.05)</td>
<td>1.05 (1.00, 1.11)</td>
</tr>
<tr>
<td>Wearable Device only</td>
<td>1.15 (1.12, 1.20)</td>
<td>1.15 (1.14, 1.17)</td>
<td>1.22 (1.20, 1.23)</td>
<td>1.33 (1.26, 1.39)</td>
</tr>
<tr>
<td>App and Wearable Device</td>
<td>1.24 (1.20, 1.27)</td>
<td>1.22 (1.21, 1.23)</td>
<td>1.27 (1.26, 1.28)</td>
<td>1.30 (1.23, 1.36)</td>
</tr>
</tbody>
</table>

Abbreviations: Est., Estimate; CI, confidence interval; BMI, Body mass index.
Since we found that people who used wearable devices had a more significantly higher level of physical activity, we further examined the patterns and characteristics of wearable device usage. We divided the sample into two groups based on whether the respondents had used wearable devices. Table 4 demonstrates the characteristics that are significantly associated with being a wearable device user. We found that females (OR 1.48, 95% CI 1.35-1.62) and black respondents (OR 1.34, 95% CI 1.18-1.65) were more likely to use wearable devices, which aligns with the finding from Table 2. Respondents with higher education and higher income were more likely to use wearable devices. Respondents who were married or near marriage (OR 1.39, 95% CI 1.23-1.58) were more likely to use wearable devices compared to those of another marital status, which was probably because the household financial burden for them was lower and the cost of using device could also be lower due to the family sharing. Interestingly, respondents who had higher BMIs were more likely to use wearable devices, however, since we don’t have follow-up data, we could not specify whether wearable devices helped them to reduce the BMI level.

Table 4. Characteristics significantly associate with being a wearable device user

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Est.</th>
<th>Odds Ratio</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)*</td>
<td>-0.05</td>
<td>0.95</td>
<td>(0.95,0.96)</td>
</tr>
<tr>
<td>Gender*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female vs. Male</td>
<td>0.39</td>
<td>1.48</td>
<td>(1.35,1.62)</td>
</tr>
<tr>
<td>Race and Ethnicity*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>Ref</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>0.29</td>
<td>1.34</td>
<td>(1.18,1.52)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>0.05</td>
<td>1.05</td>
<td>(0.92,1.20)</td>
</tr>
<tr>
<td>Other</td>
<td>0.26</td>
<td>1.30</td>
<td>(1.09,1.55)</td>
</tr>
<tr>
<td>Education*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or lower</td>
<td>Ref</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>0.40</td>
<td>1.50</td>
<td>(1.32,1.70)</td>
</tr>
<tr>
<td>College graduate</td>
<td>0.54</td>
<td>1.71</td>
<td>(1.51,1.93)</td>
</tr>
<tr>
<td>Post-graduate degree</td>
<td>0.72</td>
<td>2.05</td>
<td>(1.78,2.35)</td>
</tr>
<tr>
<td>Income*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income ≤ $ 20K</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$20K&lt; Income ≤ $ 35K</td>
<td>0.20</td>
<td>1.22</td>
<td>(1.02,1.46)</td>
</tr>
<tr>
<td>$35K&lt; Income ≤ $ 50K</td>
<td>0.40</td>
<td>1.49</td>
<td>(1.25,1.78)</td>
</tr>
<tr>
<td>$50K&lt; Income ≤ $ 75K</td>
<td>0.61</td>
<td>1.84</td>
<td>(1.56,2.18)</td>
</tr>
<tr>
<td>$75K&lt;Income</td>
<td>0.91</td>
<td>2.48</td>
<td>(2.11,2.92)</td>
</tr>
<tr>
<td>Marital status*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married/Marriage-like</td>
<td>0.33</td>
<td>1.39</td>
<td>(1.23,1.58)</td>
</tr>
<tr>
<td>Separated/divorced/widowed</td>
<td>0.17</td>
<td>1.19</td>
<td>(1.03,1.38)</td>
</tr>
<tr>
<td>BMI Status*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI ≤ 18.5 (Underweight)</td>
<td>-0.39</td>
<td>0.68</td>
<td>(0.47,0.99)</td>
</tr>
<tr>
<td>18.5 &lt; BMI ≤ 25 (Normal)</td>
<td>Ref</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25 &lt; BMI ≤ 30 (Overweight)</td>
<td>0.29</td>
<td>1.33</td>
<td>(1.19,1.48)</td>
</tr>
<tr>
<td>BMI &gt; 30 (Obese)</td>
<td>0.36</td>
<td>1.43</td>
<td>(1.28,1.60)</td>
</tr>
</tbody>
</table>

Abbreviations: Est, estimate; CI, confidence interval; BMI, Body mass index. *: P < 0.01

Discussion

Participants who did not use mHealth technologies and applications made up nearly half of the population. There were substantial differences among mHealth users in terms of social determinants. These distinctive characteristics may be useful to tailor health interventions accordingly. Since participants who own wearable devices and smartphone apps may not use them, we just focused on usage rather than ownership. The perceived utility of wearable devices and smartphone apps may facilitate the design and development of personalized features and products. Our findings demonstrate that smartphone app users are older while wearable device users are younger. In terms of social
determinants, health disparities exist in mHealth usage and physical activity level. Social determinants like education and income are associated with mHealth usage and physical activity since poor social determinants result in less likely owning such digital tools. Comprising wearable devices and smartphone apps may be more beneficial if health goals, data visualization, real-time support and feedback, results interpretation, and group education could be embedded into an integrated “smart system”.

The increased prevalence of wearable devices and smartphone apps has opened up new opportunities to collect health data continuously outside of the clinical environment. Although people have long been journaling and logging their activities as a means of managing various aspects of health, the influx of low-cost wearables make it possible to track multiple measures (e.g. heart rate, step count) passively in real-time and at high-frequency intervals so that self-report bias and recall bias can be alleviated. The health-related data that is created, recorded, or collected by people with the intention of introducing the information to the clinic to help address their health concerns, has been termed patient-generated health data (PGHD). This data can be captured with little burden on the users, enabling nearly continuous data streams over extended periods of observation. The use of PGHD holds promise in increasing physical activities. Studies have shown that the effects of most behavioral changes are short-term. As trackers, wearable devices can be an effective tool to generate PGHD in real time and in a long time course. The integration of passively-tracked PGHD also affords clinicians more evidence to diagnose and treat illnesses and supports communication with patients for improved treatment adherence and health outcomes. Integrating these data into EHR will assist healthcare professionals in monitoring individuals’ health status and providing timely support without introducing large resource expenditures. Accompanied with smartphone apps, wearable devices can better motivate and manage individual health. A systematic review found that when combined with other intervention techniques, such as education or counseling, the improvement of physical activity participation is greater than wearable devices alone. In addition, incentives may be useful to motivate physical activity adherence. These features could be added through connecting the smartphone apps. Furthermore, wearable devices have a greater effect on decreasing the time of sedentary behaviors. Human-machine design and interactions should be utilized to develop strategies which can boost user engagement and aid sustainable effectiveness.

Future research may be directed to understanding the association between the intervention effect size and time course, and studying which features of mhealth can lead to sustainable engagement. Additional efforts should be made to expand the time course of the positive effects. Specifically, software engineers should work with researchers to design and implement features that can maintain user engagement using reimbursement, rewards, competition among friends, etc. Personalized and customized design, tailored information, and regular assessment are also useful strategies to engage users. That being said, smartphone apps should not incorporate too many functions that target multiple health behavior changes, because this kind of design will introduce technostress and pressure to users. Focusing on specific health behavior is more likely to lead to longer-term effects.

We recommend that future iterations of HINTS may consider categorizing the types and functions of wearable devices, medical devices, and smartphone apps in the survey at a more granular level. Because motivations for using these technologies and tools may vary by the specific functions and services, this information would be useful to further investigate the patterns among mobile health, social determinants, and physical activity.

**Limitations**

For the analyses, we have identified and controlled for the social determinants for physical activities but we didn’t explore the interaction between user groups and these covariates and time, which together with stratification analyses could be possible steps in future analyses. We used Poisson models to handle the skewness of the, which was less intuitive for interpretation. In addition, this sample was confronted with missing data regarding physical activity outcomes and covariates. The missing data may not be missing completely at random. Those who didn’t respond to questions regarding physical activities may be less active and thus our estimates may be subject to bias. Imputing categorical variables was risky. Therefore, more advanced methods for imputation or weighting are needed to handle the missing data.

This study is the largest and most recent nationally representative study of mobile health usage across 3 cycles (2017-2019) of HINTS. However, because the survey was cross-sectional, we couldn’t examine causal inferences among variables. The survey did not specify the types and main functions of wearable devices and apps; some devices were just used for physiological indicators monitoring, and some apps may just focus on mental health, which may not be associated with physical activity. Meanwhile, given the limitations of the dataset, we did not have the information about mHealth usage frequency and duration. Despite these limitations, this study contributes to a better understanding.
of the effects and patterns among mHealth, social determinants, and physical activities. These findings may be useful for stakeholders like wearable device and smartphone apps companies, researchers, health care workers, and public health practitioners to work together to design and develop “precision mobile health” products with higher personalized and participatory levels, thus improving the population health.

Conclusion

This nationally representative cross-sectional study incorporates a wide range of participants including different age strata, race and ethnicity, and other important social determinants. We find that social determinants are significantly associated with the use of mHealth and individuals using mHealth have more regular physical activity habits. Physical activity interventions comprising wearable devices and smartphone apps can probably be promising in promoting regular physical activity. This study is a good start for further causal inference analyses between mHealth technologies and physical activity level. All the findings may have clinical and public health relevance as improved physical activity levels can contribute to the population health. Combining the advantages of wearable devices and smartphone apps would be useful to integrate PGHD to EHR and make mobile health generate more benefits to a broader population.
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Abstract

White Matter Hyperintensities (WMH) are the most common manifestation of cerebral small vessel disease (cSVD) on the brain MRI. Accurate WMH segmentation algorithms are important to determine cSVD burden and its clinical consequences. Most of existing WMH segmentation algorithms require both fluid attenuated inversion recovery (FLAIR) images and T1-weighted images as inputs. However, T1-weighted images are typically not part of standard clinical scans which are acquired for patients with acute stroke. In this paper, we propose a novel brain atlas guided attention U-Net (BAGAU-Net) that leverages only FLAIR images with a spatially-registered white matter (WM) brain atlas to yield competitive WMH segmentation performance. Specifically, we designed a dual-path segmentation model with two novel connecting mechanisms, namely multi-input attention module (MAM) and attention fusion module (AFM) to fuse the information from two paths for accurate results. Experiments on two publicly available datasets show the effectiveness of the proposed BAGAU-Net. With only FLAIR images and WM brain atlas, BAGAU-Net outperforms the state-of-the-art method with T1-weighted images, paving the way for effective development of WMH segmentation.

Availability: https://github.com/Ericzhang1/BAGAU-Net

Introduction

Cerebral Small Vessel Disease (cSVD) is a major public health burden leading to vascular cognitive impairment, intracerebral hemorrhage, and acute ischemic stroke²⁷. Histologically, the white matter in patients with cSVD exhibits areas of demyelination and pallor that are seen as white matter hyperintensities (WMH) on the brain magnetic resonance imaging (MRI)⁴,⁵. A higher volume of WMH is thought to represent a higher burden of cSVD. Indeed, WMH volume load has been suggested as a potential biomarker for cSVD burden. Clinical studies have shown that a larger WMH volume are associated with cognitive impairment, worse stroke functional outcome, and worse response to acute stroke therapy²³–²⁶. Hence, practical methods for accurate segmentation of WMH to determine its volume are currently needed. Manual tracing WMH in MRI brain images is currently the accepted method for segmenting WMH on brain MRI images. However, it is time-consuming and may be associated inter-observer variability which limits its applicability in daily clinical practice and real time decision making in patients with acute stroke.

Deep neural networks have shown robust performance in WMH segmentation tasks compared to manual segmentation⁹–¹¹,¹⁹. Most of these methods make use of T1-weighted and FLAIR imaging sequences acquired for each patient without considering their clinical usage. In general, the T1-weighted image provides the spatial location information of white matter (WM) that helps guide the WMH segmentation process²⁰. Additionally, research MRI scans are often acquired using standardized protocols in a homogenous group of patients that limit their applicability to routine clinical MRI scans. However, in the real-world clinical setting, rapid MRI acquisition in the setting of acute ischemic stroke without T1 sequences have become the normal protocol to allow for critical time sensitive clinical decision making in this setting²¹,²². Hence, there is a critical need to develop a WMH segmentation method based on FLAIR sequences only that can be employed in the treatment of acute stroke patients. Brain atlases have been developed in the past to assist in imaging segmentation by improving preprocessing and image registration and they have been utilized in WMH segmentation as well²⁸,²⁹. However, these approaches heavily rely on the presence of T1 sequences for ade-
quate registration and segmentation\textsuperscript{30,31}. Recently, atlas-based segmentation was implemented in deep learning, which is either (1) employed in a neural network to learn the correspondences between target image and atlas images\textsuperscript{18} or (2) used to provide guidance as prior knowledge during model training\textsuperscript{17}. Motivated by the latter case, we explored the use of publicly available WM brain atlas to guide our WMH segmentation in the absence of corresponding T1-imaging sequence.

In this paper, we propose a novel brain atlas guided attention U-Net (BAGAU-Net) for WMH segmentation to address the primary limitations mentioned above. BAGAU-Net consists of two segmentation paths that take the FLAIR image and the spatially registered WM brain atlas separately to provide accurate segmentation results. The two segmentation paths are combined using two novel attention-based connecting mechanisms. Our contribution in this work is four fold: (1) We propose to use only FLAIR and publicly available WM brain atlas to achieve robust performance on WMH segmentation compared to using T1-weighted image; (2) we propose an end-to-end dual path model called brain atlas guided attention U-Net (BAGAU-Net) that leverage an additional path, namely atlas encoding path, to effectively capture the prior knowledge from WM brain atlas to help improve segmentation performance; (3) we introduce multi-input attention module (MAM) and attention fusion module (AFM) to combine the information from two paths to further improve the segmentation performance; (4) we evaluate our model on two publicly available datasets, the 2017 MICCAI WHM segmentation challenge\textsuperscript{*} and the Aging Brain: Vasculature, Ischemia, and Behavior Study (ABVIB) dataset\textsuperscript{†}. The results show that BAGAU-Net has out-performed previously proposed state-out-the-art method on both datasets.

Method

As aforementioned, T1-weighed images are not acquired frequently for WMH segmentation due to time constraints in most the clinical settings. In contrast, FLAIR images are expected in the treatment of acute stroke patients, but does not possess detailed information as T1-weighted image. To relieve such a dilemma, we propose to explore extra prior knowledge to improve the performance with only FLAIR images to match the performance with T1-weighted images. Inspired by the classical concepts of atlas-based segmentation, we propose to exploit prior knowledge hidden in a WM brain to guide the segmentation of the FLAIR images. To this end, we introduce the BAGAU-Net architecture for WMH segmentation. We first describe the generation process of standard WM brain atlas. Then we go into details about the dual-path architecture, including (1) the segmentation path, (2) the atlas encoding path, (3) the multi-input attention module (MAM), and (4) the attention fusion module (AFM).

![Figure 1: Examples of MR images, from left to the right are: (a) T1-weighted ICBM152 atlas, (b) corresponding WM probability atlas, (c) FLAIR image, (d) manual WMH segmentation](https://wmh.isi.uu.nl)

Atlas Generation

Brain atlases are often used to identify neuroanatomical structures of the brain. We used the ICBM152 (2009c Non-linear Symmetric, 1 × 1 × 1 in mm)\textsuperscript{‡} and the corresponding WM brain atlas\textsuperscript{5,6} for our model. Elastix\textsuperscript{3,4} was used to spatially register the T1-weighted ICBM152 atlas to each of our target images with the following parameters: A multi-resolution pyramid with three levels using advanced mattes mutual information, standard gradient descent optimizer,
maximum number of iterations 2,000, and a third order B-spline interpolator. The corresponding ICBM152 WM brain atlas was then transformed to match the target image. An example of spatially registered ICBM152 T1-weighted and WM brain atlas, target FLAIR and manually segmented WMH are shown in Fig. 1.

Model Architecture

Convolution neural networks have shown robust performance in many segmentation tasks. As inspired by Li et al., we proposed brain atlas guided attention U-Net (BAGAU-Net) that consists of two separate encoding-decoding paths. As shown in Fig 2, the upper path is a U-Net like architecture designed to extract semantic information from the image itself. The lower path is the atlas encoding path where the spatially registered atlas image is input to help guide the decoding process in the segmentation path. Moreover, we designed a multi-input attention module (MAM) and attention fusion module (AFM) to effectively combine the information between the two paths during the decoding process of segmentation path based on the attention gate (AG) as introduced by Oktay et al. The overview of the proposed architecture can be viewed in Fig. 2.

![Diagram of BAGAU-Net](image)

**Figure 2:** Overview of the BAGAU-Net for WMH segmentation. The model consists of 3x3, 5x5 encoding and decoding block, multi-input attention module (MAM), attention fusion module (AFM), upsampling, and pooling operation.

Segmentation Path

The segmentation path is designed to extract semantic features from the MRI scans. We adopt a U-Net like architecture that consists of four consecutive encoding blocks with feature channel equaling to 64, 96, 128, 256, 512 followed by four decoding blocks connected by skip connections. Each encoding block consists of two consecutive 3 × 3 convolutions followed by batch normalization and a rectified linear unit (ReLU). The max-pooling operation is applied for the down-sampling process to extract high-level features. Each decoding block are constructed in a similar fashion as the encoding architecture, except that an up-sampling operation is applied at the end of the block.
The structure of Multi-input Attention Module (MAM) and the structure of attention fusion module (AFM) are shown in Figure 3: The structure of components in BAGAU-Net.

**Atlas Encoding Path**

The atlas encoding path is used to encode spatial information from atlas images and serves as supplementary features during the decoding process of the segmentation path. We have adopted a similar architecture as our segmentation path with two modifications: (1) each 3×3 convolution in substitute with 5×5 convolution as inspired by Peng et al.\textsuperscript{13} to capture multi-scale features. (2) we use addition instead of concatenation as inspired by Long et al.\textsuperscript{14} to combine lower and higher level features.

**Multi-input Attention Module**

We implemented an attention mechanism that takes multi-input to compute target-aware features. Attention Gate, as proposed by Oktay et al.\textsuperscript{12}, is an efficient way of extracting salient features and contextual information, which allows the model to learn to focus on a subset of target features. $g_i \in \mathbb{R}^{F_g}$ a gating vector and $x_i \in \mathbb{R}^{F_x}$ be the input to the attention gate. The attention gate computes the attention signal $\alpha_i \in [0, 1]$ using addition attention, which is as:

$$q_{att} = W_{att}(\sigma(W^T_x x_i + W^T_g g_i + b_g)) + b_{att},$$
$$\alpha_i = \sigma(q_{att}(x_i, g_i; \theta_{att})).$$

As shown in Fig. 3 (a), MAM takes input from both segmentation path and atlas encoding path at each level and computes the combined feature based on the re-weighted summation of results computed by the attention gate.

**Attention Fusion Module**

Given the output from the last layer of both the segmentation path and atlas encoding path, we implemented a channel-attention mechanism to refine the feature of the last layer. The output from the atlas encoding path is used to compute the attention mask, where, as shown in Fig. 3 (b), the result is then fused with the output from the segmentation path using element-wise multiplication. A final convolution layer is applied to produce the segmentation result based the concatenation of the fused features.

**Experiment**

**Datasets**

The 2017 MICCAI WMH segmentation challenge dataset is publicly available. The dataset consists of 60 training subjects collection from 3 different types of scanners. A more detailed description of the challenge dataset can be found in Table. 1. For each subject, a FLAIR, T1, and the ground truth (manual segmentation of WMH) are provided. All images were bias-corrected using SPM12. We performed image registration through Elastix. The ABVIB dataset is a publicly available dataset originally established to study aging brains and cognitive consequences secondary to cardiovascular risk factors. 30 FLAIR subject images were selected and bias-corrected without associated
Table 1: Overview of the 2017 MICCAI WMH segmentation challenge dataset

<table>
<thead>
<tr>
<th>Institute</th>
<th>Scanner</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>UMC Utrecht</td>
<td>3 T Philips Achieva</td>
<td>20</td>
</tr>
<tr>
<td>NUHS Singapore</td>
<td>3 T Siemens TrioTim</td>
<td>20</td>
</tr>
<tr>
<td>VU Amsterdam</td>
<td>3 T GE Signa HDxt</td>
<td>20</td>
</tr>
</tbody>
</table>

T1 sequences. Manual segmentation of WMH for ground truth was performed by a trained student and independently verified by two investigators including a board certified neurointensivist and neurologist.

Model Training and Implementation Details

We split both WMH challenge and ABVIB dataset into training set, validation set and testing set with a ratio of 8:1:1. Instead of using DSC loss for segmentation, we adopt the Tversky loss metric\(^{15}\) for all model training to provide more balanced weighting between false positives (FPs) and false negatives (FNs). Let P and G be the predict and true label correspondingly. The Tversky loss can expressed as:

\[
T(P, G; \alpha) = \frac{|PG|}{|PG| + \alpha|P \setminus G| + (1 - \alpha)|G \setminus P|},
\]

where \(\alpha\) in the above equation is a hyper-parameter that controls the trade off between FP and FN. We set the value of \(\alpha\) to 0.7 based on the results of extensive search by Salehi et al.\(^{15}\). We use Adam optimizer with learning rate of 0.0002 and batch size of 32 for all models; the number of epochs is set to 200. To demonstrate the effectiveness of the atlas encoding path, we compared our proposed model to the winning team’s solution\(^9\) as well as the same architecture but simply adding the atlas knowledge as a third channel input. We implemented our model using Pytorch platform\(^7\) and trained the model on single Nvidia Volta V100 GPU with 16GB memory. We adopt gradient accumulation when dealing with out of memory problems. We employed data augmentation to both datasets, including mirroring, rotation, shearing and scaling. Gaussian normalization is further applied in addition to bias-correction to reduce variation across images. A threshold of 0.5 was applied to transform the output of the model into a binary segmentation map.

Model Evaluation

The results of the BAGAU-Net segmentation were evaluated both by visual comparison of the automated segmentation and the manually segmentations and by using quantitative metrics. Four quantitative metrics were used for the quantitative assessment: Dice coefficient (DSC), average volume difference (AVD), Recall, and F1 score were calculated for each segmentation. Dice coefficient (DSC) is a measure of the amount of overlap between two segmented structures. The average volume difference measures the total volume difference between ground truth and the predicted segmentations. The recall and F1 statistics were lower in the ABVIB data set than in the WMH Challenge data set. This was primarily due to the presence of a number of small WMH lesions in the ABVIB dataset that were not as prevalent in the WMH Challenge dataset. However the DSC and AVD metrics were similar for both data sets, suggesting that the same WMH lesion load for the whole brain was segmented correctly using the BAGAU-Net model. This was observed to be true in the visual review.
Table 2: Results of BAGAU-Net and other methods on WMH challenge datasets. ↓ indicates that the smaller the better (0=best, and 100=worst). ↑ indicates that the greater the better (0=worst, and 100=best).

<table>
<thead>
<tr>
<th>Model</th>
<th>DSC (%)</th>
<th>AVD (%)</th>
<th>Recall (%)</th>
<th>F1 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-Net (FLAIR + T1)</td>
<td>81.39</td>
<td>16.63</td>
<td>81.41</td>
<td>78.12</td>
</tr>
<tr>
<td>U-Net (FLAIR)</td>
<td>80.58</td>
<td>17.13</td>
<td>81.72</td>
<td>76.75</td>
</tr>
<tr>
<td>U-Net (FLAIR + Atlas)</td>
<td>80.61</td>
<td>17.99</td>
<td>80.27</td>
<td>76.07</td>
</tr>
<tr>
<td>BAGAU-Net</td>
<td><strong>82.02</strong></td>
<td><strong>14.19</strong></td>
<td><strong>82.58</strong></td>
<td><strong>78.42</strong></td>
</tr>
</tbody>
</table>

Table 3: Results of BAGAU-Net and other methods on ABVIB datasets.

<table>
<thead>
<tr>
<th>Model</th>
<th>DSC (%)</th>
<th>AVD (%)</th>
<th>Recall (%)</th>
<th>F1 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-Net (FLAIR)</td>
<td>77.48</td>
<td>21.18</td>
<td>51.50</td>
<td>56.13</td>
</tr>
<tr>
<td>U-Net (FLAIR + Atlas)</td>
<td>76.56</td>
<td>23.87</td>
<td>52.12</td>
<td>56.14</td>
</tr>
<tr>
<td>BAGAU-Net</td>
<td><strong>80.27</strong></td>
<td><strong>16.17</strong></td>
<td><strong>58.51</strong></td>
<td><strong>60.48</strong></td>
</tr>
</tbody>
</table>

Figure 4: Test images from the 2017 WMH challenge dataset (1st column), ground truth (2nd column), the segmentation results obtained by U-Net with FLAIR and T1 (3rd column), FLAIR only (4th column), our proposed BAGAU-Net (5th column) with FLAIR and WM atlas.
Table 4: Results of ablation study on MAM and AFM on WMH challenge dataset

<table>
<thead>
<tr>
<th>Model</th>
<th>DSC (%) ↑</th>
<th>AVD (%) ↓</th>
<th>Recall (%) ↑</th>
<th>F1 (%) ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>BAGAU-Net (without MAM and AFM)</td>
<td>80.52</td>
<td>17.33</td>
<td>81.64</td>
<td>74.19</td>
</tr>
<tr>
<td>BAGAU-Net (without MAM)</td>
<td>81.29</td>
<td>15.72</td>
<td>82.13</td>
<td>77.31</td>
</tr>
<tr>
<td>BAGAU-Net (without AFM)</td>
<td>80.93</td>
<td>16.19</td>
<td>81.87</td>
<td>76.63</td>
</tr>
<tr>
<td>BAGAU-Net</td>
<td><strong>82.02</strong></td>
<td><strong>14.19</strong></td>
<td><strong>82.58</strong></td>
<td><strong>78.42</strong></td>
</tr>
</tbody>
</table>

Segmentation results are shown in Fig. 4. It is clear that the absence of T1-weighted images can result in less accurate segmentation results as shown in column 4 (FLAIR only) versus columns 3 (FLAIR + T1). It can be observed that BAGAU-Net, using only FLAIR and WM brain atlas, yield similar segmentation results compared to segmentation results using FLAIR and T1-weighted image as shown in Fig. 4 column 5. Both experimental results and visual comparison showed that BAGAU-Net can effectively capture useful information from WM brain atlas and use it as prior guidance to yield more accurate segmentation results. Compared to the state-of-the-art method developed for WMH segmentation that requires the presence of T1-weighted image, our proposed method can provide even better results with only FLAIR and publicly available WM brain atlas. Furthermore, our model performs better compared to a recent review of the automated methods for WMH segmentation in which the calculated average DSC across studies was 0.73x.

To illustrate the effectiveness of different components in BAGAU-Net, we perform ablation studies on the WMH challenge datasets as shown in Table 4. For our baseline method, we took out both MAM and AFM from the model and replace it with simple concatenation. Compared to our baseline, we observed that adding either attention modules improves segmentation performance across all metrics. Moreover, including both MAM and AFM further improves the results.

Model Limitation

The main limitation of our model is its application in a relatively small sample size of patients with cSVD (total sample size is 90 subjects). However, more importantly, to address this limitation and increase the external validity of our model, our study subjects were derived from two different datasets (MICCAI and ABVIB). Furthermore, we have only utilized FLAIR sequences in this study to simulate real life scans in this study. The second limitation of our model is that we did not segment separately other lesion types of cSVD such as lacunes since lacunes may have different clinical and prognostic significance than WMH. Our aim in this study, however, was to first develop a successful paradigm for WMH since it is the most prevalent type of cSVD. Current paradigms are under development to subsequently segment lacunes within WMH regions. Finally, our current model was developed in cohorts of patients without other acute or chronic brain etiologies such as acute stroke or brain tumors which can introduce further heterogeneities in brain MRI scans in different clinical settings. The aim of this study, however, was to focus on the method development for combining brain atlas knowledge with deep learning for WMH alone. We will subsequently validate this approach in patients with other brain pathologies.

Conclusion and Future Work

In this paper, we proposed brain atlas guided attention U-Net to improve performance on WMH segmentation. Our model combined domain knowledge of WM brain atlas with deep convolution neural networks by introducing the segmentation path and the atlas encoding path. The proposed MAM and AFM mechanisms were applied at each decoding steps and final prediction step accordingly to help to capture more comprehensive features as well as increase model interpretability by incorporating prior knowledge. We showed that WMH segmentation with T1-weighted image could be replaced and even improved by using publicly available WM brain atlas with our proposed BAGAU-Net. Results showed that our proposed model has out-performed state-out-of-the-art for WMH segmentation on both datasets. Datasets used in this study were collected from elderly group (>65), but the brain atlas we used were generated from a younger group (44±7) (currently, there is no public available brain atlas that focus on aging groups). Ventricles and sulci spaces in aging brains are generally larger than that of young brains. Hence, our model can be further improved by the implementation of an aging white matter brain atlas.
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Abstract

The exponential growth of public datasets in the era of Big Data demands new solutions for making these resources findable and reusable. Therefore, a scholarly recommender system for public datasets is an important tool in the field of information filtering. It will aid scholars in identifying prior and related literature to datasets, saving their time, as well as enhance the datasets reusability. In this work, we developed a scholarly recommendation system that recommends research-papers, from PubMed, relevant to public datasets, from Gene Expression Omnibus (GEO). Different techniques for representing textual data are employed and compared in this work. Our results show that term-frequency based methods (BM25 and TF-IDF) outperformed all others including popular Natural Language Processing embedding models such as doc2vec, ELMo and BERT.

Introduction

Recommendation systems, or recommenders, are information filtering systems that employ data mining and analytics of users’ behaviors, including preferences and activities, to predict users’ interests in information, products or services. There are broadly two types of recommenders: collaborative filtering and content-based. The former works by utilizing the rating activities of items or users, while the latter works by comparing descriptions of items or profiles of users’ preferences.

With the ever-growing public information online, recommendation systems have proven to be an effective strategy to deal with information overload. In fact, recommenders are thriving in this era of Big Data with wide commercial applications in recommending products (e.g. Amazon), music1, movies2, books3, news articles4, and many more.

Applications of recommendation systems are currently expanding beyond the commercial to include scholarly activities. The first recommendation system for research papers was introduced in the CiteSeer project5. Following that, Science Concierge6, PURE7, pmra8 were also developed for recommending articles. More recent experiments include Colin and Beel’s9 and A. Mohamed Hassan et al.’s10, in which they experimented with Natural Language Processing (NLP) models.

The aforementioned systems are all paper-to-paper recommendations, i.e., they provide recommendations of papers similar to a given paper. To date, no prior research has yet been performed on recommending papers based on public datasets, to the best of our knowledge. There are many public datasets available on the internet which might be useful to researchers for further exploration. A scholarly literature recommendation system for datasets is an important and very helpful tool in the field of information filtering. It can aid in identifying prior and related literature to the dataset’s topic. It can save researchers’ time as well as enhance the experience of the dataset’s re-usability. Further, recommending literature to datasets is also a field of research yet to be explored.

In this paper, we described the development of a content-based recommendation system that recommends articles from PubMed corresponding to datasets (referred to as data series) from Gene Expression Omnibus (GEO). GEO is a public repository for high-throughput microarray and next-generation sequence functional genomics data. As of Feb 05, 2020, there are 124,825 data series available in GEO (A series record links together a group of related samples and provides a focal point and description of the whole study11). Many of these series’ data were collected at enormous effort only to be used just once. We believe that dataset use and reuse can be significantly improved when recommending research papers that are relevant to such dataset to researchers, an idea consistent with NIH Strategic Plan for Data Science12. We experimented and compared a variety of vector representations from traditional term-frequency based methods and topic-modeling to embeddings, and evaluated different recommendations using existing citations as a reference. The work described herein is part of the dataset re-usability platform (GETc Research Platform) developed at The University of Texas Health Science Center at Houston available at http://genestudy.org.

Relevant work

CiteSeer4 is a content-based recommender based on keywords matching, Term Frequency-Inverse Document Frequency (TF-IDF) for word information and Common Citation-Inverse Document Frequency (CCIDF) for citation information. Science Concierge6 is another content-based research article recommendation system using Latent
Semantic Analysis (LSA) and Rocchio Algorithms with large-scale approximate nearest neighbor search based on ball trees. PURE\(^7\), another content-based PubMed article recommender developed using a finite mixture model for soft clustering with Expectation-Maximization (EM) algorithm, which achieved 78.2\% precision at 10\% recall with 200 training articles. Lin and Wilbur developed pmra\(^8\), a probabilistic topic-based content similarity model for PubMed articles. Their method achieved slight but statistically significant improvement on precision@5 compared to BM25.

With the popularity of NLP models, such as Google’s doc2vec, USE, and most recently BERT, there have been some efforts in incorporating these embedding methods in research papers recommenders. Colin and Beel\(^9\) experimented with doc2vec, TF-IDF and key phrases for providing related-article recommendations to both digital library Sowiport\(^1\) and the open-source reference manager JabRef\(^1\). A. Mohamed Hassan et al.\(^1\) evaluated USE, InferSent, ELMo, BERT and SciBERT for reranking results from BM25 for research paper recommendations.

**Materials**

We used data series from GEO and MEDLINE articles from PubMed. For GEO series, metadata such as title, summary, date of publications and names of authors were collected using a web crawler. We also collected the PMIDs of the articles associated with each series. From these PMIDs, metadata of corresponding articles such as title, abstract, authors, affiliations, MeSH terms, publisher name were also collected. Figure 1 shows an example of GEO data series, Figure 2 shows an example of PubMed publication.

---

**Figure 1.** An example of GEO data series

**Figure 2.** An example of PubMed publication.

In order to automatically evaluate our recommendations, using metrics such as precision and recall, we kept only the series that have associated citations (publications). That left us with a total of 72,971 unique series and 50,159
associated unique publications. Multiple series can reference the same paper(s). 96% of the series have only 1 related publication and the rest have between 2 to 10.

**Methods**

We adopted an information retrieval strategy, where the data series are treated as queries and the list of recommended publications as retrieved documents. In our experiments, series were represented by their titles and summaries; while publications were represented by their titles and abstracts. Further, we removed stop words, punctuation, and URLs from summaries of series before transforming them into vectors.

We used cosine similarity as the ranking score, which is a popular measure in query-document analysis for the similarity of features due to its low-complexity and intuitional definition. In our case, we only returned the top 10 recommendations based on cosine similarity, which is a realistic scenario where few people would check the end of a long recommendation list. Figure 3 shows our recommender’s architecture.

![Figure 3. Literature recommendation system architecture](image)

The recommendations were then evaluated using existing series-articles relationships from series metadata using MRR@10, recall@1, recall@10, precision@1, and MAP@10.

**Vector representation**

Methods of representing textual data in recommendation systems are ranging from traditional term-frequency based methods and topic-modeling to embeddings. Below is the list of methods we experimented with in this study:

- **TF-IDF**: a numerical statistical representation of how important a word is to a document in a collection or corpus. For each vocabulary V, the value increases proportionally to the number of times that V appears in the document (term frequency, TF) and is offset by the total number of documents that contain V (inverse document frequency, IDF). We used TF-IDF implementation from scikit-learn.

- **BM25**: a ranking function that is based on a probabilistic retrieval framework that utilizes adjusted values of TF and IDF and document length. We used BM25 implementation from genism.

- **LSA**: a topic modeling technique that utilizes singular value decomposition (SVD) on a term-frequency matrix to find a low-rank approximation representation. We used TruncatedSVD from scikit-learn for LSA implementation, with a reduced dimension equals to 300.

- **word2vec**: a two-layer neural network that is trained to reconstruct linguistic contexts of words by mapping each unique word to a corresponding vector space. We utilized word2vec implemented in gensim, with an embedding dimension of 200.

- **doc2vec**: a neural network method that extends word2vec and learns continuous distributed vector representations for variable-length pieces of texts. We utilized doc2vec implemented in gensim, with an embedding dimension of 300.
ELMo\textsuperscript{2}: a deep, contextualized bi-directional Long Short-Term Memory (LSTM) model that was pre-trained on 1B Word Benchmark\textsuperscript{23}. We used the latest TensorFlow Hub implementation\textsuperscript{24} of ELMo to obtain embeddings of 1024 dimensions.

InferSent\textsuperscript{25}: a bi-directional LSTM encoder with max-pooling that was pre-trained on the supervised data of Stanford Natural Language Inference (SNLI)\textsuperscript{26}. There are two versions of InferSent models, and we used one with fastText word embeddings from Facebook’s github\textsuperscript{27}, with the resulting embedding dimension of 4096.

USE\textsuperscript{28}: Universal Sentence Encoder, developed by Google, has two variations of model structures: one is transformer-based while the other one is Deep Average Network (DAN)-based, both of which were pre-trained on unsupervised data such as Wikipedia, web news and web question-answer pages, discussion forums, and further on supervised data of SNLI. We used the TensorFlow Hub implementation of transformer USE to obtain embeddings of 512 dimensions.

BERT\textsuperscript{29}: Bidirectional Encoder Representations from Transformer developed by Google, which has previously achieved state-of-the-art performance in many classical natural language processing tasks. It was pre-trained on 800M-words BooksCorpus and 2500M-word English Wikipedia using masked language model (MLM) and next sentence prediction (NSP) as the pre-training objectives. We used the package Sentence-BERT\textsuperscript{30} to obtain vectors optimized for Semantic Textual Similarity (STS) task, which is of 768 dimensions.

SciBERT\textsuperscript{31}: a BERT model that was further pre-trained on 1.14M full-paper corpus from semanticscholar.org\textsuperscript{32}. Similarly, we used Sentence-BERT to obtain vectors of 768 dimensions.

BioBERT\textsuperscript{33}: a BERT model that was further pre-trained on large scale biomedical corpus, i.e. 4.5B-word PubMed abstracts and 13.5B-word PubMed Central full-text articles. Similar to BERT, vectors of 768 dimensions were obtained using Sentence-BERT.

RoBERTa\textsuperscript{34}: a robust version of BERT that has been further pre-trained on CC-NEWs\textsuperscript{35} corpus, with enhanced hyperparameters choices including batch-sizes, epochs, and dynamic masking patterns in the pre-training process. We used Sentence-BERT to obtain vectors of 768 dimensions.

DistilBERT\textsuperscript{36}: a distilled version of BERT with a 40% reduced size, 97% of the original performance while being 60% faster. We used Sentence-BERT to obtain vectors of 768 dimensions.

For all term-frequency based methods, the experiments were performed on 8 Intel(R) Xeon(R) Gold 6140 CPUs@ 2.30GHz. For embedding based methods, the experiments were performed using 1 Tesla V100-PCIE-16GB GPU. The implementations of the experiments are at \url{https://github.com/chocolocked/RecommendersOfScholarlyPapers}

\textbf{Evaluation metrics}

The following metrics were used to evaluate our system:

\textbf{Mean reciprocal rank (MRR)}\textsuperscript{\textsubscript{k}}: The Reciprocal Rank (RR) measures the reciprocal of the rank at which the first relevant document was retrieved. RR is 1 if the relevant document was retrieved at rank 1, RR is 0.5 if document is retrieved at rank 2, and so on. When we average the top k retrieved items across queries, the measure is called the Mean Reciprocal Rank\textsuperscript{\textsubscript{k}}. In our case, we chose k=10.

\textbf{Recall}\textsuperscript{\textsubscript{k}}: At the k-th retrieved item, this metric measures the proportion of relevant items that are retrieved. We evaluated both recall\textsuperscript{\textsubscript{1}} and recall\textsuperscript{\textsubscript{10}}.

\textbf{Precision}\textsuperscript{\textsubscript{k}}: At the k-th retrieved item, this metric measures the proportion of the retrieved items that are relevant. In our case, we are interested in precision\textsuperscript{\textsubscript{1}}. Since most of our data series has only 1 corresponding publication, which means most of the data only has 1 relevant item.

\textbf{Mean average precision (MAP)}\textsuperscript{\textsubscript{k}}: Average Precision is the average of the precision value obtained for the set of top k items after each relevant document is retrieved. When average precision is averaged again over all retrieval, this value becomes mean average precision.

\textit{Detailed procedure-example}
Below, we demonstrate the detailed procedure using BM25 and data series ‘GSE11663’ as an example:

- For each of the 50,159 publications, we concatenated processed titles with abstracts. We then created a BM25 object, its dictionary and corpus out of the list.

- For ‘GES11663’, we concatenated the title (‘human cleavage stage embryos chromosomally unstable’) and the processed summary (‘embryonic chromosome aberrations cause birth defects reduce human fertility however neither nature incidence known develop assess genome-wide copy number variation loss heterozygosity single cells apply screen blastomeres vitro fertilized preimplantation embryos complex patterns chromosome-arm imbalances segmental deletions duplications amplifications reciprocal sister blastomeres detected large proportion embryos addition aneuploidies uniparental isodisomies frequently observed since embryos derived young fertile couples data indicate chromosomal instability common human embryogenesis comparative genomic hybridisation’) and got its vector representation using dictionary: [ (27, 1), (32, 1), (44, 1), (46, 1), (80, 1), (116, 1), (141, 1), (175, 1), (182, 1), (190, 1), (360, 2), (390, 1), (407, 1), (530, 1), (649, 1), (663, 1), (725, 1), (842, 1), (844, 1), (999, 1), (1034, 1), (1186, 1), (1235, 1), (1370, 1), (1634, 1), (1635, 1), (1636, 1), (1761, 1), (1862, 1), (2023, 1), (2174, 1), (2224, 1), (2292, 1), (2675, 1), (2677, 1), (3023, 1), (3082, 1), (3113, 1), (3144, 2), (3145, 2), (3153, 1), (3697, 1), (4265, 1), (4935, 1), (5021, 1), (5105, 1), (5775, 1), (6665, 1), (6772, 1), (6828, 1), (7298, 1), (7372, 1), (7684, 1), (7808, 1), (7949, 1), (8211, 1), (8344, 1), (8569, 2), (8974, 1), (9009, 1), (9302, 1), (9705, 1), (10480, 1), (11360, 1), (17139, 1), (24769, 1), (28560, 1), (38594, 1), (54855, 1), (228500, 1), (250370, 1), (84218713), (24523136), (27197242), (18713793)]. Then we used sklearn ‘cosine-similarity’ to get similarity scores of all 50,159 publications with this series.

- Since ‘GSE11663’ has the citation [‘19396175’, ‘21854607’] (without order), and our top 10 recommendations were [‘19396175’, ‘23526301’, ‘16698960’, ‘25475586’, ‘29040498’, ‘23054067’, ‘27197242’, ‘23136300’, ‘24035391’, ‘18713793’]. Our recommendations hit top 1. In this case, we calculated

\[
\begin{align*}
MRR@10: \frac{1}{1} & = 1, \\
\text{recall@1: } \frac{1}{3} & = 0.33, \\
\text{precision@1: } \frac{1}{4} & = 1, \\
MAP@10: \frac{1}{2} \times (1 + 0) & = 0.5.
\end{align*}
\]

- We repeated the above two steps, and computed average for all 72,971 series

**Results**

Table 1 shows the results of our experiments with different vector representations. BM25 outperformed all other methods in terms of all evaluation metrics, with MRR@10, recall@1, recall@10, precision@1, and MAP@10 of 0.785, 0.742, 0.833, 0.756, and 0.783 respectively, followed closely by TF-IDF. None of the embedding methods alone was able to outperform BM25. Furthermore, word2vec, doc2vec, and BioBERT were among the top embedding methods outperforming ELMo, USE, and the rest.

Our findings show that traditional term-frequency based methods (BM25, TF-IDF) were more effective for recommendations compared to embedding methods. Contrasting previous beliefs that embeddings can conquer all, given their performances in standard general NLP tasks such as sentiment analysis, Questions & Answering (Q&A), and Named Entity Recognition (NER). They failed to show advantage in the simple scenario of capturing semantic similarity as measured by cosine similarity. Even though the context were not exactly the same, Colin and Beel\(^\text{1}\) did find out in their studies that doc2vec failed to defeat TF-IDF for key phrases in the two experimental setups of publication recommendations for digital library Sowiport and reference manager Jabref. Moreover, A. Mohamed Hassan et al.\(^\text{12}\) also concluded in their study that none of the sentence embeddings (USE, InferSent, ELMo, BERT and SciBERT) that they had employed were able to outperform BM25 alone for their research paper recommendations.

One possible reason could be that traditional statistical methods produce better features when the queries are relatively homogenous, Ogilvie and Callan\(^\text{4}\) showed that single database (homogeneous) queries with TF-IDF performed unanimously better than multi-database (heterogenous) queries when no additional IR techniques, such as query expansion, were involved. Currently, we are only using GEO datasets for queries which are all related to gene expressions. But as we introduce more diverse datasets for our platform in the future, e.g. immunology and infectious
Table 1. MRR@10, Recall@1, Recall@10, Precision@1, and MAP@10 for recommenders using different vector representations.

<table>
<thead>
<tr>
<th>Vector representations</th>
<th>Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MRR@10</td>
</tr>
<tr>
<td>Term-frequency based &amp; topic modeling</td>
<td>TF-IDF</td>
</tr>
<tr>
<td></td>
<td>BM25</td>
</tr>
<tr>
<td></td>
<td>LSA</td>
</tr>
<tr>
<td>Embedding based: Not pretrained on NLP tasks</td>
<td>word2vec</td>
</tr>
<tr>
<td></td>
<td>doc2vec</td>
</tr>
<tr>
<td></td>
<td>ELMo</td>
</tr>
<tr>
<td></td>
<td>InferSent</td>
</tr>
<tr>
<td></td>
<td>USE</td>
</tr>
<tr>
<td></td>
<td>BERT</td>
</tr>
<tr>
<td></td>
<td>SciBERT</td>
</tr>
<tr>
<td></td>
<td>BioBERT</td>
</tr>
<tr>
<td></td>
<td>roBERTa</td>
</tr>
<tr>
<td></td>
<td>DistilBERT</td>
</tr>
</tbody>
</table>

In disease datasets, the heterogeneity might require more advanced embedding methods. Further, as we observe approximately 8% improvement from regular BERT to BioBERT, we think it might be of importance for NLP models to be further trained on domain-specific corpus for better feature representations for cosine similarity. Another possible reason could be that, as these embeddings were pre-trained on standardized tasks, thus the embeddings might be specialized towards those tasks instead of representing simple semantic information. This could explain the observation that general text embeddings, e.g. word2vec, doc2vec, perform better than other more specialized NLP models, e.g. ELMo and BERT, which were pre-trained to perform on tasks such as Q&A, sequence classification. Therefore, we might be able to take full advantage of their potentials when formulating our problem from a simple cosine similarity between query and documents to matching classification for example; a format closer to how these models were designed for in the first place. That is also the direction we are heading towards for future experiments.

Even though we do not currently have users’ feedback for manual evaluations, we did, however, manually inspect the recommendation results for the completeness of our experiments, particular for those where the cited articles did not appear within the top 5 recommendations. We randomly sampled 20 such data series and examined recommended papers by thoroughly reading through papers’ abstract, introduction, and methods. We had some interesting observations regarding those cases: For example, for ‘GSE96174’ data series, even though our top 5 recommendations did not include the existing related article, three of them actually cited and used the data series as relevant research materials. Another example is that of ‘GSE27139’, where our top recommendations were from the same author that submitted the data series, and those articles were extensions from their previous research work. Due to time limitation, we could not check all the 13,013 cases, but we found at least 10 cases (‘GSE96174’, ‘GSE836’, ‘GSE92231’, ‘GSE78579’, ‘GSE96211’, ‘GSE27139’, ‘GSE10903’, ‘GSE105628’, ‘GSE44657’, ‘GSE1888’) that had similar situations as we mentioned above and where the top 3 recommendations were, to the best of our judgement, associated with data series of concern, even though they did not appear in the citation as of the time we did our experiments. Therefore, we believe that our recommendation systems might do even better in the real setting than the evaluations presented here.

We want to mention that we also experimented with re-ranking. The final ranking score is defined as the previous cosine-similarity adding a re-ranking score, with the re-ranking score calculated using cosine similarity of only titles of the queried dataset and of the articles. We did not find statistically significant improvements, and therefore did not report the results in this paper.
Discussion

In this work, we developed a scholarly recommendation system to identify and recommend research papers relevant to public datasets. The sources of papers and datasets are PubMed and Gene Expression Omnibus (GEO) series, respectively. Different techniques for representing textual data ranging from traditional term-frequency based methods and topic-modeling to embeddings are employed and compared in this work. Our results show that embedding models that perform well in their standardized NLP tasks, failed to outperform term-frequency based probabilistic methods such as BM25. General embeddings (word2vec and doc2vec) performed better than more specialized embeddings (ELMo and BERT) and domain-specific embeddings (BioBERT) performed better than non-domain specific embeddings (BERT). In future experiments, we plan to develop a hybrid method combining the strengths of the term-frequency approach and also embeddings to maximize their potentials in different (heterogeneous vs. homogeneous) problem scenarios. In addition, we plan to engage users in rating our recommendations, use interrater agreement approach to further evaluate results, and incorporate the feedback to further improve our system. We hope to utilize content-based and collaborative filtering for better recommendations.

Given their usefulness, extending the applications of recommender systems to aid scholars in finding relevant information and resources will significantly enhance research productivity and will ultimately promote data and resources reusability.
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Abstract

Fetal ultrasound is recommended for every pregnancy worldwide to identify congenital heart disease (CHD). Although highly accurate in principle and despite clear guidelines, diagnosis is poor due to challenges in image acquisition and interpretation. Deep learning (DL) is a cutting-edge technique for identifying patterns in imaging. We use an ensemble of DL algorithms to distinguish normal hearts from any CHD in prenatal screening ultrasound, testing in over 4,000 prenatal ultrasounds (over 4.4 million images) and achieve an AUC of 0.99 on distinguishing normal hearts from CHD.

Introduction

Congenital heart disease (CHD), the most common birth defect, can be asymptomatic in fetal life but cause significant morbidity and mortality after birth¹. The earlier it is diagnosed, the better the outcomes and therapeutic options². Fetal screening ultrasound is recommended for every pregnant woman worldwide and provides five views of the heart that, taken and used correctly, can diagnose over 90 percent of congenital heart disease³. In practice, however, the fetal diagnosis rate for congenital heart disease is only 30-50 percent, even where fetal ultrasound is universal⁴⁻⁵. We hypothesized that the main reason for this startling diagnosis gap is inadequate/uneven expertise in interpreting fetal cardiac images, due to the diagnostic challenge presented by a small and fast-beating fetal heart and due to relatively low exposure to CHD among caregivers (owing to its low prevalence). Supporting this hypothesis is that small, single-center clinical quality control programs can increase detection of CHD up to 100 percent⁶. We therefore decided to test whether deep-learning image analysis could improve upon diagnosis rates commonly encountered in community practice, even when trained only on a relatively small number of clinically relevant imaging studies. Previously, we demonstrated proof-of-concept in using deep learning (DL) to distinguish normal fetal hearts from two CHD lesions in a small test set of fetal echocardiograms (specialty ultrasound of the fetal heart)⁷. We now extend the generalizability and robustness of this work to distinguishing normal fetal hearts from any of 16 CHD lesions in a test set of fetal screening ultrasound (the non-specialty imaging recommended for every fetus worldwide), in a large test set with a CHD prevalence similar to that of the general population⁸.

Methods

Using retrospectively collected echocardiograms and screening ultrasounds from fetuses 18-24 weeks of gestational age from UCSF’s collection 1994-2019 (over 100,000 images from over 1300 imaging studies from multiple imaging machines, over-read by clinical experts), we trained deep learning models to identify the five screening views of the fetal heart from a screening fetal ultrasound. We then trained models to distinguish between normal hearts and any of 16 complex CHD lesions, which require referral to a fetal cardiologist and often require surgery during the neonatal period. With a supervised learning approach, we trained a ResNet-inspired CNN model to distinguish the five recommended views of the heart from among any image a fetal ultrasound (Figure 1, DL view classifier). We then developed binary classifiers using the same network architecture to distinguish, for each view, a classification of normal vs any CHD (Figure 1, DL dx classifiers). For these classification tasks, we used four different test sets, each test set was separate from the training data. FETAL-125 test set was 125 UCSF fetal echocardiograms with 30% CHD; OB-125 was 125 UCSF fetal screening ultrasounds from the corresponding fetuses as in FETAL-125; BCH-400 was 423 fetal echocardiograms from Boston Children’s Hospital, with 92% CHD; and OB-4000 was 4,108 UCSF fetal screening ultrasounds with 0.9% CHD (similar to community prevalence) and represented over 4.4 million images.

Figure 1. Diagram of ensemble model.
Convergence plots of training and test data performance by training epoch showed an absence of overfitting. We also visualized saliency maps and gradient weighted class activation maps (GradCAMs) for test data to understand the image features that the view classification and diagnostic classification models used to make their decisions. For each heart, we arrived at a composite diagnostic decision of normal vs. CHD by applying a rules-based classifier to the five per-view diagnostic classifications above (Figure 1, composite dx classifier). (Briefly, the rules-based classifier essentially summed prediction probabilities of normal and of CHD for images within views and then across views). Separately, we trained a UNet to segment cardiothoracic structures from axial 4-chamber images and used the segmentations to calculate standard biometrics such as cardiothoracic ratio and cardiac axis from normal hearts, tetralogy of Fallot (TOF), and hypoplastic left heart syndrome (HLHS) CHD lesions.

**Results**

For view classification, diagnostic-quality views were found from screening fetal ultrasound with 96% sensitivity and 92% specificity (as measured in the OB-125 test set of 329,405 images). For diagnostic classification, per-view AUCs in distinguishing normal from CHD ranged from 0.72-0.88, where the abdomen view had the lowest AUC, consistent with the clinical observation that abdomen is the least useful view for CHD diagnosis. Saliency maps and GradCAMs showed that the model’s decisions are based on clinically relevant image features. Per-view predictions from the remaining four views were used in the rules-based classifier to achieve AUCs in distinguishing normal vs CHD hearts of 0.98, 0.93, 0.99, and 0.89 in distinguishing normal from abnormal hearts on FETAL-125, OB-125, OB-4000, and BCH-400 test sets, respectively. Most notable was the performance on OB-4000, the largest test set that is most similar to community-based ultrasound, consisting entirely of fetal screening ultrasound and containing 0.9% CHD: an AUC of 0.99 on OB-4000 allowed a sensitivity of 95% (95%CI, 83-99%), specificity of 96% (95%CI, 95-97%), positive predictive value of 20% (95%CI, 17-23%) and a negative predictive value of 100%. For segmentation, in normal hearts predicted cardiothoracic ratio (0.52±0.03) was statistically indistinguishable from clinically measured values (Mann–Whitney U (MWU) p-value 0.2), and were the same across normal, TOF, and HLHS groups (Kruskal-Wallis p-value 0.5). As expected from clinical experience, hearts with tetralogy of Fallot had increased cardiac axis compared to normal hearts (63±16 degrees, p-value 0.007).

**Discussion**

To our knowledge, this is the first use of deep learning to approximately double community-reported sensitivity and specificity on a global diagnostic challenge in a test set of real fetal screening ultrasound with a CHD prevalence similar to standard population (OB-4000). Building on prior work4, we can now distinguish normal heart from 16 complex CHD lesions with high performance, making our model a useful screening tool. We have extensively tested our model in several datasets, including outside-hospital datasets, datasets with a high prevalence of CHD, and datasets with a CHD prevalence similar to the general community (OB-4000). Our approach to both model design and testing ensured interpretability at several levels, which can help with clinical adoption. The model’s performance and speed allow its integration into clinical practice as software onboard ultrasound machines to improve real-time acquisition and to facilitate telehealth approaches to prenatal care. We look forward to further multi-center testing of our model.
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A Generalizable Framework for Exhaustive Cost-Effectiveness Analysis of Drugs for a Given Clinical Indication Leveraging Real-World Evidence
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Introduction

Hypertension is a chronic disease that affects one in three adults in the United States with an estimated annual direct cost of $47.3 billion and annual patient cost of $733¹. Despite the widespread incidence and financial burden of hypertension, there does not exist a standardized set of prescription guidelines. What exists is a multitude of guidelines from different countries, agencies, and associations with varying recommendations spanning multiple drug classes and active ingredients leading to prescription tendencies which may not be optimized for cost-effectiveness.

To bypass the technical limitations imposed by the reanalysis of randomized controlled trials (RCTs), we capitalized on the vast and growing wealth of available prescription drug data residing in electronic health records (EHRs). These data were the basis of our novel generalizable framework to conduct cost-effectiveness analysis of prescription drugs using real-world evidence (RWE). This framework allowed us to directly compare the cost-effectiveness of all antihypertensive drugs to propose a new set of prescription guidelines as ranked lists of effectiveness per dollar based on sets predefined factors (e.g. age, race, sex, pre-existing condition, etc.).

Methods

We built a generalizable framework to conduct cost-effectiveness analysis of prescription drugs using real-world evidence. For a given drug class, we obtained the deidentified EHR records of all patients who were treated with that drug class and met a prespecified set of inclusion criteria.

The inclusion criteria for this study were: first time user of antihypertensive monotherapy, prior diagnosis of hypertension with blood pressure (BP) ≥ 130/80, prescription occurred during an outpatient visit, at least 1 year of medical history in the EHR prior to the prescription, at least 1 year of follow-up data in the EHR after the prescription, and at least 60 days of consecutive use of the prescription.

To evaluate the cost-effectiveness of antihypertensives on patients commonly seen in the health care system and provide updated prescription guidelines, cohorts were specified for exhaustive combinations of demographics (age, sex, race, etc.) and comorbidities (type 2 diabetes, chronic kidney disease, heart failure, etc.). The resulting cohorts were propensity score matched for all pairwise combinations of antihypertensive drug classes. We considered a number of outcomes to evaluate the relative cost-effectiveness of each drug including: quality-adjusted life year (QALY), incremental cost-effectiveness ratio (ICER), ΔBP per dollar, and incidence of secondary outcomes per dollar (e.g. heart failure, stroke, dementia, etc.). Based on the selected outcome, drugs were ranked by benefit per dollar.

We first built our framework using EHR data from the UCSF OMOP Deidentified (DEID) Clinical Data Warehouse (CDW) which uses the OMOP Common Data Model (CDM). This standardized data format allowed us to validate our findings using EHR data from four other academic medical centers which are part of the University of California Health system (UC Davis, UCLA, UC Irvine, and UCSD). The UC Health System EHR is ~5x the size of the UCSF EHR which allowed us to evaluate an additional ~35,000 additional patients who met our inclusion criteria.

Data was queried from the UCSF OMOP DEID CDW using SQL and from the UC Health Data Warehouse (UCHDW) through the UC Data Discovery Portal with Apache Spark and Databricks. All downstream analysis was conducted using R statistical software. Code for obtaining and analyzing the data will be made available to facilitate reproducibility and dissemination of the framework.

Results

We first applied our framework to 6,847 antihypertensive treated patients from the UCSF OMOP DEID CDW who met our inclusion criteria. To identify the antihypertensive drug class which produced the greatest change in blood pressure per dollar, we considered all pairwise combinations of drug classes and matched the cohorts with propensity scores to correct for potential bias. We compared the distributions of change in systolic blood pressure normalized per dollar before and after antihypertensive treatment for individuals treated with diuretics and four other major antihypertensive drug classes (Figure 1). We found that diuretics provided the largest decrease in systolic blood
impact on clinical prescription guidelines for any antihypertensives. The outcomes of this study can be used to inform new prescription guidelines for patient populations treated with antihypertensives. The framework we introduce here highlights a new use for prescription guidelines from UCHDW. Pair-wise comparisons shown here, between one drug class (title above each plot) versus diuretics (title on the right of the row). Each point corresponds to a patient and is colored by the drug class. The outcome of change in systolic blood pressure per dollar (normalized by cost per pill per day adjusted by dose) is on the y-axis. The mean change is next to the violin plots and the p-value from a Wilcoxon rank sum test is at the top. ARBs (Angiotensin Receptor Blockers).

To evaluate the generalizability of both our framework and these findings, we extended our analysis to the UCHDW which included four additional academic medical centers (Table 1). We observed a similar effect on change in systolic blood pressure between diuretics and three of the four other antihypertensive drug classes, with few statistically significant differences (Table 1 top). However, ACE inhibitors provided a greater reduction in systolic blood pressure across all five sites with a significant difference at UCLA and close to significant at UCD, UCI, and UCSF (adjusted p-value = 0.056, 0.05, and 0.068) compared to a matched cohort of diuretics users. These changes in systolic blood pressure were then converted to change in systolic blood pressure per dollar per day using cost and frequency information (Table 1 bottom). Consistent with the findings from the UCSF OMOP DEID CDW, diuretics provided a higher average reduction in systolic blood pressure per dollar per day (range of average values: 56.7-112.2) versus the other four reported antihypertensive drug classes (range of average values: 6.13-17.8). This is largely attributable to the similar effect of diuretics on the outcome of change in systolic blood pressure versus other antihypertensive drug classes and the low average cost of diuretics versus the average cost of the other drug classes.

![Figure 1. Results of cost-effectiveness of antihypertensives from UCSF OMOP DEID CDW. There are 4 pair-wise comparisons shown here, between one drug class (title above each plot) versus diuretics (title on the right of the row). Each point corresponds to a patient and is colored by the drug class. The outcome of change in systolic blood pressure per dollar (normalized by cost per pill per day adjusted by dose) is on the y-axis. The mean change is next to the violin plots and the p-value from a Wilcoxon rank sum test is at the top. ARBs (Angiotensin Receptor Blockers).](image)

<table>
<thead>
<tr>
<th>Drug Class</th>
<th>UCD (n=9,718)</th>
<th>UCI (n=2,402)</th>
<th>UCLA (n=15,805)</th>
<th>UCSD (n=2,829)</th>
<th>UCSF (n=3,203)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACE Inhibitors</td>
<td>-9.1/-9.7</td>
<td>0.329</td>
<td>-10.6/-9.6</td>
<td>0.797</td>
<td>-12.0/-12.2</td>
</tr>
<tr>
<td>Beta Blockers</td>
<td>-9.9/-10.3</td>
<td>0.599</td>
<td>-10.1/-9.9</td>
<td>0.914</td>
<td>-11.2/-10.6</td>
</tr>
<tr>
<td>CCBs (7,675)</td>
<td>-11.0/-10.3</td>
<td>0.353</td>
<td>-11.2/-11.3</td>
<td>0.848</td>
<td>-12.2/-12.9</td>
</tr>
<tr>
<td>Diuretics (10,745)</td>
<td>-10.8/-11.8</td>
<td>0.056</td>
<td>-9.7/-12.5</td>
<td>0.050</td>
<td>-12.0/-13.8</td>
</tr>
</tbody>
</table>

Table 1. Results of cost-effectiveness of antihypertensives from UCHDW. Pair-wise comparisons for drug class (each row) versus diuretics across 5 sites in the UC Health System (columns). The top half of the table reports changes in systolic blood pressure after antihypertensive treatment and the bottom half reports changes in systolic blood pressure per dollar. For each site, the left column gives the average change in systolic blood pressure (or change per dollar) with the left number corresponding to diuretics and the right number corresponding to the drug class indicated in the row. The right column for each site gives the adjusted p-value for a Wilcoxon rank sum test between matched cohorts of diuretics and the indicated drug class. ARBs (Angiotensin Receptor Blockers), CCBs (Calcium Channel Blockers).

Discussion

We developed a flexible framework that can be used to evaluate the cost-effectiveness of all drugs for a given indication. This framework was used to systematically evaluate the benefit-per-dollar of all commonly prescribed antihypertensives using RWE. Our findings were robust across multiple hospital centers in the UC Health System. The outcomes of this study can be used to inform new prescription guidelines for patient populations treated with antihypertensives. The framework we introduce here highlights a new use for RWE that can make an immediate impact on clinical prescription guidelines for any drug class it is applied to.
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Using SNOMED CT Relationships for Data Exploration and Discovery in Rare Diseases - An Interactive Data Visualization Tool

Tom Balmat¹ and Rachel L. Richesson, PhD²

¹Duke University, Durham, NC; ²University of Michigan, Ann Arbor, MI

Introduction
Electronic clinical and research data coded with standardized terminology can accelerate the discovery of detailed clinical phenotypes, which are vital to understanding the pathology and management of rare and emerging disorders, particularly multi-symptomatic disorders with varying severity and patterns of disease. The formal semantic relationships in SNOMED CT can support the exploration and analysis of data to recognize new clinical phenotypes, but tools for using these relationships in clinical analytics or research are lacking. The objective of this presentation is to demonstrate a data visualization tool that leverages the formal semantics of SNOMED CT to advance data exploration in a large research dataset on children with rare Urea Cycle Disorders (UCD).

Methods
Data source. The NIH-funded UCD natural history study includes data on over 800 participants, each with a confirmed molecular diagnosis of one of 8 different UCD subtypes followed over 12 years.¹ Data from UCD study used in our data visualization include patient identifier (anonymized), type of UCD diagnosis, visit date, structured information on hyperammonemic (HA) events (markers of disease exacerbation that are the hallmark of UCD), clinical observations from biannual physical exam and research visits. Medical history and physical exam observations were coded in SNOMED CT by research staff at each study visit, as described in (2). We imported the UCD study data into a Neo4J graph database along with the semantic relationships (i.e. the “knowledge base”) of SNOMED CT, building on the work of Campbell et al.³ We used their information model to link study participants with multiple research visits, each with multiple observations linked to SNOMED CT codes.

Design goals and project team. The UCD consortium⁴ investigators want to explore and make full use of the rich data collected in the UCD natural history study. We collaborated with these clinical and data experts to explore the UCD and SNOMED CT data using interactive graph visualization. Because of the size of the dataset and number of SNOMED relationships, the graphs had thousands of nodes and links and were essentially unviewable. Hence, the primary design goal for the tool was to aggregate data instances into broader semantic groups based upon the relationships in SNOMED CT, which would reduce the number of nodes in a graph and allow other patterns to be detected. To meet this goal, we developed a dynamic data visualization tool to explore the prevalence of psychiatric and neurologic abnormalities across UCD diagnoses.

The tool was designed and developed by a senior data scientist (TB) who interacted with data and terminology experts for initial requirements and clinical UCD experts for iterative development. The tool was developed in R using the Shiny, RNeo4j, and visNetwork packages. Shiny provides functions for developing web pages for user interaction, while making available the entire R suite for back-end computation. RNeo4j provides an interface between R and a Neo4j database, so that queries resulting from user-specified inquiries are executed as a Cypher query against the graph database. visNetwork provides functions to generate nodes and connecting edges from queried, tabular data. In the next section we describe the architecture of the tool and some interesting challenges that we encountered.

Results
To use the visualization tool, a researcher selects SNOMED CT concepts from a hierarchical list patterned by the SNOMED CT browser (5), and additional covariates (UCD subtype, history of HA events, sex, age) to be represented as nodes in the graph. The R script queries the UCD data in the Neo4j graph database and uses it to construct node and edge descriptor tables. The descriptor tables are processed by visNetwork to produce a graph presented in a sub-window of the viewer’s web page. The user reviews the graph with various roll-over labels, zooming methods, and graph reformatting operations (bipartite, tripartite, radial edge bundled). Node and edge sizes, weights, and roll-over labels indicate numbers of distinct associated participants.
A feature of visNetwork places nodes with high mass (many participants) near the “gravitational center” of other, related nodes of lesser mass. This produces sub-networks of high mass concepts surrounded by associated diagnoses and conditions. Once a graph is rendered, nodes can be repositioned using selectable methods that affect attraction (causing connected nodes to be “dragged” along). Attraction can be disabled, so that nodes can be repositioned without affecting others. Nodes can also be programmatically repositioned, and it may be useful to implement alternative algorithms, such as for collecting nodes by type (Concept nodes in one region, Participant nodes in another, Prescription nodes in a third region). Features are implemented to subset a graph by either highlighting a node’s nearest neighborhood or by truncating the graph to the neighborhood of a selected node. Nodes can also be “exploded,” such that instead of subsetting to the selected node, a graph is rendered using the children of the node. This drill-down method is useful in examining detailed concepts or diagnoses that produce high mass relationships observed at higher levels. Multiple node subsets are also possible, based on user specified node or edge filters.

We have used this tool with disease experts to explore the co-occurrence of multiple characteristics stratified by subgroup in the UCD natural history dataset. Our work involved multiple conversations with a team of UCD researchers and data visualization experts to evaluate and adjust evolving query parameters and results displays. In using the tool, we discovered several important graph features that must be considered during interpretation. We found that the size connected vertices must be considered when assessing significance of relative relationships. For instance, due to its heavier connecting edge, the relationship of proximal-UCD disorders to Attention Deficit Hyperactivity Disorder appeared more significant than that to Mood Disorder in our visualization. However, the heavier edge was explained by a greater number of observations in the first relationship than in the second, when in fact, the proportions of different UCD subtypes for each SNOMED concept were similar. Hence, there are unrealized opportunities to improve our interface to convey these data dynamics.

**Discussion**

The tool is interactive to allow iterative, drill-down queries and questions to be asked of the data, such that researchers can explore subsets of observations as new associations are revealed. This is a prototype tool but has been favorably reviewed by clinical investigators and data experts familiar with UCD and the research dataset. Preliminary experimentation has identified important patterns of association between UCD diagnoses and SNOMED CT concepts, such as for motor dysfunction and involuntary motion (tremors), that align with clinician intuition. A more formal evaluation of this tool and the value of SNOMED CT in the exploration of this dataset is forthcoming.

Our podium presentation will highlight specific benefits and challenges to using SNOMED CT relationships to display complex biomedical data in a manner that allows clinical experts to detect new and validate suspected relationships. This work demonstrates an approach using formalized and existing knowledge to mine and leverage and re-use existing datasets. We see applications for this tool in translational science in all diseases, and a particular promise for rare diseases which by definition have far fewer data resources available.

**Acknowledgements**

This work was supported by the UCD Consortium and the Duke University Office of Research Computing. The UCD Consortium (U54HD061221) is a part of the NIH Rare Disease Clinical Research Network, supported through collaboration between the Office of Rare Diseases Research, the National Center for Advancing Translational Science (NCATS), and the Eunice Kennedy Shriver National Institute of Child Health and Human Development (NICHD). We are grateful to the following for their significant contributions to this work: Bob McCarter, Rima Izem, Marcia Bowen, W. Scott Campbell, Jay Petersen, Eric Monson, Prajwal Viendra, and Sandesh C S Nagamani, MD.

**References**


https://browser.ihtsdotools.org
Quantifying COVID-19 In-hospital Deterioration Risk Using Acuity at Admission as Measured by the Rothman Index
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Introduction
Reports have noted that hospitalized COVID-19 patients have a special propensity for rapid deterioration. “For some, the second stage starts between days five and seven when sudden rapid clinical deterioration may occur. We have not yet found any predictive symptoms of subsequent deterioration.”¹ Hospitalized COVID-19 patients exhibit a high rate of intensive care unit (ICU) utilization, mechanical ventilation, and significant risk of in-hospital mortality.² cliffs. Use of data-driven, validated models to support the triaging of COVID-19 patients has the potential to support clinicians making difficult care decisions in a more effective and objective fashion. Reports indicate that age and comorbidity correlate with COVID-19 mortality risk.³ We postulate that both are essentially indirect estimates of patient acuity. Work bypasses the need for a proxy-based approach by using the Rothman Index (PeraHealth, Inc. Charlotte NC) to directly measure physiologic acuity and stratify the risk of COVID-19 patients at the time of admission. The RI machine learning model has been extensively published in the literature,³ and the RI has been validated as an indicator of patient acuity and early deterioration across all hospital care settings and within and across different patient types and diagnostic groups.⁴,⁵

Methods
We conducted an IRB approved analysis of 1,453 COVID-19 patients discharged between 4/1/2020-4/28/2020 and 10,093 non-COVID-19 patients discharged between 2/15/2020-4/28/2020 from Yale New Haven Health System’s Yale New Haven, CT, Bridgeport, CT, and Greenwich, CT, hospitals together with 216 COVID-19 patients discharged between 3/21/2020-6/5/2020 and 4,108 non-COVID-19 patients discharged between 2/1/2020-6/7/2020 from Sinai LifeBridge Hospital in Baltimore, MD. The study population was limited to patients 18 years old and older admitted to a medical service at one of the included hospitals. The initial RI score on admission was used to predict risk of ICU utilization, mechanical ventilation, and in-hospital mortality, and corresponding AUC values were computed. We compared predictive performance of patient age, Charlson Comorbidity Index (CCI), and RI on admission using logistic regression models. Precision and recall for in-hospital mortality prediction using a range of initial RI thresholds were evaluated to determine operating points. To assess whether RI-based risk stratification could provide new insight to providers, we analyzed level-of-care assignment at admission for patients meeting the RI high risk criteria and whether patients were admitted directly to the ICU, transferred to the ICU following admission (and if so how long after admission) or never admitted to an ICU to determine potential opportunities for improved location assignment or timeliness on the basis of admission risk.

Results
While a substantially higher proportion of COVID-19 patients died and/or required ICU care and/or mechanical ventilation than non-COVID-19 patients, among patients expiring in the hospital, there was a significantly higher mean Charlson Comorbidity Index (CCI) for the non-COVID-19 population than for COVID-19 patients (Table 1). Notably, for a given acuity on admission as measured by initial RI score, COVID-19 patients had a higher risk of inpatient death than non-COVID-19 patients (Fig. 1).

Table 1. Mean CCI comparison.

<table>
<thead>
<tr>
<th>Hospital</th>
<th>COVID-19 expired</th>
<th>non-COVID-19 expired</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sinai LifeBridge</td>
<td>3.5</td>
<td>4.9 **</td>
</tr>
<tr>
<td>Yale New Haven</td>
<td>3.8</td>
<td>4.9 **</td>
</tr>
<tr>
<td>Bridgeport</td>
<td>3.6</td>
<td>4.4 *</td>
</tr>
<tr>
<td>Greenwich</td>
<td>2.6</td>
<td>3.8 *</td>
</tr>
</tbody>
</table>

*<p < 0.05; **<p < 0.01;

Figure 1. Mortality vs RI at admission for COVID-19 (solid lines) and non-COVID-19 (dashed lines).
As a direct measure of acuity, the RI was a substantially better predictor of COVID-19 in-hospital mortality than age or comorbidity (Table 2). At selected RI cut-points (shown in Table 3 with hospitals re-ordered and anonymized to blind hospital-level outcomes) fewer than a third of COVID-19 patients met the high risk RI criteria on admission, but had a 39-48% mortality rate, compared with around 50% of COVID-19 patients who met the low risk RI criteria and had a mortality rate of only 1-8%. Comparably large differences in ICU utilization and mechanical ventilation rates between the high and low risk groups were also found. Among COVID-19 patients who met high risk RI criteria on admission and subsequently expired, 25-46% were never admitted to an ICU. Among all patients transferred to an ICU, median time from admission to transfer ranged from 1.5-4 days, and for those patients who expired, median LOS was 4-7 days. In contrast, the majority of low risk patients did not expire, and they had approximately half the LOS of non-expiring high risk patients.

Discussion

COVID-19 patients exhibit a special risk profile. The risk of mortality as measured by the RI at admission is much greater than either presenting acuity or underlying comorbidities suggests. Our analysis supports the notion that clinicians are most challenged in accurately discerning risk for patients who fall somewhere in the middle of the acuity spectrum, where the apparent acuity of COVID-19 patients does not correspond to typical clinical expectations of patient risk. The RI provides a high degree of discrimination to differentiate COVID-19 populations into high and low-risk groups and to quantify the mortality risk in each group. In terms of generalizability, although alternative cut-points could have been chosen, the approach of taking a complex model and applying it in a simple manner using cut-points avoids problems, such as training set artifacts, over-fitting, or failure to account for a dynamic care and patient environment, that can arise by model training on a static data set. Use of an early, objective measure such as the RI at time of admission can support front-line clinicians in aligning level of care decisions at admission with hospital and ICU capacity constraints and help ensure that patients are placed appropriately, and resources are allocated efficiently. This applies to the high risk COVID-19 patients who may benefit from closer monitoring or more intensive therapies, and also to lower risk COVID-19 patients, some of whom may not need high levels of care, or indeed hospitalization at all.
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<table>
<thead>
<tr>
<th>Table 2. AUC for mortality prediction.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population</td>
</tr>
<tr>
<td>COVID-19</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Non-COVID-19</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3. COVID-19 patient event rates stratified by high and low risk RI criteria.</th>
</tr>
</thead>
<tbody>
<tr>
<td>High Risk: RI &lt; 50 (YNNHS), RI &lt; 50 (Sina)</td>
</tr>
<tr>
<td>Hospital</td>
</tr>
<tr>
<td>Hospital A</td>
</tr>
<tr>
<td>Hospital B</td>
</tr>
<tr>
<td>Hospital C</td>
</tr>
<tr>
<td>Hospital D</td>
</tr>
</tbody>
</table>
Node and Edge Enrichment Analysis through Bipartite Networks: Application to Gene Mutations in Breast Cancer
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Introduction

A primary goal of precision medicine is to identify patient subgroups based on how they share key characteristics, and infer their underlying disease processes in order to design interventions that are targeted to those processes.1 For example, breast cancer patients have been classified into five molecular subtypes (Luminal-A, Luminal-B, Triple-negative/like HER2-enriched, and Normal-like).2 However, despite the identification of these subtypes, little is understood about why subsets of patients have heterogeneous responses to current treatment paradigms.3 For example, while most ER/PR+ HER2- patients (a clinical phenotype comprising the Luminal-A, Luminal-B, and Normal-like molecular subtypes) present at an early stage, and are cured with surgery and adjuvant therapy, a subset have poor response to current treatments, suggesting the existence of yet-to-be discovered molecular and clinical heterogeneities.

A common approach used to identify subtypes has been through the use of unipartite methods (e.g., k-means clustering, hierarchical clustering, and factor analysis), which identify uniclusters such as how patients cluster based on genes, or how genes co-occur across patients, with post-hoc approaches such as heatmaps to combine them. However, more recently the use of bipartite methods has shown improvements in the accuracy and interpretability of results by identifying biclusters such as simultaneously identifying patient subgroups and their frequently co-occurring gene mutations. Here we demonstrate how one such method called bipartite networks,4 not only enabled the automatic identification and visualization of patient-gene biclusters, but also enabled identification of (a) which biclusters had a significantly higher proportion of patients with a specific outcome versus the rest of the data (node enrichment), and (b) which biclusters had genes with a significantly higher proportion of a specific mutational type within the cluster versus outside (edge enrichment). We demonstrate the efficacy and interpretability of this approach on a dataset of ER/PR+ HER2- Chinese breast cancer patients.

Method

Data. We used a subset of data from a previous study5 consisting of 217 Chinese breast cancer patients clinically phenotyped as ER/PR+ HER2-, and their mutational profile on 32 candidate genes. Based on their function, the mutations were categorized into four types: (1) missense variant, conservative in-frame deletion, conservative in-frame insertion, disruptive in-frame deletion, disruptive in-frame insertion, in-frame deletion, in-frame insertion, and fusion; (2) fusion and amp if they occur at the same time, cn amp; (3) frameshift variant, cn delete, splice acceptor variant, splice donor variant, splice region variant, splice variant, start lost, stop gained, stop lost; and (4) synonymous variant. As this subtype has low mortality rates, the outcome variables consisted of the fraction of Ki67 protein in tumor cells categorized into low (1-20), mid (21-50), high (>50) levels, and the androgen receptor (AR) status in the tumor categorized as positive or negative. High levels of Ki67, and a negative status of AR are strong prognostic biomarkers for aggressive breast cancer in ER/PR+ HER2- patients.6

Analysis. The analysis consisted of 4 steps: (1) Bicluster Identification and Visualization. (a) Represented the data as a bipartite network (Fig. 1), where nodes (circles and triangles) represented either patients or genes, the edges (lines) connecting the patient-gene pairs represented the presence of a gene mutation. Furthermore, the patient node color represented status on either Ki67 or AR (using separate networks), and the edge color represented one of four mutation types for specific patient-gene mutation pairs; (b) used bicluster modularity4 to identify the number and boundaries of patient-symptom biclusters and the degree of biclustering (Q); (c) measured the significance of Q by comparing it to a distribution of Q generated from 1000 random permutations of the network; and (d) used the force-directed algorithm Kamada-Kawai to lay out the network, and ExplodeLayout7 to separate the identified biclusters to improve their interpretability. (2) Node Enrichment. Used chi-squared with FDR correction, to measure the difference in proportion of high, mid, and low Ki67, and the proportion of positive and negative AR, in each bicluster compared to the rest of the data. (3) Edge Enrichment. Of those biclusters with significant node enrichment, we used chi-squared with FDR correction to measure the proportion of the mutation types for each gene-patient pair within that bicluster, versus outside that bicluster. (4) Interpretation. A team of oncologists interpreted the results based on: (a) the molecular mechanisms in specific biclusters that resulted in significantly high Ki67 and negative AR; and (b) potential targeted treatments.

Results

Bicluster Identification and Visualization. As shown in Fig. 1, the bipartite network analysis identified 8 biclusters consisting of subgroups of breast cancer patients, and their most frequently co-occurring mutated genes, which had significant biclusteredness (Q=0.419, p<.001, z=6.0, two-tailed).
**Node Enrichment.** Bicluster-A had a significantly higher proportion \( \chi^2(1, N=217)=22.81, p<.001 \) of patients with high Ki67, and a significantly higher proportion \( \chi^2(1, N=217)=20.59, p<.001 \) of patients with negative AR, compared to the rest of the patients. Bicluster-B had a significantly higher proportion of patients with low Ki67 \( \chi^2(1, N=217)=11.06, p<.01 \), compared to the rest.

**Edge Enrichment.** Bicluster-A: (1) TP53 had a significantly higher proportion of Type-1 and Type-3 mutations \( \chi^2(1, N=217)=69.49, p<.001 \); (2) MYC had a significantly higher proportion of Type-2 mutations \( \chi^2(1, N=217)=48.95, p<.001 \); and (3) FGFR1 had a significantly higher proportion of Type-2 mutations \( \chi^2(1, N=217)=27.14, p<.001 \). Bicluster-B: (1) GATA3 had a significantly higher proportion of Type-1 and Type-3 mutations \( \chi^2(1, N=217)=75.63, p<.001 \); (2) AKT1 had a significantly higher proportion of Type-1 and Type-3 \( \chi^2(1, N=217)=30.67, p<.001 \).

**Interpretation.** (1) Bicluster-A. This bicluster had a significantly higher proportion of patients with high Ki67, with Type-1 and Type-3 mutations more likely to be associated with loss of function, and Type-2 with gain of function. This is because the bicluster contained TP53 and RB1, two well-known tumor suppressor proteins, suggesting a loss of function as a driver event. Furthermore, the MYC and EGFR oncogenes could be additional drivers explaining the relative enrichment for high Ki67 in this cluster. Finally, the co-occurrence of FGFR1/2 and CDK4 suggests potential efficacy for CDK4/6 inhibitors (e.g., palbociclib), and for FGFR inhibitors (e.g., erdafitinib), requiring prospective validation. (2) Bicluster-B. This bicluster had a significantly higher proportion of patients with low Ki67, contained AKT1 and GATA3, which might define a distinct subtype of patients with differential response to treatment. Although treatment data is not yet available, the overall results suggest that treatment-emergent resistance could explain the biclustering and node/edge enrichment. For example, the bicluster containing ERBB2 may represent patients with acquired endocrine therapy resistance; the bicluster containing ERBB2 may represent acquired HER2 mutations, and the biclusters containing BRCA1/2 are likely enriched for germline variants of these mutations, which are mechanistically distinct from other etiologies of breast cancer.

**Conclusions and Future Research.**

The results suggest that node and edge enrichment analysis used in combination with bipartite network analysis and visualization enabled a multi-channel interpretation of the data. Our future research will integrate data related to treatment responses with the goal of generating testable hypotheses for interventions targeted to specific patient subgroups.

**Acknowledgements.** Funded in part by UTMB Cancer Center, UTMB CTSA (UL1 TR001439), and NIH U01 (CA231840).
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**Table 1.** 8 biclusters showing the co-occurrence of 32 genes mutated across 217 ER/PR+ HER2- Chinese breast cancer patients.

<table>
<thead>
<tr>
<th>Mutation Types</th>
<th>Ki67 Levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type-1</td>
<td>Low: 1-20</td>
</tr>
<tr>
<td>Type-2</td>
<td>Mid: 21-50</td>
</tr>
<tr>
<td>Type-3</td>
<td>High: &gt; 50</td>
</tr>
<tr>
<td>Type-4</td>
<td>Unknown</td>
</tr>
</tbody>
</table>

**Fig. 1.** 8 biclusters showing the co-occurrence of 32 genes mutated across 217 ER/PR+ HER2- Chinese breast cancer patients.
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Introduction:
In contrast to traditional epidemiologic cohort studies where researchers prospectively collect information during predefined study visits to use as covariates in statistical analyses, studies that use electronic health record (EHR) data are limited to data recorded following patient disclosure or an encounter. These data can be incomplete because individuals were not under observation (i.e., receiving care), they recently moved or had encounters in another health system, or because they were healthy and had no interactions with the health system. With these constraints, a central consideration for conducting epidemiological studies using EHR data is the availability of sufficient data to define study eligibility and assess baseline covariates. Researchers often only have EHR data available from a discrete time period (e.g., 3 or 5 years) to conduct analyses and there is a trade-off between having a short or long look-back period as it affects the duration of follow-up time available. This study aims to quantify the impact of 6, 12, and 24 month look-back periods on the association between diabetes and risk of an incident major cardiovascular event using EHR data alone and EHR data linked to Medicare claims.

Methods:
\textbf{Data Sources:} EHR data from the Duke University Health System (DUHS) and Lincoln Community Health Center (LCHC) from 2009-2014 were linked to Medicare claims data. The DUHS consists of two community hospitals, one large referral hospital, and a network of outpatient clinics. LCHC is a federally qualified health center serving the uninsured, underinsured, and undocumented residents of Durham County. \textbf{Eligibility criteria:} Eligible patients were those 65 years of age or older with a Durham County address at the time of their first Medicare claim in 2009. We restricted the analysis to patients who had 24 months of continuous enrollment after their first claim in 2009 in Medicare fee for service Parts A and B and an encounter in the DUHS in 2011 (i.e., the index date) \((N=10076);\) this allowed for up to a 24-months of time prior to the index data (i.e., 24-month look-back) to identify baseline covariates. Medicare fee for service Part D was used to identify medications if available. Patients were excluded if they were diagnosed with cardiovascular disease (CVD) or cancer, with the exception of melanoma and basal cell carcinoma, during the 24 months preceding the index date, had incongruous data across multiple visits (e.g., two distinct genders, dates of birth more than 1 year apart, or two valid death dates) or were living outside of the United States at any time. A total of 5473 patients were included in this analysis. \textbf{Exposure:} Diabetes was defined in the EHR using a previously developed algorithm that incorporated ICD-9 codes, hemoglobin A1c >=6.5%, and use of medication to treat diabetes. Diabetes was defined in Medicare claims data using diagnosis codes and medication to treat diabetes. \textbf{Outcomes:} The health outcome of interest was a composite indicator of major adverse cardiovascular events, including myocardial infarction, stroke, and cardiac procedures (i.e., angiography, percutaneous coronary intervention, or a coronary artery bypass graft). These were identified in the EHR and Medicare claims using diagnosis (i.e., ICD-9) and procedure (i.e., CPT) codes. \textbf{Covariates:} Covariates of interest included demographic (i.e., age, race, sex) and clinical characteristics. Clinical characteristics included hypertension which was defined in the EHR using ICD-9 codes, systolic blood pressure >=140 mmHg, diastolic blood pressure >=90 mmHg, or use of antihypertensive medication; hypertension was defined in Medicare claims using ICD-9 codes and antihypertensive medication. Only blood pressure measured through inpatient or outpatient encounters were used as prior work suggests that blood pressure measured in the emergency department may be systematically biased. Hyperlipidemia was defined by use of statin medication in EHR and Medicare claims.

\textbf{Statistical Analysis:} Descriptive analyses were conducted to compare baseline characteristics of the study population across 6, 12, and 24 month look back periods using EHR data only were compared to 24 months of EHR data with Medicare claims data. The total number of diagnoses identified through EHR and claims data (i.e., pooled diagnoses), the number of diagnoses in common and not in common and percent of pooled diagnoses found in each dataset were compared using EHR and claims data. Cox proportional hazards models were used to calculate hazard ratios (HR) and 95% confidence intervals (95% CI) to compare the time to the composite cardiovascular event between individuals with and without diabetes. Models were adjusted for demographic and clinical characteristics, and number of encounters. Follow-up time was calculated from first EHR encounter in 2011 until an incident cardiovascular event, death, or administrative censoring on December 31, 2014, whichever occurred first. All statistical analyses were performed in R 3.4.3.
Results:

There were fewer diagnoses present in EHR data, as compared to claims data, with the number of diagnoses present increasing with longer look back periods (Table 1). The median number of total diagnoses per patient found in EHR and claims data together for 6, 12, and 24 month look back periods was 5, 10, and 29, respectively. The median proportion of pooled diagnoses present in the EHR alone was less than the median proportion of pooled diagnoses present in Medicare claims data.

A greater proportion of comorbidities and medications were identified with longer look back periods. Among the 5473 EHR-eligible patients, the mean age was 77 years; 67% were female and 28% were Black. The proportion of patients with diagnoses (i.e., diabetes, hypertension, and chronic kidney disease) and taking medications (i.e., statins, diabetes medications, antihypertensive medication, and ACE/ARBs) was higher with longer look back periods (Table 2).

Longer look back periods with EHR data alone resulted in associations similar to EHR and claims data combined. In a fully adjusted model – with covariates for demographic and clinical characteristics, and number of encounters - the risk for CVD was higher among individuals with diabetes as compared to individuals without diabetes for all look-back periods. Shorter look-back periods in the EHR resulted in point estimates for the hazard ratios that are overestimated as compared to longer look-back periods using EHR data alone and all available data from the EHR supplemented with Medicare claims (Table 3). However, the confidence intervals for these associations overlap.

Discussion:

The extent of data present in the EHR varied by type of data element; demographic data were present at higher rates across look back periods than comorbidity and medication data. These data were more present with increasing length of look back period. The association between diabetes and CVD was higher with shorter look-back periods but the overall inference remained unchanged regardless of look-back period length. Future CVD studies that leverage EHR data to identify baseline conditions may want to consider the use 12 to 24 month look back periods in the absence of additional administrative data that can improve data completeness. There may be minimal impact of look-back period length on inferences obtained from EHR data that are interested in CVD outcomes. This may be impacted by the extent to which the local population interacts with only a single health system.
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Table 1: Median (interquartile range [IQR]) unique baseline diagnoses per patient present in EHR and Medicare claims data

<table>
<thead>
<tr>
<th></th>
<th>24 months</th>
<th>12 months</th>
<th>6 months</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample size</td>
<td>5,467</td>
<td>5,386</td>
<td>5,131</td>
</tr>
<tr>
<td>Median No. diagnoses pooled (EHR + Medicare)</td>
<td>29 (20-43)</td>
<td>10 (6-17)</td>
<td>5 (3-9)</td>
</tr>
<tr>
<td>In EHR</td>
<td>15 (8-24)</td>
<td>6 (3-11)</td>
<td>3 (2-6)</td>
</tr>
<tr>
<td>In Medicare</td>
<td>29 (19-42)</td>
<td>10 (6-16)</td>
<td>5 (3-9)</td>
</tr>
<tr>
<td>Median No. diagnoses in both data sources</td>
<td>15 (8-24)</td>
<td>5 (3-10)</td>
<td>3 (1-5)</td>
</tr>
<tr>
<td>Median No. diagnoses in one but not both data sources</td>
<td>13 (6-24)</td>
<td>5 (3-10)</td>
<td>3 (2-6)</td>
</tr>
<tr>
<td>% pooled diagnoses present in EHR</td>
<td>62 (34-80)</td>
<td>48 (30-70)</td>
<td>42 (25-60)</td>
</tr>
<tr>
<td>% pooled diagnoses present in Medicare</td>
<td>100 (97-100)</td>
<td>100 (98-100)</td>
<td>100 (94-100)</td>
</tr>
</tbody>
</table>

Table 2: Proportion of diagnoses and medications identified in 6, 12, and 24 month look back period

<table>
<thead>
<tr>
<th></th>
<th>24 mo. (EHR + claims)</th>
<th>24 mo. (EHR)</th>
<th>12 mo. (EHR)</th>
<th>6 mo. (EHR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>5,473</td>
<td>5,473</td>
<td>5,473</td>
<td>5,473</td>
</tr>
<tr>
<td>Comorbidities (n, %)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>1,546 (28)</td>
<td>1,501 (23)</td>
<td>1,346 (21)</td>
<td>1,230 (19)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>4,631 (85)</td>
<td>4,378 (68)</td>
<td>3,942 (61)</td>
<td>3,442 (53)</td>
</tr>
<tr>
<td>CKD</td>
<td>632 (12)</td>
<td>611 (9)</td>
<td>454 (7)</td>
<td>336 (5)</td>
</tr>
<tr>
<td>Medications (n, %)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Statin</td>
<td>2,294 (42)</td>
<td>2,346 (36)</td>
<td>2,165 (33)</td>
<td>1,908 (29)</td>
</tr>
<tr>
<td>Diabetes medication</td>
<td>951 (17)</td>
<td>961 (15)</td>
<td>894 (14)</td>
<td>828 (13)</td>
</tr>
<tr>
<td>Anti-hypertensives</td>
<td>3,451 (63)</td>
<td>3,484 (54)</td>
<td>3,261 (50)</td>
<td>2,869 (44)</td>
</tr>
<tr>
<td>ACE/ARBs</td>
<td>2,648 (48)</td>
<td>2,688 (42)</td>
<td>2,511 (39)</td>
<td>2,214 (34)</td>
</tr>
</tbody>
</table>

Table 3: HR and corresponding 95% CI for association between diabetes and CVD by look-back period

<table>
<thead>
<tr>
<th></th>
<th>24 mo. (EHR + Claims)</th>
<th>24 months (EHR)</th>
<th>12 months (EHR)</th>
<th>6 months (EHR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>5,473</td>
<td>5,473</td>
<td>5,473</td>
<td>5,473</td>
</tr>
<tr>
<td>HR (95% CI)</td>
<td>1.43 (1.08, 1.90)</td>
<td>1.41 (0.98, 2.02)</td>
<td>1.55 (1.07, 2.25)</td>
<td>1.64 (1.12, 2.39)</td>
</tr>
</tbody>
</table>
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Introduction
Endometriosis is a reproductive disease characterized by growth of endometrial tissue outside its normal location, which can lead to symptoms of pelvic scarring, pain, and infertility. Although it is extremely common, affecting over 200 million people worldwide, current treatments mostly focus on symptom management and are not always effective [1]. Traditional drug discovery methods tend to be expensive and time consuming; it can take up to 15 years and $1 billion to bring a new drug to market [2]. Additionally, many of these novel drugs fail in later stages of testing, resulting in a substantial loss of money and time. In this study, a transcriptomics based computational drug repurposing pipeline [3] [4] was applied to endometriosis gene expression data in order to identify potential new therapeutics from existing drugs based on expression reversal. In addition, concordance of therapeutic predictions between signatures of disease from distinct disease stages or particular menstrual cycle phases was utilized to identify whether different subtypes of disease should be treated with different drugs or whether different drugs should be administered to endometriosis patients at different points of the cycle.

Methods
Microarray-based transcriptional profiling data, from eutopic endometrial tissues, of women either with endometriosis or no uterine or pelvic pathology was obtained from GEO. [5] This data was normalized with the R package justRMA [6] and batch corrected using the package ComBat [7]. Using the package limma, [8] differential gene expression analysis between disease and control samples was performed on the unstratified data and the data stratified by cycle phase and disease stage. The significant genes from each signature were identified using the cutoffs adj P-val < 0.05 and logFC > 1.1 (Table 1). A transcriptomics-based drug repurposing pipeline (previously applied in the Sirota et al. 2011 study) [3] was then applied to the signatures. The pipeline utilizes a rank-based pattern-matching method, leveraging gene expression data for both diseases and drugs, in order to identify disease-drug pairs with oppositional transcriptional effects. On the drug side, the Connectivity Map (CMAP) [9] dataset from the Broad Institute was used, which consists of gene expression profiles from over 1000 small-molecule drugs. Reversal scores were calculated for each drug in the CMAP dataset and permutation analysis was carried out to assess significance. Drug hits with q-values < 0.0001 or reversal scores < 0 (indicating signature reversal) were examined further resulting in 190-291 drug hits per signature (Table 1). Network analysis on DrugBank data was used to visualize the relationships between the top significant hits [10].

Results
We found high levels of overlap in the drug hits for each signature despite the similarities not being as pronounced on the gene side. 181 of 298 total drug hits were common across all six signatures (Figure 1A). There was an extensive amount of overlap between the top 20 drugs across all six signatures, with many drugs returning high reversal scores across the board (Figure 1B). As would be predicted, several of the identified drug hits within the top 20 (by reversal score) have been used in clinical trials to treat endometriosis; including fenoprofen (average reversal score: -0.799), an NSAID commonly used for pain relief and used successfully to treat dysmenorrhea, a symptom of endometriosis; levonorgestrel (average reversal score: -0.705), a progestosterone-based emergency contraceptive, which has also been applied to endometriosis successfully in clinical trials; and medamidone (average reversal score: -0.562), which has been used to alleviate pain in dysmenorrhea patients. Additionally, two of the largest categories of drugs returned by the pipeline (anti-inflammatory and sex hormone drugs) have been extensively used to treat endometriosis previously (Figure 1C).

Table 1: Significant genes and total drug hits

<table>
<thead>
<tr>
<th>Signatures</th>
<th>Significant Genes (adj P-val &lt; 0.05, logFC &gt; 1.1)</th>
<th>Total Drug Hits (q-value &lt; 0.0001, reversal score &lt; 0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unstratified</td>
<td>324 genes</td>
<td>255 drug hits</td>
</tr>
<tr>
<td>Stage 1/2</td>
<td>571 genes</td>
<td>270 drug hits</td>
</tr>
<tr>
<td>Stage 3/4</td>
<td>284 genes</td>
<td>270 drug hits</td>
</tr>
<tr>
<td>PE</td>
<td>645 genes</td>
<td>264 drug hits</td>
</tr>
<tr>
<td>ESE</td>
<td>171 genes</td>
<td>190 drug hits</td>
</tr>
<tr>
<td>MSE</td>
<td>456 genes</td>
<td>291 drug hits</td>
</tr>
</tbody>
</table>

Upon looking into the protein targets for the top 20 drugs (Figure 1D), 15 proteins were identified that were targeted by two or more drugs. Out of those proteins, three were found to have a direct link to endometriosis. PPARG and PPARA, which are commonly targeted by NSAIDs (including fenoprofen, which is shown in the network plot), inhibit the growth of endometrial tissue when activated [11] and NR3C1 is consistently expressed in endometrial cells [12]. Finally leveraging this approach we have identified a number of novel therapeutic candidates such as flumetasone (average reversal score: -0.766), a corticosteroid...
meant for topical use, and primaquine (average reversal score: -0.697), an anti-malaria drug. Chloroquine, a chemically similar drug to primaquine, has been shown to have therapeutic effects on endometriosis.

Discussion

In this work, we leveraged a transcriptomics-based drug repurposing approach to identify known and novel therapeutic candidates for endometriosis. We found that therapeutic predictions were relatively consistent across disease stage and menstrual cycle phase and included many known treatments and novel candidates. The highest ranking candidates across all signatures made sense from a clinical perspective as many are NSAIDs or hormonal drugs, and many have been taken to clinical trials. Identification of similar drugs across the signatures suggests that the therapeutic predictions are robust and similar compounds could be used to treat different stages of the disease targeting common disease mechanism across various phases of the menstrual cycle. Although further experimental work needs to be done to validate the drug hits identified from this study, the results are promising in that the pipeline returned several drugs and drug categories with known therapeutic effects on endometriosis.
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Introduction

A significant promise of electronic health records (EHRs) lies in the ability to perform large-scale investigations of mechanistic drivers of complex diseases. Despite significant progress in biomarker discovery, this promise remains largely aspirational due to its disconnectedness from biomedical knowledge. Linking molecular data to clinical data will enable biologically meaningful analysis by integrating knowledge about biology and pathophysiology from multiple ontologies. Similar to clinical terminologies, ontologies are classification systems that provide detailed representations of a specific domain of knowledge consisting of a set of concepts and logically defined relationships. Unlike most clinical terminologies, ontologies are computable and interoperable, which means they can be easily integrated with other data including data from basic science and clinical research.

The usefulness of normalizing (i.e. mapping or annotating) clinical data to ontologies, like those in the Open Biomedical Ontology (OBO) Foundry, has been recognized as a fundamental need for the future of deep phenotyping. Existing work has largely focused on using ontologies to improve phenotyping in specific diseases and for the enhancement of specific biological and clinical domains. Prior work has largely been limited to one-to-one mappings and rarely includes robust evaluation or external validation. Unfortunately, learning algorithms are not yet able to capture the complex semantics underlying these concepts and their relationships. Until a comprehensive resource that includes mappings between multiple clinical domains and ontologies is created and validated, automatic generation of inference between patient-level clinical observations and biological knowledge will not be possible.

To address these limitations, we have developed OMOP2OBO, the first health system-wide integration and alignment between the Observational Medical Outcomes Partnership (OMOP) standardized clinical terminologies and eight OBO ontologies. To verify that the mappings are both clinically and biologically meaningful, we have performed extensive validation with assistance from multiple domain experts. Here, we present preliminary results examining the coverage of the mappings in two institutions’ EHR data.

Methods

Standard clinical terminology concepts were extracted from a PEDSnet OMOP v5 de-identified instance of the Children's Hospital Colorado EHR. Clinical concepts (and their ancestor concepts) included all OMOP standard terminology identifiers from the Condition Occurrence, Drug Exposure, and Measurements tables. Additional metadata for each concept identifier included source codes, labels, and synonyms at both the concept and concept ancestor levels. Ontologies were selected under the advice of domain experts and included diseases, phenotypes, anatomical entities, cell types, organisms, chemicals, hormones, metabolites, vaccines, and proteins. Clinical data use was approved by the Colorado Multiple Institutional Review Board (#15-0445). Additional details, data, and code are available on GitHub: https://github.com/callahantiff/OMOP2OBO.

Mapping OMOP Concepts to OBO Concepts. Clinical concepts were mapped at the concept and ancestor level, drug exposures concepts were mapped at the ingredient level, and measurement concepts were mapped at the result level according to their LOINC scale type. One-to-one and one-many mappings were created using a combination of automatic and manual strategies, for each clinical concept to applicable concepts in each ontology. The automatic approach employed database cross-reference mapping, exact string mapping (using concept labels and synonyms), and word embedding-based cosine similarity scoring (using all clinical and ontology concept labels, synonyms, and definitions). All concepts unable to be mapped automatically were manually mapped. For all mappings, evidence was generated and includes the mapping source, metadata/provenance (e.g. cross-referenced identifiers, exact match strings), and validation source (e.g. expert review). Mappings were converted to Resource Description Framework
(RDF) and logically validated by running a deductive logic reasoner. Additionally, a random 20% sample of the most challenging manual condition, drug exposure, and measurement mappings were verified by a panel of domain experts spanning molecular biology, clinical pharmacology, pediatric and adult medicine, and biomedical ontology curation. Several iterations of review were performed until reaching a consensus.

Results
The full set of mapped clinical concepts included 29129 condition concepts, 1697 unique drug exposure concepts, and 4083 measurement concepts. For conditions, 20850 concepts were mapped to 4661 phenotypes and 3614 diseases. For drug ingredients, 1574 concepts were mapped to 1422 chemicals, 91 proteins, 39 organisms, and 54 vaccines. Expanding measurement concepts by result type yielded 11072 results which mapped to over 920 phenotypes, 25 anatomical entities, 27 cell types, 338 chemicals/hormones/metabolites, 194 organisms, and 113 proteins. The ratio of automatic to manual mappings differed by clinical domain and ontology with conditions and drug ingredients having more automatic mappings than measurements. These findings are likely a result of the ontologies for these domains providing significantly more metadata ($\chi^2(14) = 2,664,853.82, p < 0.0001$). Agreement between the domain experts and the mapping annotators was moderate to excellent with 90.9% on measurements, 75% on drug ingredients, and 82.5% on conditions. Coverage analysis of the OMOP2OBO concepts on clinical data obtained from two independent health systems revealed 80-92% coverage of condition occurrence concepts, 91-96% coverage of drug exposure concepts, and 50-55% coverage of measurement concepts. Finally, the RDF version of the mappings was found to be logically consistent by a deductive logic reasoner.

Discussion and Conclusion
OMOP2OBO is the first health system-wide resource to provision interoperability between clinical EHR concepts and OBO ontologies. OMOP2OBO presents unprecedented opportunities to improve clinical decision making and computational phenotyping by providing additional insight into the molecular mechanisms underlying each patient’s unique set of observations at hospital scale. Currently, OMOP2OBO contains 23824 standardized OMOP clinical terminology concepts and 42249 concepts in eight OBO biomedical ontologies. Although evaluation is still ongoing, preliminary results suggest excellent coverage of OMOP2OBO condition and drug concepts and excellent coverage of measurement concepts when examined in two health systems. It is important to note that the frequently updated ontologies which also contained detailed metadata on each concept (e.g. labels, definitions, synonyms, and database cross-references) tended to result in a larger number of accurate automatic mappings. These types of ontologies were also easier for both the researchers and domain experts to navigate and utilize when performing manual annotation. Additionally, it appears that concepts which are frequently used in clinical practice may also be more likely to be represented by an existing ontology. We will be exploring both of these observations further in follow-up experiments. Additional work currently underway includes expanding mapping provenance, performing an expanded coverage study on 24 national and international hospital databases and health systems, conducting chronic and rare disease cohort studies in pediatric and adult populations, and developing a novel machine learning pipeline with the goal of improving the accuracy of automatic annotation.
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Abstract. This study investigates the effect of sickle cell trait and sickle cell disease, on adverse pregnancy outcomes at Penn Medicine. The risk of a Cesarean section (C-section), preterm birth, stillbirth, pain crisis, blood transfusion, and hemorrhage during delivery were all found to be significantly correlated with race/ethnicity, sickle cell disease, the number of pain crises before delivery, and the number of blood transfusions before delivery. Multiple birth was also found to significantly increase the risk of these same outcomes.

Introduction. Sickle cell (SC) disease is a severe and complex inherited genetic disorder and the most common hemoglobinopathy in the United States, affecting roughly 100,000 individuals.¹ It primarily affects those of African ancestry and is associated with high lifetime morbidity and premature mortality.² In addition, those pregnant with SC have been shown to be at an increased risk of adverse outcomes.³ As a result, it can be difficult to determine if the adverse pregnancy outcomes are due to SC or health disparities common among the Black or African American community.³,⁴ Our study investigates this relationship by assessing the impact of sickle cell status and race/ethnicity on the risk of pregnancy-related complications by leveraging electronic health records (EHRs). EHRs contain rich information on patient medical history and treatment and can be used to study effects of prenatal exposures on delivery-related outcomes. This study utilizes a previously developed algorithm that extracts delivery episode details and delivery dates from the EHR to identify adverse outcomes for each of a patient’s deliveries.⁵ These delivery episode details allowed us to examine the contributions of sickle cell trait and disease as well as racial/ethnic health disparities⁶ on a patient’s likelihood of experiencing a pregnancy-related complication – specifically Cesarean delivery (C-section), preterm birth, stillbirth, pain crisis, blood transfusion, and hemorrhage. The Institutional Review Board of the University of Pennsylvania approved this study.

Methods. We obtained EHR data for 1,060,100 female patients with visits to inpatient or outpatient clinics within the Penn Medicine health system 2010-2017. We used encounter records to extract patient demographic and blood type information. We used International Classification of Diseases version 9/10 (ICD-9/10) codes to identify C-section, preterm birth, stillbirth, hemorrhage, blood transfusion, and pain crisis diagnoses and procedures as outcomes occurring during delivery. The same approach identified multiple birth, sickle cell trait, and sickle cell disease diagnoses, as predictors. We used a custom algorithm⁵ to extract delivery episode details, and an outcome code assigned within a delivery episode was used to link the outcome to a specific delivery. This allowed the study of pregnancy outcomes at the pregnancy-level rather than just the patient-level, while adjusting for the number of pregnancies per patient. Additional predictors included patient age, marital status (single, yes/no), race/ethnicity as binary variables, repeat C-section (yes/no), the number of pain crises before delivery, the number of blood transfusions before delivery, blood type, and blood factor Rh (negative, yes/no). The interaction between Black race/ethnicity and sickle cell mutation (sickle cell trait or disease) was also included. Logistic regression models were constructed to evaluate the impact of predictors on delivery outcomes, with α = 0.05 defined as significant.

Results. The algorithm identified 50,560 patients with delivery diagnoses or procedures at Penn Medicine and a total of 63,334 deliveries between 2010 and 2017. The predominant race/ethnicity descriptions of the patients with

Table 1. Patient characteristics

<table>
<thead>
<tr>
<th>Total Population</th>
<th>Patients (%)</th>
<th>Deliveries (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50560 (100)</td>
<td>63334 (100)</td>
<td></td>
</tr>
</tbody>
</table>

Sickle cell status

- No sickle cell: 48492 (95.9) / 60637 (95.7)
- Sickle cell mutation: 2068 (4.1) / 2697 (4.3)
- Sickle cell trait: 1904 (3.8) / 2482 (3.9)
- Sickle cell disease: 164 (0.3) / 215 (0.3)

Patient age (Mean ± SD): 29.5 ± 6.1 / N/A

Marital Status Single: 28186 (55.7) / 34823 (55.0)

Race/Ethnicity³

- Black/African American: 23777 (47.0) / 29965 (47.3)
- White: 17034 (33.7) / 21443 (33.9)
- Hispanic: 4031 (8.0) / 4985 (7.9)
- Asian: 3305 (6.5) / 4073 (6.4)
- Other: 1644 (3.3) / 2022 (3.2)
- Native Hawaiian/Pacific Islander: 75 (0.2) / 94 (0.2)
- American Indian/Alaskan Native: 61 (0.1) / 81 (0.1)

³Descriptions are “Non-Hispanic” unless otherwise indicated.
deliveries were non-Hispanic Black or African American (“Black”, 47.3% of deliveries), non-Hispanic White (“White”, 33.9%), Hispanic (7.9%), non-Hispanic Asian (“Asian”, 6.4%). Due to privacy concerns, the minority of patients that identified as either Mixed were considered to identify as “Other” for the purposes of this study (Table 1). Of patients with a sickle cell mutation, 92.9% were Black. In regards to C-sections, Native Hawaiian/Pacific Islander patients were at greatest risk (aOR 1.65, p < 0.05) followed by Black patients (aOR 1.26, p < 0.001), and multiple birth, sickle cell disease, and age were also significant risk factors. For preterm birth, multiple birth was the strongest predictor (aOR 11.1, p < 0.001), followed by SC disease (aOR 2.95, p < 0.01), and identifying as Black (aOR 1.66, p < 0.001). Black patients with a SC mutation were at decreased risk (aOR 0.54, p = 0.040). The strongest predictor for stillbirth was SC disease (aOR 7.25, p < 0.01) followed by multiple birth (aOR 4.68, p < 0.001), while having a prior C-section significantly decreased the risk (aOR 0.43, p < 0.01). The risk of hemorrhage was greater for multiple birth and among Asian patients (aOR 1.70, p < 0.001 and aOR 1.48, p < 0.01). Patients with SC disease were at greatest risk of a blood transfusion during delivery (aOR 8.48, p < 0.001) and correlated with the number of prior blood transfusions (aOR 1.66, p < 0.01). The risk was lower in the case of prior pain crises and prior deliveries (aOR 0.89, p = 0.021 and aOR 0.52, p < 0.001). Prior pain crises were associated with an increased risk of pain crises during delivery (aOR 1.3, p = 0.019). Blood types B and AB were associated with an increased risk of preterm birth (aOR 1.11, p = 0.028 and aOR 1.26, p < 0.01) and blood factor Rh negative increased risk of a blood transfusion (aOR 1.28, p = 0.022). The average maternal age at the time of delivery was 29.5 ± 6.1 years. Maternal age at the time of delivery correlated with blood transfusions during delivery and C-sections (aOR 1.01, p = 0.044 and aOR 1.05, p < 0.001) (Figure 1).

Discussion. Incorporating sickle cell status into the model revealed that patients with SCD were at an increased risk of C-section, preterm birth, stillbirth, and hemorrhage during delivery. Patients with sickle cell disease were twice as likely to have a preterm birth (aOR 2.95 vs. 1.49), 2.7x more likely to have a stillbirth (aOR 7.25 vs. 2.65), and 9.7x more likely to require a blood transfusion during delivery (aOR 8.48 vs. 0.88), compared to those with sickle cell trait. These findings confirm that SCD pregnancies are at high risk of adverse outcomes and that patients would benefit from greater systemic support for comprehensive coordinated care. We confirmed the existence of racial/ethnic disparities in adverse pregnancy outcomes among patients at Penn Medicine, most notably for C-section, preterm birth, and hemorrhage outcomes. Native Hawaiian/Pacific Islander patients were 1.4x more likely than White patients to have a C-section (aOR 1.65 vs. 1.17). Likewise, Black patients were 1.8x more likely to have a preterm birth (aOR 1.66 vs. 0.89) and Asian patients were 1.8x more likely to experience a hemorrhage during delivery (aOR 1.48 vs. 0.82). Reasons for these differences are multifactorial and could include adverse socioeconomic circumstances and lived experiences with racism contributing to maternal stress, among others. In the future, we hope to increase our work detailing the causes of these disparities and exploring potential mitigation approaches to address them.
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Figure 1. Adjusted odds ratio estimates with 95% confidence intervals, for each adverse delivery outcome. Only significant predictors are displayed due to space constraints.
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Introduction: High coverage whole genome sequencing (WGS) of a human subject generates hundreds of GB of data, allowing researchers or clinicians to reconstruct an individual’s genome and to identify disease-causing variants. However, in most WGS pipelines, millions of reads are discarded during the process of reconstruction/assembly. Known as the unmapped read space, these are reads that do not correspond to known human DNA sequences. Some of these unmapped reads correspond to the human blood virome or non-reference insertions in the human genome. Previous studies have harnessed these unmapped reads to measure the prevalence of different viruses in the human virome [1], and to catalogue alternative human haplotypes [2]. However, these studies used WGS of unrelated individuals. Using related individuals, we catalogue the unmapped read space, focusing in particular on the blood microbiome. By utilizing the structure of nuclear families we gain the unique ability to detect virus chromosomal integration events, intra-family transmission of infectious diseases, and household-specific water, food, and environmental contaminants.

Methods: We used WGS from lymphocytes or whole blood samples from over 1004 nuclear families (over 4000 individuals), from the iHART dataset previously collected and curated by our group [3]. Originally for autism research, the iHART dataset consists of WGS from children with autism, their siblings, and their parents, providing a powerful family structure for analysis (Fig. 1C). Using bwa-mem, we realigned the reads that did not map or aligned poorly to the human reference genome (hg38 + decoy) to a database of human viruses on NCBI [4], bacteria native to the human microbiome [5], and alternative haplotypes [2]. From the read counts of viruses and bacteria, we tested association between abundance and sequencing plate or sample type (whole blood vs. LCL) to quantify contaminants, and association between abundance and family to quantify intra-household transmissibility. An outline of the pipeline is shown in Fig. 1A.

![Figure 1](image-url)
Results: We found that the unmapped read space in WGS provides valuable insight into the human blood microbiome. Of the unmapped or poorly aligned reads in samples (average 11 million reads, 1.5% of all reads), on average .64% (70M) are alternative haplotypes or structural variation poorly captured in the reference genome, 11% (1M) contaminants, 2% (20k) likely y-chromosome fragments mapping to bacterial contigs, 08% (6k) bacteria, .02% virus (100) and 22% (20M) reads ultimately remain unmapped (Fig. 1B). Although a seemingly small percentage, the amount of reads mapped to bacteria or viruses varied dramatically between families and individuals, illustrating the wide variability in human blood microbiome composition. In addition to extensively cataloguing the viruses and bacteria detected in WGS of human blood, we present several notable results.

(1) Household drives transmission of many blood microbes. We found that the abundance of bacteria and viruses, such as *Burkholderia*, *Shewanella*, Torque Teno Virus, and parvovirus, were strongly associated with family. General blood microbiome composition is strongly dictated by family. Many bacterial species, such as *Raphidiopsis Brooki*, *Leuconostoc Gasicomatitum*, and *Herpspirillum Seropedicaeare*, were found in only a handful of households and infect multiple family members, and many of these have been previously reported as water and food contaminants.

(2) Human herpesviruses (HHV) 6A, 6B, and 7 show unique patterns of chromosomal integration and latency. HHV-6A has a pattern consistent with inherited chromosomally integrated herpes (iciHHV), at a rate of .4%. HHV-6B has a pattern consistent with iciHHV-6B at a rate of .2%, and also seems to establish different levels of latency in 1% of LCLs via chromosomal integration. HHV-7 does not show evidence of heritability but also seems to establish latency in 2% of LCLs, though not through chromosomal integration.

(3) In addition to known contaminants such as Epstein-Barr virus and phiX, WB and LCL sequencing results are plagued with many other contaminants, especially bacteria. *Pseudomonas*, *Mesorhizobium*, and *Bradyrhizobium* commonly contaminate lymphoblastoid cell lines, and *Ralstonia*, *Streptococcus*, *Burkholderia*, and *Acinebacter* are strongly associated with sequencing plate, indicating contamination from a previous sequencing run, or from a human handler.

(4) Probable fragments of repetitive Y-chromosome not well catalogued in the reference genome mismap to two bacteria, *F. ulcerans* and *M. Bacterium*. These bacterial abundances strongly associate with sex, with males having 1,000 - 100,000 more reads mapping to these contigs than females. Furthermore, we found strong heritability between father and son abundances of each contig, suggesting that these reads map to a repetitive region in the y-chromosome, with high variability in the number of repeats.

Discussion: The unmapped read space of WGS from families provides valuable insight into the structure of the human blood microbiome, intra-family transmission dynamics, and viral chromosomal integration. Additionally, WGS data, and possibly reference contigs, are plagued with contaminants that could compromise WGS studies. As WGS is becoming ubiquitous, quality control of sample prep, storage, sequencing, and data processing must become more standardized. Regardless, as the amount of viral and microbiome research and WGS studies continue to rise, unmapped read space will be a promising untapped data source for exploring the mysterious contributions of non-human sequences to the human form.
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Introduction:
De-identified data set extracted from electronic health records at Mount Sinai Health System was used to analyze telemedicine services between January 2019 and July 2020. It contained 136,497 unique patients and 225,136 sessions during the 1.5-year period. The COVID-19 pandemic significantly changed the demand for telemedicine services. The average age of patients increased since the pandemic and there were significantly more White patients using the service than African American patients. In addition, telemedicine has expanded to more disciplines since the pandemic. Reasons for these disparities are yet to be established, and will be explored in future analyses.

Method:
A de-identified study dataset was generated by querying electronic health records at the Mount Sinai Health System to identify all patients who used telemedicine services between January 2019 and July 2020 with subsequent removal of protected health information. Variables in the dataset includes patients’ demographics, encounter diagnosis, medical history, and the corresponding care providers’ primary specialty. We only included patients who are 18 years and older, and eliminated patients with missing variables. The different types of diagnoses were all coded in ICD-10 codes. We defined encounter month as the month of encounter since January 2019, and quarter of encounter as the quarter of encounter since January 2019. We calculated patients’ Charlson comorbidity index based on patients’ medical history, using the patients’ age and ICD-10 code [1]. We also mapped patients’ primary encounter diagnosis into corresponding body systems using ICD-10 codes [2]. In addition, since a patient could have multiple issues to resolve in one session and each patient could have multiple visits in a period of time, we defined that each patient will have one session with each health care provider per day.

We performed comparative analyses of the number of telemedicine sessions over time, patients’ demographics, comorbidities, primary diagnoses and health care providers' primary specialties. All analyses were performed in Python (Python version 3.7). All statistical tests were two-sided, unless otherwise specified, with p<0.05 being considered statistically significant. March 2020 was used in analysis as pandemic commencement time in New York City.

Results:
The dataset contained 136,497 unique patients, and 225,136 telemedicine sessions that were conducted during the year and half period. There was a significant increase in demand for telemedicine services triggered by COVID-19 pandemic. In 2019, on average patients used the services 273.5 times per month. In contrast, patients on average have used the services around 30,000 times per month since the pandemic commenced in New York City. According to Figure 1, the demand of telemedicine increased over 100-fold in March 2020 and reached the peak in May 2020. There were over 66,000 services in that month.

Figure 1. Number of sessions by month.

Figure 2. Box plot of patients’ age by calendar quarter.
Patients who used telemedicine prior to the COVID-19 pandemic were younger, with an average age of 39.96 years old (Figure 2). Since the pandemic, older patients started to use the telemedicine service, and the average age increased to 50.45 years old. In addition, in 2019, patients who used telemedicine had a significantly lower comorbidity index (0.51), compared to the comorbidities index (1.24) of patients in 2020. Furthermore, White patients (46.5%) were more likely to use the telemedicine service than African American patients (46.5%) both prior and after the start of pandemic.

In terms of body system, prior to the pandemic, patients with mental disorders and digestive system diseases used the telemedicine services the most. In the fifth quarter (January to March 2020), there were more patients with infectious diseases or respiratory problems. Furthermore, patients with immunity disorder, musculoskeletal diseases, skin and subcutaneous tissue problems were more likely to use the telemedicine service since the pandemic.

**Table 1.** Mapped body systems based on patients’ primary diagnoses.

<table>
<thead>
<tr>
<th>Quarter of Encounter</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Infectious and parasitic disease</td>
<td>5.99%</td>
<td>4.73%</td>
<td>3.19%</td>
<td>2.28%</td>
<td>11.21%</td>
<td>2.54%</td>
<td>1.65%</td>
</tr>
<tr>
<td>2. Neoplasms</td>
<td>0.73%</td>
<td>0.16%</td>
<td>0.73%</td>
<td>0.98%</td>
<td>3.45%</td>
<td>5.45%</td>
<td>5.14%</td>
</tr>
<tr>
<td>3. Endocrine, nutritional, and metabolic diseases and immunity disorders</td>
<td>2.36%</td>
<td>5.22%</td>
<td>4.50%</td>
<td>6.62%</td>
<td>5.72%</td>
<td>9.52%</td>
<td>9.80%</td>
</tr>
<tr>
<td>4. Diseases of blood and blood-forming organs</td>
<td>0.18%</td>
<td>0.00%</td>
<td>0.15%</td>
<td>0.00%</td>
<td>0.70%</td>
<td>0.98%</td>
<td>0.90%</td>
</tr>
<tr>
<td>5. Mental disorders</td>
<td>28.31%</td>
<td>22.35%</td>
<td>24.67%</td>
<td>18.55%</td>
<td>12.91%</td>
<td>11.76%</td>
<td>17.37%</td>
</tr>
<tr>
<td>6. Diseases of the nervous system and sense</td>
<td>5.44%</td>
<td>7.50%</td>
<td>9.43%</td>
<td>8.89%</td>
<td>5.66%</td>
<td>8.28%</td>
<td>9.85%</td>
</tr>
<tr>
<td>7. Diseases of the circulatory system</td>
<td>1.27%</td>
<td>2.45%</td>
<td>3.19%</td>
<td>1.08%</td>
<td>4.08%</td>
<td>8.62%</td>
<td>5.97%</td>
</tr>
<tr>
<td>8. Diseases of the respiratory system</td>
<td>10.16%</td>
<td>6.04%</td>
<td>3.63%</td>
<td>6.29%</td>
<td>15.27%</td>
<td>5.58%</td>
<td>4.21%</td>
</tr>
<tr>
<td>9. Diseases of the digestive system</td>
<td>31.40%</td>
<td>27.90%</td>
<td>26.71%</td>
<td>34.60%</td>
<td>7.28%</td>
<td>5.48%</td>
<td>5.88%</td>
</tr>
<tr>
<td>10. Diseases of the genitourinary system</td>
<td>0.73%</td>
<td>2.61%</td>
<td>2.76%</td>
<td>2.39%</td>
<td>3.14%</td>
<td>5.01%</td>
<td>4.46%</td>
</tr>
<tr>
<td>11. Complications of pregnancy, childbirth, and the puerperium</td>
<td>0.18%</td>
<td>0.16%</td>
<td>0.29%</td>
<td>0.11%</td>
<td>0.81%</td>
<td>0.96%</td>
<td>0.83%</td>
</tr>
<tr>
<td>12. Diseases of the skin and subcutaneous tissue</td>
<td>1.09%</td>
<td>2.28%</td>
<td>1.74%</td>
<td>1.74%</td>
<td>1.90%</td>
<td>5.15%</td>
<td>4.98%</td>
</tr>
<tr>
<td>13. Diseases of the musculoskeletal system</td>
<td>1.81%</td>
<td>3.43%</td>
<td>3.05%</td>
<td>2.71%</td>
<td>5.09%</td>
<td>8.16%</td>
<td>7.35%</td>
</tr>
<tr>
<td>14. Congenital anomalies</td>
<td>0.18%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.54%</td>
<td>0.20%</td>
<td>0.32%</td>
<td>0.32%</td>
</tr>
<tr>
<td>15. Certain conditions originating in the</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.01%</td>
<td>0.00%</td>
<td>0.01%</td>
</tr>
<tr>
<td>16. Symptoms, signs, and ill-defined conditions</td>
<td>7.62%</td>
<td>8.48%</td>
<td>10.45%</td>
<td>8.35%</td>
<td>16.62%</td>
<td>14.35%</td>
<td>12.30%</td>
</tr>
<tr>
<td>17. Injury and poisoning</td>
<td>0.73%</td>
<td>1.63%</td>
<td>1.45%</td>
<td>1.52%</td>
<td>1.08%</td>
<td>1.76%</td>
<td>1.31%</td>
</tr>
<tr>
<td>18. Factors influencing health status and contact with health services</td>
<td>1.63%</td>
<td>4.57%</td>
<td>3.77%</td>
<td>3.15%</td>
<td>4.83%</td>
<td>5.90%</td>
<td>7.47%</td>
</tr>
<tr>
<td>Body System None</td>
<td>0.18%</td>
<td>0.49%</td>
<td>0.29%</td>
<td>0.22%</td>
<td>0.05%</td>
<td>0.17%</td>
<td>0.18%</td>
</tr>
</tbody>
</table>

**Conclusion:**

The COVID-19 pandemic changed the landscape of telemedicine drastically. The demand for the service increased significantly and it has reached a wider range of patients. The average age of patients increased since the pandemic and there were significantly more White patients using the service than African American patients. In addition, telemedicine has expanded to more medical disciplines since the pandemic. In future studies, we plan to study the accessibility of telemedicine to older adults and the disparities of telemedicine usage between different races. Thus, future analyses of telemedicine are warranted.
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Introduction

Disease-based surveillance using electronic health records (EHR) relies heavily on accurately identifying patients with medical conditions in EHRs. Multiple methods have been developed to support this research task, and patient selection algorithms which rely heavily on structured data are broadly used due to ease of implementation. These approaches often utilize structured diagnosis data,1 though data availability, completeness, and quality may vary over time and between patients.2 Still, the literature lacks examples with varying levels of data completeness and the numerous definitions that can be ascribed to completeness.3 This work is necessary to inform algorithm development and implementation for “real-world,” EHR-based surveillance applications.

To address this gap, we explored the impact of EHR data availability on a diagnosis-based patient classification algorithm developed within SEARCH as a test case. SEARCH validated a rule-based ICD-10 diagnosis code algorithm to identify diabetes status (yes/no) and diabetes type (type 1, type 2 and other type) from diabetes-related diagnosis data available in EHRs of pediatric patients.4 This algorithm achieved an accuracy of 0.955 in correctly classifying status and type. It had a positive predictive value (PPV) of 0.969 to determine diabetes status, and a PPV of 0.980 to classify type 1 cases when compared to an adjudicated gold-standard diabetes status and diabetes type. We sought to identify variability in algorithm performance metrics for correctly classifying diabetes type based on cumulative diagnosis code data over time. Our overarching goal was to establish minimum data availability requirements to achieve acceptable predictive accuracy.

Methods

We employed a data set of youth (<20 years old in 2017) procured by 3 different sites in the US that participate in the SEARCH Study: Cincinnati Children’s Hospital, Cincinnati, OH; Seattle Children’s Hospital, Seattle, WA; and Children’s Hospital Colorado, Denver, CO. From a population of youth in the EHR (n=729,272), a sub-population of 8,682 potential cases of diabetes was identified with the requirement of an in-person encounter and some EHR-based evidence of diabetes occurring in 2017: hemoglobin A1c >=6.5% (>=48 mmol/mol), or fasting plasma glucose >=126 mg/dl (>=7.0 mmol/L), or random plasma glucose >=200 mg/dl (>=11.1 mmol/L), or at least one diabetes-related ICD-10 code (E08-E13), or a diabetes-related medication. EHR data (inpatient and outpatient) for potential 2017 prevalent diabetes cases were extracted as far back in time as records were available. Study coordinators reviewed the medical records of each of these patients according to the SEARCH protocol to identify a gold standard diabetes status and type. The current study was limited to 5,426 patients who were considered probable diabetes cases based upon the rule-based ICD-10 algorithm (presence of 2 or more cumulative diabetes-related ICD-10 codes as of 12/31/2017). The rule-based ICD-10 algorithm was also used to predict diabetes type (type 1, type 2, or other diabetes type) based upon a preponderance of cumulative diabetes type codes.

We sub-divided single-patient EHR records over time by number of months since the patient’s first ICD-10 diabetes-related code to simulate stages/levels of data availability as would naturally evolve in an active clinical EHR setting. For each subset, we also calculated secondary completeness metrics3 as the number of months with new diagnosis data (i.e., data density) and the number of diagnosis codes entered accumulated (i.e., documentation completeness). For each subset, we applied the rule-based ICD-10 algorithm to predict patients’ diabetes type and assessed the performance using standard classification metrics (e.g., sensitivity[Se], specificity[Sp], positive predictive value [PPV] and negative predictive value [NPV]). We selected an optimal performance threshold by maximizing Youden’s J (i.e., J=Se+Sp-1).5 Performance measures were based upon a classification matrix where predicted diabetes type was compared to the gold standard type. False positives (non-diabetes cases) identified as cases by the rule-based algorithm were automatically considered misclassified by type. We employed R’s ‘cutpointr’ package6 for maximization. Visual
exploration and analyses were performed using Tableau (version 2020.2, Tableau Software, Inc., Seattle, WA). Statistical analyses and data manipulation were done in R version 3.6.2 and RStudio (version 1.2.5033, RStudio, Inc., Boston, MA). The study was approved by Institutional Review Boards with waivers of informed consent and in accord with the Health Insurance Portability and Accountability Act authorization.

Results

Our dataset contained 5,426 unique individuals identified by the rule-based ICD-10 algorithm. Of those, 161 were false positives, 4,711 were type 1 diabetes cases, 381 were type 2 diabetes cases and 173 were other type diabetes cases. After synchronizing each patient’s timeline based upon first diagnosis, the data were subdivided into 220 different datasets containing incremental number of months of data (e.g., month 1, month 1-2, month 1-3, etc.) for all patients. Running the ICD-10 rule-based classification algorithm over these 220 monthly slices, we observed that predictive performance metrics (correctly classifying diabetes type) varied with data availability (Figure 1). Se increased from 81% in the first month of data to 99% by month 220. Sp decreased from 68% to 45% due to the increasing number diagnoses for non-diabetic patients. NPV increased from 15% to 80%. PPV did not change (97% to 96%). We determined the optimal cutpoint for the number of months since first diabetes diagnosis code by Youden’s J (J=0.026) was 22 months (Figure 1). Using this cutpoint, accuracy was 86% with Se=91%, PPV=94%. However, the Sp and NPV were very low (11% and 7%, respectively). An AUC value of 0.51 confirmed the weakness of this predictor.

Exploring our two other definitions of completeness improved the threshold selection task and allowed for a deeper understanding of data availability. On one hand, a completeness definition based on number of months with new diagnoses (i.e., the data density or number of time slices with new data) improved the balance between prediction metrics while providing more concrete guidance on minimal data completeness requirements. The optimal cutpoint was set at 2 distinct months with diagnosis observations (cutpoint=1.5, J=0.21), yielding an accuracy of 81% with Se=0.83, PPV=0.96. Sp (38%) and PPV (13%) improved, and an AUC of 0.60 underscored this improvement. On the other hand, exploration of a completeness metric based on the number of recorded diagnosis codes (i.e., documentation completeness) revealed an optimal cut point of 10 diagnosis codes (J=0.33), an accuracy of 85%, a Se of 88%, and a PPV of 96%. Sp and PPV were further improved (46% and 19%, respectively). An AUC of 0.7 revealed significantly improved prediction performance when the threshold was set using this definition of completeness.

Conclusion

Our analysis showed that data availability and completeness can substantially affect the performance of EHR-based patient classification algorithms. Our results indicate that completeness definitions impact algorithm performance and highlight the need to explore multiple definitions and select the most “fit for purpose” definitions upon implementation. Given the ever-changing nature of EHR data and inconsistent completeness across patient charts, this sort of phenomenon must be accounted for when evaluating predictions relying on such data. Our findings provide preliminary evidence that “safety net” EHR data completeness thresholds must be defined by algorithm developers to prevent misclassification that can lead to downstream analytical errors. Our results also provide a primer on the impact and importance of data quality metric definition for algorithm evaluation, tuning and calibration.
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Introduction

Free-text clinical notes detail all aspects of patient care and have great potential to facilitate quality improvement and assurance initiatives as well as advance clinical research. However, concerns about patient privacy and confidentiality limit the use of clinical notes for research. As a result, the information documented in these notes remains unavailable for most researchers. De-identification (de-id), i.e., locating and removing personally identifying protected health information (PHI), is one way of improving access to clinical narratives. However, there are limited off-the-shelf de-identification systems able to consistently detect PHI across different data sources and medical specialties. In this abstract, we present the performance of a state-of-the-art de-id system called NeuroNER⁴ on a diverse set of notes from University of Washington (UW) when the models are trained on data from an external institution (Partners Healthcare) vs. from the same institution (UW). We present results at the level of PHI and note types.

Dataset

UW-Dataset: We created a dataset of 600K notes from patients who received treatment at University of Washington Medical Center and Harborview Medical Center between 2007 and 2017. From this dataset, we randomly sampled 1000 notes from 10 note types (100 notes each). The selected subset of 1000 notes contains a total of 1,890,849 tokens from the following note types: (1) admit notes, (2) discharge notes, (3) emergency department (ED) notes, (4) nursing notes, (5) pain management (PM) notes, (6) progress notes, (7) psychiatry notes, (8) radiology notes, (9) social work notes, and (10) surgery notes. The length of notes varies across note types (token count avg: 1890.9; max: 2492.58 (progress notes); min: 948.55 (radiology); std-dev: 706.13). We annotated this set with 25 personal health identifiers (PHI). 8 graduate students from UW Biomedical Health Informatics departments and 2 medical students from UW School of Medicine completed the annotation. All notes were double-annotated and all conflicts were resolved. We grouped the 25 PHI under 6 PHI types (e.g., NAME: patient, doctor, user name). Table 1 includes the entity counts per PHI found in these notes.

<table>
<thead>
<tr>
<th>PHI Type</th>
<th>PHI</th>
<th>Admit Notes</th>
<th>Discharge</th>
<th>ED</th>
<th>Nursing</th>
<th>Pain Mgmt.</th>
<th>Progress</th>
<th>Psychiatry</th>
<th>Rad.</th>
<th>Social work</th>
<th>Surgery</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAME</td>
<td>Patient</td>
<td>380</td>
<td>353</td>
<td>252</td>
<td>11</td>
<td>419</td>
<td>598</td>
<td>1351</td>
<td>24</td>
<td>844</td>
<td>31</td>
</tr>
<tr>
<td>Doctor</td>
<td>851</td>
<td>1505</td>
<td>2791</td>
<td>54</td>
<td>3475</td>
<td>1075</td>
<td>894</td>
<td>319</td>
<td>1334</td>
<td>177</td>
<td></td>
</tr>
<tr>
<td>UserName</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>LOCATION</td>
<td>Room</td>
<td>3</td>
<td>108</td>
<td>4</td>
<td>62</td>
<td>4</td>
<td>38</td>
<td>114</td>
<td>0</td>
<td>173</td>
<td>1</td>
</tr>
<tr>
<td>Department</td>
<td>81</td>
<td>662</td>
<td>72</td>
<td>5</td>
<td>222</td>
<td>282</td>
<td>89</td>
<td>170</td>
<td>196</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td>Hospital</td>
<td>383</td>
<td>1189</td>
<td>327</td>
<td>192</td>
<td>995</td>
<td>694</td>
<td>609</td>
<td>128</td>
<td>1326</td>
<td>77</td>
<td></td>
</tr>
<tr>
<td>Organization</td>
<td>56</td>
<td>140</td>
<td>45</td>
<td>5</td>
<td>166</td>
<td>136</td>
<td>328</td>
<td>3</td>
<td>1493</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Street</td>
<td>7</td>
<td>170</td>
<td>4</td>
<td>0</td>
<td>1110</td>
<td>117</td>
<td>10</td>
<td>84</td>
<td>36</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>City</td>
<td>116</td>
<td>162</td>
<td>45</td>
<td>0</td>
<td>939</td>
<td>136</td>
<td>93</td>
<td>21</td>
<td>313</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>State</td>
<td>41</td>
<td>94</td>
<td>6</td>
<td>1</td>
<td>833</td>
<td>85</td>
<td>28</td>
<td>21</td>
<td>183</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Country</td>
<td>5</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>12</td>
<td>61</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Zip</td>
<td>9</td>
<td>26</td>
<td>1</td>
<td>0</td>
<td>410</td>
<td>44</td>
<td>4</td>
<td>21</td>
<td>8</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>19</td>
<td>23</td>
<td>6</td>
<td>0</td>
<td>588</td>
<td>40</td>
<td>13</td>
<td>0</td>
<td>153</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>AGE</td>
<td>Age</td>
<td>335</td>
<td>241</td>
<td>534</td>
<td>9</td>
<td>256</td>
<td>263</td>
<td>269</td>
<td>73</td>
<td>190</td>
<td>207</td>
</tr>
<tr>
<td>DATE</td>
<td>Date</td>
<td>4107</td>
<td>3463</td>
<td>2267</td>
<td>877</td>
<td>4566</td>
<td>4195</td>
<td>3052</td>
<td>683</td>
<td>903</td>
<td>2829</td>
</tr>
<tr>
<td>CONTACT</td>
<td>Phone</td>
<td>380</td>
<td>1786</td>
<td>259</td>
<td>6</td>
<td>384</td>
<td>287</td>
<td>369</td>
<td>120</td>
<td>1740</td>
<td>55</td>
</tr>
<tr>
<td>Fax</td>
<td>0</td>
<td>17</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Email</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>2</td>
<td>0</td>
<td>46</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>URL</td>
<td>1</td>
<td>151</td>
<td>66</td>
<td>8</td>
<td>61</td>
<td>38</td>
<td>16</td>
<td>0</td>
<td>5</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>IDs</td>
<td>MRN</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>13</td>
<td>1</td>
<td>5</td>
<td>48</td>
<td>3</td>
</tr>
<tr>
<td>ID-Number</td>
<td>14</td>
<td>105</td>
<td>288</td>
<td>0</td>
<td>76</td>
<td>10</td>
<td>6</td>
<td>5</td>
<td>26</td>
<td>47</td>
<td></td>
</tr>
<tr>
<td>Account</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Health Plan</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>9</td>
<td>0</td>
<td>119</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>PROFESSION</td>
<td>Profession</td>
<td>84</td>
<td>61</td>
<td>13</td>
<td>0</td>
<td>129</td>
<td>63</td>
<td>85</td>
<td>0</td>
<td>80</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 1. Annotation statistics for PHI entities across different note types.
As can be seen from the table, each note type has different distributions of PHI content. Pain management, discharge, and social work notes are the top three note types for PHI content density. Radiology and nursing notes include significantly fewer PHI when compared to other note types. There is also variance in the density of PHI types across note types. For example, patient name is mentioned more frequently in psychiatry and to a lesser extent social work notes, while age, medical record number, and profession are rarely mentioned in nursing and radiology notes.

i2b2 Dataset: We used the 976 longitudinal notes, including doctor’s notes, discharge summaries, doctor-patient correspondence, and lab results, available in the training set of 2014 i2b2/UTHealth shared task\(^2\) as external data to measure the domain adaptability between Partners Healthcare and UW. Our UW data were annotated according to the annotation guidelines associated with the 2014 i2b2/UTHealth shared task data, providing two consistently annotated data sets for de-identification across institutions.

Methods

We define de-identification as a named entity recognition (NER) task. We evaluated the performance of an NER system, called NeuroNER\(^1\), on our dataset. NeuroNER uses long short-term memory (LSTM)-based recurrent neural networks (RNN) for non-overlapping label prediction and achieves state-of-the-art performance on a number of tasks. In our experimental setup, we split the 1000 annotated UW notes with a 4:1 ratio (training set: 800, test set: 200). We ran the following experiments: (1) trained and tuned on external data (i2b2 de-id dataset\(^2\)) and tested on UW-test set, (2) trained and tuned on in-house data (UW-training set) and tested on UW-test set, and (3) trained and tuned on external and in-house data (i2b2 de-id dataset + UW-training set) and tested on UW-test set. We compared performance differences across models at the PHI and note type levels.

Results and Conclusion

Table 2 presents extraction results at the PHI type level. Overall training only with i2b2 notes provides a reasonable starting point for de-identification on UW data. However, performance is significantly better when the models were trained with the UW training set. The combined i2b2 + UW-training set achieved the best performance across 5 of 6 PHI types, with a mean per-label F1-score improvement of 1.2 over training with UW notes alone. Among PHI types, dates showed the best performance, with 97.5 F1-score, while professions showed poorest performance with 50.0 F1-score. We believe the comparatively high performance of date identification can be attributed to (1) the large number of date instances w.r.t. other labels, and (2) the relatively small number of date patterns (e.g., ‘2019-4-8’, or ‘March 8\(^{th}\’)). For the worst-performing type, profession, we believe the main reason for its poorer performance is due to a smaller number of training samples.

Table 3 presents F1-scores at the note type level. Among note types, the addition of UW training notes to i2b2 notes boosted F1-scores by a mean 12.3 (std-dev: 5.8). Radiology notes showed the greatest improvement between training with i2b2 notes versus UW notes (+27.5) – i2b2 data contained no radiology notes. Across nearly all note types, the relatively large number of dates raises the overall F1 scores significantly, despite comparatively lower performance of other types, such as professions. Our results suggest that training NeuroNER using multi-institutional corpora for de-identification tasks can improve identification of certain types of PHI.
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Introduction

Ohio was ranked ninth-worst in the U.S. for infant mortality rate (IMR) in 2018 and has a significant disparity in the IMR between black and white infants.1 A multi-agency effort to address infant mortality (IM) in Ohio, known as the Ohio Equity Institute (OEI), was created to focus infant vitality efforts in nine Ohio counties. Coordinating these entities helped bring focus to the number of independent efforts, but also highlighted an absence of consistent data collection and infrastructure to facilitate evaluation. To address this lack of consistency, the Ohio Department of Medicaid (ODM) developed the OEI Community-Based Organization (CBO) Evaluation project. The project’s main goal was to create a statewide system for routine data collection and analysis to determine the extent to which the selected interventions serve high-risk pregnant women and assess the effect of these interventions on health care utilization and birth outcomes among these CBO participants. Active data collection processes have been shown to improve prevention programs and increase evaluative capacity to address multiple public health problems.2-3 A robust data collection system for OEI was determined to have the following characteristics: 1) multimodality of data collection, 2) a standardized data model, and 3) systematic educational outreach efforts to train those reporting data. The Ohio State University research team, composed of health and bioinformatics subject matter experts, was tasked with developing and deploying a multimodal data collection system for CBOs across the state of Ohio.

Methods

The OEI CBO Evaluation project focused on nine Ohio counties with large disparities in IMR and significant urban populations. Our needs assessment in 2018 involved interviews with CBOs and literature reviews, in which we learned about existing data collection activities. The research team at OSU used this needs assessment process to inform the development of the OEI data collection system, which gathers data on demographics, environmental and behavioral risks, and care received by the mother and infant. This data is meant to supplement the birth data in Vital Statistics without being duplicative, and especially focuses on risk factors a mother in a CBO may have including housing status, smoking/drug/alcohol use, depression, stress, financial difficulties, vitamin intake, and food insecurity.

Figure 1. Overall vision for the OEI data collection infrastructure.

Figure 1 illustrates our initial vision for the data collection infrastructure and shows how the data collection, curation, and reporting activities are integrated. The first step involves a CBO provider collecting participant data...
information using a collection form. The provider then uses a data entry mechanism – an online data entry system, scanning and faxing forms, mailing forms, secure email of spreadsheet data or forms, or uploading to a secure online portal – to report the data to the research team. The third step involves the curation of a database on a server that, in step four, can be used by the team to access data via a portal. Step five illustrates how the team can use the database to develop a conceptual data model for use by researchers and government agencies to develop queries for reports and dashboards. The CBOs can also use this data to interact with the researchers and government agencies for decision making purposes.

Between February and July 2018, our team at OSU developed and deployed the OEI data collection infrastructure. Critical milestones were developing data collection forms, piloting the data collection system, testing system integration, and making refinements based on CBO feedback. Data collection began in September 2018 for 30 programs, with more programs enrolling as training and data use agreements were finalized. The OEI common data model consists of elements from our data collection infrastructure (demographic and risk data) linked to state datasets that provide detailed medical and birth data (i.e., Ohio Vital Statistics and Medicaid Claims). The primary objectives of developing our data model for OEI were 1) to generate reports that quantify the funded CBOs based on key metrics and 2) to dynamically visualize these key metrics on a Tableau dashboard.

The OSU team trained CBO employees on how to use the data collection materials in July and August 2018. The training consisted of webinars with demonstrations of how to use the Qualtrics data portal, a validated Excel spreadsheet, and the paper forms. After these demonstrations, CBOs were given a choice of how to submit data between those options, and paper forms, the spreadsheet file, or login information was given to the CBO to start data collection. After the first month of data collection, surveys and phone calls were conducted to discuss this process. CBOs were given the opportunity to change data submission preferences, provide input about portal changes desired, and receive additional training.

Results

To develop the OEI system and integrate its data with our data model, we identified critical assumptions (e.g., capacity for CBOs to report data) that provided us with the basis for our multimodal data collection and integration approach. In our presentation, we will discuss the workflow that we developed to account for the idiosyncratic constraints that exist across the OEI CBOs, and the integration of the data across CBOs with other key databases. The data model created by our research team has been leveraged to generate data visualizations using Tableau dashboards. We will present success metrics that include details about the data we have collected from approximately 20,000 participants to date. Metrics will be evaluated using descriptive statistics regarding enrollment, risk factors, and data missingness.

Discussion

Data collection continues to be one of the biggest challenges for community-based organizations. Even when the CBOs have systems in place, there are data points that are difficult to collect for certain programs. In our case, programs that meet occasionally or exist mainly to refer people to services often see participants only once or twice. They do not have time to collect extensive data, nor has a trusting relationship been built with participants. Variables frequently missing include information about the other biological parent, risk factors, and information about prenatal care attendance. This is not missing systematically; these programs ask the questions and do not receive answers from all of the participants. These data quality concerns have motivated continuous changes to the data collection system.

This data collection system allows assessment of risk factors for women enrolled in public health programs, which will help describe populations experiencing disparities and influence interventions. This data collection system also supplements birth data, allowing comparisons of clinical outcomes from birth data with behavioral and environmental risk information to assess who is more likely to experience poor outcomes. Although there are national reporting requirements for certain IM prevention programs, there is little comparison of programs or pooling of program data. By collecting data for multiple programs in Ohio, the effects of IM prevention efforts can be more formally assessed and programs can be compared. IM is a rare outcome and difficult to assess statistically; pooling data will allow for comparisons of birth outcomes throughout the state and between program types. These comparisons will help highlight which program types and components have the most potential for improving outcomes. The common data model
created is generalizable across multiple maternal and infant health programs in Ohio, and could be shared with other state or local efforts to help them adopt similar data collection systems and compare efforts.

**Conclusion**

The OEI data collection infrastructure our team designed and deployed is still in its early stages of system maturity. Our team continues to learn from its implementation and use as the system evolves. The system, although requiring more effort from CBOs, is demonstrating signs of collective action at the local and state levels to better coordinate and share information on how to best use programmatic resources to reduce IM and its associated disparities in Ohio.
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Introduction

In 2013, ACC/AHA guidelines started recommending the use of a 10-year risk model for Atherosclerotic Cardiovascular Disease (ASCVD) to guide statin prescriptions for individuals at risk of developing ASCVD. The risk stratification model, Pooled Cohort Equations (PCEs), showed improved calibration compared to previous models, but still underestimated risk for Black patients, and overestimated risk for female patients. To address those disparities, updated PCEs, which use newer statistical methods and representative datasets were proposed. It is also possible to apply algorithmic fairness methods to reduce variability in error rates of the risk score across groups. However, it remains unclear what effect such fairness methods would have on treatment decisions. In this work, we use a common fairness criterion - equalized odds - to build fairness-constrained ASCVD risk prediction models using updated statistical methods and representative pooled cohorts to examine its effect on the changes in the risk categories assigned to patients and the resulting treatment decisions.

Methods

We use four longitudinal cohorts used to derive the original Pooled Cohort Equations: ARIC (Atherosclerosis Risk in Communities Study, 1987-2011), CARDIA (Coronary Artery Risk Development in Young Adults Study, 1983-2006), CHS (Cardiovascular Health Study, 1989-1999), FHS OS (Framingham Heart Study Offspring Cohort, 1971-2014), as well as two modern longitudinal cohorts: MESA (Multi-Ethnic Study of Atherosclerosis, 2000-2012), and JHS (Jackson Heart Study, 2000-2012).

We include individuals aged 40 to 79, self-identifying as White or Black, with no past history of myocardial infarction, stroke, coronary bypass surgery or angioplasty, congestive heart failure or atrial fibrillation. We extract variables for total cholesterol, HDL cholesterol, treated and untreated systolic blood pressure, BMI, diabetes, cholesterol medication, age, as well as binary sex and race, recorded at the initial examination. An ASCVD event is defined as the presence of myocardial infarction, lethal or non-lethal stroke, or lethal coronary heart disease within 10 years of the initial examination. We exclude individuals with extreme values of systolic blood pressure, total cholesterol and high-density lipoprotein cholesterol, and remove records with missing covariates. We split data into train (81%), validation (9%) and test (10%) sets through sampling stratified by race, sex, study, presence of outcome and censoring.

To predict the risk of an ASCVD event within 10 years, we build logistic regression models with inverse propensity score weighting (IPSW) to account for censoring, and include two-way variable interactions. We estimate propensity scores $w$ with a Kaplan-Meier estimator. To build fairness-constrained models, we consider the equalized odds criterion, which requires that the predictions be independent of the group (of which we consider four: Black women (BW), White women (WW), Black men (BM) and White men (WM)), conditioned on the observed outcome. This results in a loss function of the form $L(w^TX,y) + \lambda R$, where $w^TX$ are the weighted covariates, $L$ is the cross-entropy loss, and $R$ is a regularized objective. As in our prior work, we use a regularized objective that penalizes the difference in the mean predicted probability of the outcome for each group with the marginal distribution of predicted probabilities within strata defined by observed outcomes.

If this criterion is satisfied exactly, the ROC curves for all groups will match, implying that both sensitivity and specificity are equalized across groups at all decision thresholds. Among individuals who would have developed ASCVD if untreated, the rate at which treatment decisions are made at some risk level would be the same across groups. We build 10 fairness-constrained models, varying the parameter $\lambda$, which controls the extent to which violation of equalized odds is penalized, uniformly on the log scale from 0.001 to 10.

We use the 2019 ACC/AHA guidelines to define risk categories: Low/Borderline Risk (below 7.5%), Intermediate Risk (7.5%-20%) and High Risk (above 20%). The guidelines recommend prescription of statins for patients at High Risk, as well as for some patients at Intermediate risk, following a clinician-patient discussion.
Results
The baseline revised PCE model achieved high performance on the validation set, which varied between groups (Fig 1). For fairness-constrained models, group-level performance varied without dropping significantly for \( \lambda \in (0.001, 0.1) \); however, AUC, precision and loss degraded for higher values of \( \lambda \) (Fig 1). Across all groups, across increasing values of \( \lambda \), the implementation of fairness constraints reclassified individuals into the Intermediate Risk category, and away from Low(Borderline and High Risk categories (Fig 2).

Figure 1. Group-level performance measures as a function of the parameter \( \lambda \). Dashed lines correspond to the result for the unpenalized training procedure ("baseline model").

Figure 2. Fraction of groups classified into risk categories as a function of the parameter \( \lambda \). Dashed lines correspond to the result for the unpenalized training procedure ("baseline model").

Discussion
We describe the changes in the risk category assignment that result from the re-deriving the Pooled Cohort Equations augmented with a fairness constraint in the form of an equalized odds penalty. While there are heterogeneous changes across four demographic groups examined, our results suggest that imposing equalized odds would lead to more people being considered for treatment at the Intermediate Risk category, and fewer people treated at the High Risk category, resulting in a recommendation of statin treatment for more individuals who would not end up developing ASCVD, and placing uncertainty on treatment decisions for people that would be classified as High Risk at baseline that would be likely to benefit from treatment. Further investigation is needed to examine the net-effect of imposing fairness constraints on the ASCVD risk-estimation models. We note that imposing fairness criteria should not replace efforts to ensure diversity in training datasets.
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Introduction
The COVID-19 pandemic has revealed many cracks in US public health and healthcare systems. One key issue is the lack of access to a large amount of patient-level observational data, upon which machine learning and statistical analytics can be performed to discover underlying mechanisms for optimal patient care. Recent retractions of large observational studies in high impact journals[1,2] have highlighted the need for reproducible, transparent, accountable science—no small challenge for sensitive clinical data. However, recent innovations and deep collaboration have made this possible for the large scale of participants and data needed to address the pandemic. N3C (covid.cd2h.org) provides the security required to house the extensive limited data set and broad community access for collaborative analytics, an experiment in regulatory engineering and open science. N3C’s goal is to demonstrate that a “multi-site collaborative learning health network can overcome barriers to rapidly build a scalable infrastructure incorporating multi-organizational clinical data for COVID-19 analytics.”[3]

Methods - Data Governance
Data governance comprises (a) principles, policies and strategies to be adopted, (b) creation of functions and roles to implement these policies and strategies, and (c) architectural designs that provide both a home for the data and an operational expression of policies in the form of controls and audits (“Research Data Governance, Roles, and Infrastructure” Ch 14 of [4]). The value of information is threatened both by loss of integrity—the principal internal threat—and by its potential for theft or leakage, compromising privacy and failure to meet regulatory requirements—the external threats. As a management discipline, “data governance” delineates the principles, policies, strategies, functions, and actions that guide the establishment of a coherent governance program. As a management practice, data governance enhances and defends the value of the data in the organization, both inwards and outwards. The internal goal is to establish best practices to support and assure the integrity of the data so that it maintains its value and maximized scientific outcomes. The external goal is to protect the data from deliberate theft, accidental leakage, and inappropriate disclosure while simultaneously providing access to experts for whom the data are a necessary resource to improve societal outcomes. Data governance in “open” science must balance these goals with widespread dissemination, where closed organizations can simply use trade secrecy and contracts to protect information. N3C opted to submit to a single IRB at Johns Hopkins Medicine to minimize burden. To respect autonomy, sites were given the option to submit to their local IRB; only three sites chose to.

Results - Data Security
Biomedical research data governance adds additional protections to the general principles to ensure that patient privacy and confidentiality are not breached, that categories of data are precisely specified, that a “minimum necessary” standard is observed, that there is ethical oversight, and that all data users are appropriately authorized and authenticated. Participant consent was not required for N3C and a HIPAA waiver of consent was granted. Oversight issues for N3C had to be prominent, to assure stakeholders of adequate protection and that they were built into the design from the very start. They must also factor in
broad data access by a wide variety of users in the service of open innovation.

The urgency for a research response to the pandemic led to highly streamlined approval processes for research projects at many institutions. In the case of N3C, the value and the organization were immediately deemed sufficient. It was accepted that the design of the Enclave would provide adequate protection monitored by an independent assessor, but the question was raised as to whether the contracted commercial entities for the deployed software components had a federal “operating directive”, and whether all components that necessitated a search of federal resource status (FedRAMP) commercial entities had the proper federal “authorization to operate” (ATO).

**Discussion - Key Conclusions for Collaboration and Publication Ethics**

Because N3C is a large community (>1000 members) with complex regulatory and security regulations, Community Guiding Principles were developed to define: partnership, inclusivity, transparency, reciprocity, accountability, and security[5].

There was a need to split regulatory repercussions from data misuse into an NIH provisioned User Code of Conduct (ncats.nih.gov/n3c/resources/data-user-code-of-conduct), that could be overseen by government regulation, versus the behavioral and collaborative norms that ensure community expectations for good community citizenship. This was followed by a similar process to define Publication and Attribution Principles[5]. There is a tension between providing transparency and efficiency of collaboration for resource reuse (e.g., code sets, mapping files, software tools, etc) and the ability to allow investigators the privacy and time to realize their ideas and not get scooped. The community has maximized transparency by public sharing of project titles and investigator names, community-available resources, and Domain Teams support for community development and inclusion of junior investigators.
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Introduction

Increasingly Randomized Controlled Trials are being conducted at multiple sites. The revised Common Rule now requires all federally funded, multisite studies to use a single Internal Review Board (sIRB) model. This requirement went into effect on January 20, 2020. Prior to this mandate, institutions independently created their own forms and processes to meet IRB requirements. The revised Common Rule is specific in what is required for the IRB process.

We are conducting research to create a set of standardized forms, and distribute and manage multiple documents used in sIRB review and approval, using HL7’s Structural Data Capture (SDC) to manage the forms. This project will decrease manual efforts and redundancy in capturing document content by using HL7 International® FHIR® (Fast healthcare Interoperable Resources) to automate the processes. Figure 1 illustrates the problem we address.

Methods

First, we obtained documents currently used in the IRB process from 58 CTSA sites. Currently there is no consistency in the organization, wording, or content of the various documents required in the sIRB process for multi-site research grants. In addition, the same data have to be entered redundantly in different but related forms. There is no national source for assigning the required identification numbers.

We used the FHIR Resources Questionnaire and the FHIR Questionnaire Resource Response Resource to create a template for each form required for the sIRB review. We then used HL7’s SDC to manage the various forms, including auto-population and manual population of the forms. The forms can then be distributed to required sites and participants. Figure 2 illustrates the process for creating templates for each form. The forms created were consent, protocol, determination letter, recruiting material, continuing review, and adverse events – both medical and non-medical. The templates will be globally accessible to all researchers.

Figure 1. The Problem to Solve

Figure 2. Process for creating template.
The templates are managed using Structured Data Capture, which is a result of an ONC funded project that was developed in both HL7 and IHE. A researcher selects the form to be populated. If it is the first form, a universal identifier (UID) is assigned and the PI fills in an initial set of data such as the title of the research, the investigators, the sites for the research, and any other required data. Those data are stored in a local database to auto-populate other forms that use the same data. Data about the sites are extracted from a national database that includes the names of the sites, an identifier, and any additional administrative data including address. The UIDs are hierarchical, so sub-sites within an institution may be identified. Figure 3 shows the flow for this process.

Figure 3. Process for completing a form for sIRB

All of the standardized fill-in options for each question are included within the form template as well as text boxes to add non-standard language from the template. These will be looked at to further standardize the form based on necessity and commonality. State and site requirements are identified in the site database and are incorporated into the form.

Results
Templates for all the forms were developed and demonstrated at an HL7 connectathon. We also developed a set of data elements and a glossary for each form, as well as a common set across all forms. This approach permitted us to create a common set of data elements that appeared in multiple forms.

Discussion
We are in the process of creating a FHIR Implementation Guide and plan to ballot it in HL7. A next step is to get multiple groups to use the forms and provide feedback. Clearly the use of the forms will reduce the effort of creating and using the forms. The standardization of forms across multiple sites will contribute to understanding through well-defined content. The question remains “Will sites be willing to switch from current systems and methods and implement the standards?” Further, through the use of FHIR, the data contained within the forms can be used for secondary purposes. The challenge now is to define what and how we will interface or integrate with the IRB vendors.
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Abstract

Rigorously designed clinical trials often tend to overemphasize internal validity and subsequently diminish the generalizability of their results to the real-world population. This tendency may partly be due to inadequate resources for generalizability assessment. We performed a systematic review of the literature and identified 187 studies relevant to generalizability assessment. We further developed a web-based toolbox called ctGATE to enable quick search of related papers, implementation codes, and associated tutorials for generalizability assessment methods.

Introduction

Clinical studies are often conducted under idealized and rigorously controlled conditions to ensure their internal validity, though at the expense of compromising their external validity or generalizability. These idealized conditions sometimes result in overly restrictive eligibility criteria. Subsequently, certain population subgroups are often excluded through questionable criteria and are subsequently underrepresented. For example, older adults have been especially underrepresented in cancer studies. The underrepresentation of these population subgroups may lead to overestimates of the treatment effects and increase the likelihood of adverse outcomes in diverse populations when the interventions are moved into real-world clinical practice. It is imperative to rigorously assess the generalizability of a clinical study, so that stakeholders including pharmaceutical companies, policymakers, providers, and patients would be able to understand and anticipate the possible effects of the interventions in the real world. In the past two decades, many studies have assessed generalizability, but mostly were after the fact, ad hoc, not systematic, and focused on specific diseases and sets of trials without a formalized approach. So far, there has been a significant knowledge gap between the available methods for generalizability assessment and their adoption in research practice. Most generalizability assessments have been conducted as an ad hoc auditing effort by a third party after the fact. We believe the key barriers to generalizability assessment are two-fold: (1) the lack of evidence to demonstrate their validity, which also leads to the lack of consensus on the best practice for generalizability assessments; and (2) the lack of readily available, well-vetted statistical and informatics tools. Motivated to fill this gap, we systematically reviewed the extant methods for generalizability assessments [1]. We also developed a web-based Clinical Trial Generalizability Assessment Toolbox (ctGATE) with its accompanying documentations and tutorials.

Methods

We performed a systematic literature search over the following 4 databases: MEDLINE, Cochrane, PsyChINFO, and CINAHL. We conducted the scoping review in the following six steps: 1) gaining an initial understanding about clinical trial generalizability assessment, population representativeness, internal validity, and external validity, 2) identifying relevant keywords, 3) formulating four search queries to identify relevant articles in the 4 databases, 4) screening the articles by reviewing titles and abstracts, 5) reviewing articles’ full-text to further filter out irrelevant ones based on inclusion and exclusion criteria, and 6) coding the articles for data extraction.

Study Selection: We used an iterative process to identify and refine the search keywords and search strategies. Following the Institute of Medicine’s standards for systematic review and Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA), we identified 5,352 articles as of February 2019 from MEDLINE, CINAHL, PsyChINFO, and Cochrane using relevant keywords. After removing duplicates, 3,569 records were assessed for relevancy by two researchers (ZH and XT) through reviewing the titles and abstracts against the inclusion and exclusion criteria. Conflicts were resolved with a third reviewer (JB). During the screening process, we also iteratively refined the inclusion and exclusion criteria. Out of the 3,569 articles, 3,275 were excluded through the title and abstract screening process. Subsequently, we reviewed the full texts of 294 articles, among which 106 articles were further excluded based on the exclusion criteria. The inter-rater reliability of the full-text review between the two annotators is 0.901 (i.e., Cohen’s kappa, p < .001). 187 articles were included in the study.

Data Extraction: We coded and extracted data from the 187 eligible articles according to the following aspects: (1) whether the study performed an a priori generalizability assessment or a posteriori generalizability assessment or
both; (2) the compared populations and the conclusions of the assessment; (3) the outputs of the results (e.g.,
generalizability scores, descriptive comparison); (4) whether the study focused on a specific disease. If so, we
extracted the disease and disease category; (5) whether the study focused on a particular population subgroup (e.g.,
elderly). If so, we extracted the specific population subgroup; (6) the type(s) of the real-world patient data used to
profile the target population (i.e., trial data, hospital data, regional data, national data, and international data). Note
that trial data can also be regional, national, or even international, depending on the scale of the trial. Regardless, we
considered them in the category of “trial data” as the study population of a trial is typically small compared to
observational cohorts or real-world data. For observational cohorts or real-world data (e.g., electronic health records
[EHRs]), we extracted the specific scale of the database (i.e., regional, national, and international). For the studies that
compared the characteristics of different populations to indicate generalizability issues, we further coded the
populations that were compared (e.g., enrolled patients, eligible patients, general population, ineligible patients),
and the types of characteristics that were compared (i.e., demographic information, clinical attributes and comorbidities,
treatment outcomes, and adverse events). We also identified the statistical/informatics methods used for
generalizability assessment.

cTGATE: To allow researchers to easily find appropriate generalizability assessment methods and tools for their
studies given the available data, we developed the prototype of cTGATE on WordPress with the OceanWP theme
and the TablePress plugin. The TablePress plugin allowed us to display, sort, filter and search the included publications.

Results

Figure 1 shows the interface of cTGATE. The work-in-progress tool can be accessed at https://ctgate.cci.fsu.edu/. With
cTGATE, the user can search clinical trial generalizability assessment papers using the data source, disease category,
types of generalizability assessment methods (score/non-score output, a priori / a posteriori generalizability
assessment), PMID, and title. Then the filtered papers will be displayed in a table. The user can (1) click on the PMID
to view the entry of the article in PubMed; (2) click on the title of the paper to view all the coded information about
the study; and (3) view the R/Python tutorials for the generalizability assessment. Currently, it has four tutorials: (1)
GIST 2.0 (in Python) [2], (2) Traditionally statistical methods (in R); (3) Standardized mean difference of propensity
scores (in R), and (4) Propensity score weighting/matching (in R). The tutorials were developed in Jupyter Notebook
or R Markdown, allowing the users to interact with the codes. The users can also directly access these tutorials in the
“Tutorials” tab. In the next phase, we will conduct user evaluations with end users to assess its usability and usefulness.
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Introduction:
Record linkage (RL) is a process that determines which records belong to the same individual across datasets.[1] Linking patient records across multiple clinical data sources can improve data quality, especially data completeness. Clear-text RL algorithms use human-readable personally identifiable identifiers (PII) to determine linkages. Privacy-Preserving Record Linkage (PPRL) is an alternative linkage method that obfuscates all PII data before performing linkage, ensuring minimal risk of sensitive information being exposed.[2] Transitive record linkage (TRL) captures linkages between multiple linked record pairs that may be missed using traditional pairwise linkage methods.[3] For example, pairwise linkage may link Record A to Record B and Record B to Record C. TRL adds a link between Record A and Record C. In this work, we developed and implemented a novel scalable method called Privacy-Preserving Transitive Record Linkage (PPTRL) to generate both pairwise and transitive linkages while maintaining the privacy and security of patient data.

Methods:
PPTRL has two steps: 1) performing traditional deterministic or probabilistic PPRL to generate pairwise linkages (Table 1a and 2) using an undirected graph to create transitive linkages. The strength of each pairwise linkage is measured by confidence score values from a probabilistic linkage method. Probabilistic linkage methods generate confidence scores based on the textual similarity of one or more data fields within each pair of records. Pairwise linkages are used as input to determine records that are linked together in a record cluster. Members of a record cluster are assigned with a shared identifier called Network ID (Table 1b). A Network ID is an identifier used to refer to a single entity or individual. For example, consider the direct linkages \{A, C\} and \{B, C\} from Rows 1 and 2 in Table 1a. Records A and B both link to C, but do not link to each other, since there is no direct \{A, B\} linkage in the table. However, records A and B are indirectly linked, since both connect to record C. A and B are transitively linked and records A, B and C are in the same record cluster. Table 1b represents the additional transitive linkage between A and B by assigning both records the same Network ID = 4001.

Transitive Linkage Computation: The pairwise linkage result (Table 1a) is formulated as an undirected graph \(G\). Each record \(r_i\) is represented as a vertex in \(G\), and each pairwise linkage between records \(r_1\) and \(r_2\) is represented as an undirected edge \(E = \{r_1, r_2\}\). Finding the Network IDs for each record is to find the maximally connected subgraphs or connected components (CC) of \(G\). A CC of \(G\) is a subgraph, such that every vertex in the CC is reachable by traversing edges from any other vertex. After partitioning graph \(G\) into a set of CCs, a unique Network ID is generated for each CC and assigned the same Network ID for all the nodes in this subgraph.

Transitive Linkage Refinement: Transitive Linkage identifies unique entities from a pairwise RL result. However, naively assuming that all vertices in a connected component should be linked together may inadvertently generate false-positive linkages resulting in records that belong to different individuals being assigned a shared Network ID. In this study, we focus primarily on the reduction of these false-positives in the transitive linkage result. To illustrate a false-positive error, consider a linkage scenario with two true entities \(G1 = \{A, D, E\}\) and \(G2 = \{B, C, F\}\). Figure 1a is a graphical representation of the linkage graph \(G\) described above. The number above each edge represents the pairwise linkage confidence, a value between 0 (no match) - 100 (identical match) generated from a probabilistic linkage method. We can observe that entities \(G1\) and \(G2\) are both well connected within their vertex groups but that both entities are connected by a linkage \{A, B\} having a weak confidence score = 75. Because we know that \(G1\) and \(G2\) are separate entities, the linkage \{A, B\} represents a false positive linkage. The Transitive Linkage algorithm will assign all records the same Network ID, since all records reside in the same CC. Figure 1b presents the correct output where the graph has been partitioned into two groups, represented by different colors. Each group

---

Table 1a: pair-wise linkage; (b) transitive linkage.

<table>
<thead>
<tr>
<th>#</th>
<th>ID</th>
<th>ID2</th>
<th>Confidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A</td>
<td>C</td>
<td>100</td>
</tr>
<tr>
<td>2</td>
<td>B</td>
<td>C</td>
<td>85</td>
</tr>
<tr>
<td>3</td>
<td>D</td>
<td>E</td>
<td>100</td>
</tr>
</tbody>
</table>

(record IDs)

<table>
<thead>
<tr>
<th>Record ID</th>
<th>Network ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>4001</td>
</tr>
<tr>
<td>B</td>
<td>4001</td>
</tr>
<tr>
<td>C</td>
<td>4001</td>
</tr>
<tr>
<td>D</td>
<td>4002</td>
</tr>
<tr>
<td>E</td>
<td>4002</td>
</tr>
</tbody>
</table>

Figure 1: Transitive linkage (a) before and (after) linkage refinement.

(a) (b)
will receive a separate Network ID. To avoid problematic scenarios like Figure 1a, we apply a greedy correlation clustering algorithm, which was first proposed in [3]. This greedy algorithm has been shown to perform better in both accuracy and runtime than other methods.[3] This algorithm modifies the Network IDs in each connected component of the linkage graph to reduce the effect of False Positive linkages. The algorithm begins with the Network IDs assigned by the original Transitive Linkage result as the initial set of cluster labels, which the algorithm then refines. The refinement algorithm first assigns each CC an initial penalty score based on the similarities of disconnected vertices and the dissimilarities of connected vertices. Then, the algorithm will attempt to find a cluster label assignment with a lower penalty score by changing the cluster labels of each vertex or by creating new cluster labels. If the algorithm discovers a penalty lower than the initial score, it will move to this new cluster label configuration and continue optimizing until no changes can be made to decrease the penalty score. Notably, each CC optimization is an independent operation, since each CC is disconnected from the rest of the graph. Thus, after identifying the CCs within the output graph, the refinement process can be executed in parallel.

Results:

To test our transitive linkage method, we created a synthetic dataset with 115,000 records. We applied multiple corruption methods to simulate real-world data quality issues (missingness, typos, character transpositions, etc.). The data were linked using both probabilistic and deterministic PPRL methods. Network IDs were recorded for each record before and after the transitive linkage refinement process. Before refinement, the transitive linkage result on the dataset produced 70 false positive linkages. The refinement algorithm was able to remove 12 false positive linkages, while only removing 2 true positive linkages. This result shows that the refinement algorithm is capable of reducing the number of false positive linkages, while not breaking a large number of existing true positive linkages. The pairs of linkages which shared a Network ID prior to refinement but were assigned distinct Network IDs post-refinement (i.e., records which changed Network ID because of the refinement step) were recorded for analysis. Table 2 highlights one example with four records that were initially contained in the same CC. In the simulated data ground-truth labels (the PID column in Table 2). Records A and B are known to belong to the same entity (PID=1), while the remaining 2 records belong to a separate, unrelated entity (PID=2). Before refinement, all four records are linked transitively because they reside in the same connected component, as illustrated in Figure 2a.

Records A and B are linked with a confidence of 100, indicating a perfect match. Additionally, records C and D are linked with a confidence score of 93.3, indicating a high (though not exact) similarity between the records. The links (A, C) and (B, C) are false positive linkages, generated because of the similarities between the values for First Name, Last Name, and DOB. Additionally, records C and D are linked with a confidence of 93.3, indicating that the similarity between the records is weaker. Following the refinement step from Figure 2b, the algorithm splits records C and D into a separate Network ID (indicated by the color of the graph nodes). This cluster assignment was chosen because records C and D are relatively dissimilar from the records A and B, yet are closely related to each other by the edge {C, D}. After refinement, the algorithm has removed the false positive linkages, correctly assigning records A and B to one cluster, and records C and D to a separate cluster.

Conclusion:

PPTRL adds additional true positive linkages to the traditional linkage results by including both direct and indirect linkages. After the initial graph partitioning, the PPTRL result is refined by a parallel greedy clustering algorithm to reduce the occurrence of false positive linkages.
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Introduction

Patients undergoing outpatient radiotherapy (RT) or chemoradiation (CRT) frequently require acute care (emergency department evaluation or hospitalization). This can impact treatment outcomes, patient quality of life and preferences, and costs to patients and the healthcare system, making it a priority to the Centers for Medicare and Medicaid Services. Machine learning (ML) may guide interventions to reduce this risk. There are limited prospective, randomized studies investigating the clinical benefit of ML in healthcare, which has represented an obstacle to their implementation. The objective of this study was to determine whether ML identification of high risk patients driving mandatory twice-weekly clinical evaluation could reduce acute care visits during treatment.

Methods

During this single institution randomized quality improvement study (NCT04277650)1, 963 outpatient adult courses of RT and CRT started from January 7 to June 30, 2019 were evaluated by a gradient boosted tree model. This model had previously been trained and validated based on electronic health record and cancer treatment plan data for the prediction of acute care during an RT or CRT course.2 Top predictive factors in this model were broad, including treatment parameters (RT dose, schedule, and modality; systemic therapy), encounter history (ED and admission history), vitals (weight and pain), age, and labs (albumin).

ML identified 361 courses as high risk (>10% risk of acute care during treatment). Among these, 314 were randomized to standard once-weekly clinical evaluation or mandatory twice-weekly evaluation. The remaining courses did not undergo randomization due to physician opt out (N=31) or treatment completed within one week (N=16). Both arms allowed additional evaluations based on clinician discretion. Of the non-randomized courses, 602 were low risk and included as a comparator group. The primary endpoint was the rate of acute care visits during RT. Model performance was evaluated using receiver operating characteristic area under the curve (AUC) and decile calibration plots. For courses on the intervention arm, clinician predictions for acute care probability were collected at the first mandatory supplemental evaluation. These predictions were unblinded, and clinicians had knowledge that the patient had been assigned to intervention (ML risk >10%). ML risk was blinded for high and low risk courses without intervention.

Results

Among randomized courses, 311 were eligible and allocated to protocol treatment with once-weekly (N=157) or mandatory twice-weekly evaluation (N=154). Twice-weekly evaluation reduced rates of acute care during treatment from 22.3% to 12.3% (difference -10.0%, 95% CI -18.3 to -1.6; relative risk 0.556, 95% CI 0.332-0.924; p = 0.02). For comparison, low risk patients had a 2.7% acute care rate. Model discrimination was good in high and low risk patients undergoing standard once-weekly evaluation (AUC 0.851). Clinicians completed predictions for 145 of 154 intervention courses (94%). Unblinded clinician predictions had a narrow distribution centered around a median of 10% (IQR 5%-15%) with wide confidence intervals at most deciles (AUC 0.704).

Discussion

In this prospective randomized study, ML accurately triaged patients undergoing RT and CRT, directing clinical management with reduced acute care rates versus standard of care. This prospective study demonstrates the potential benefit of ML in healthcare and offers opportunities to enhance care quality and reduce healthcare costs.
Figure 1. Calibration plot of the machine learning model prediction versus the actual event rate split into deciles demonstrates good calibration for all non-interventional courses (A; control and non-randomized courses; n = 809). For patients undergoing intervention, calibration demonstrates slight underestimation consistent with the interventional decrease in acute care (B; n = 154). Unblinded clinician predictions were centered around 10%, the known cut-off for randomization (C; n = 145). Error bars represent 95% confidence interval.
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Introduction

Social determinants of health (SDH), the conditions into which people are born, grow, live, work, and age, have been consistently shown to influence health outcomes. Recent efforts have focused on systematically documenting SDH, particularly unmet social needs, as these factors have been shown to play a larger role in the health of individuals than either their insurance status or access to care.1-3 Northwell Health implemented the SDH screening and referral program in June 2019 to capture population level data and offer tailored interventions for vulnerable patients. Positive responses to the program’s screening questions automatically generate case manager and social work referrals.

To evaluate the SDH screening program and better understand how SDH screening can be improved, a committee with stakeholders from various departments at Northwell (Community Health, Medical Informatics, and Research) was created. Here, we compared the presence of social needs by limited English proficiency (LEP) status, which is associated with lower healthcare utilization and unfavorable health outcomes.4,5 In particular, we sought to evaluate the presence of social needs in Spanish speakers.

Methods

We obtained Northwell Health SDH screening data from June 25th, 2019 to February 29th, 2020. Our sample included all adults (aged 18 years or older) that responded to the screening. We excluded participants with missing demographic information and preferred language. LEP status was designated based on patients’ self-reported preferred language: patients who preferred non-English as their primary language were categorized to have LEP. The SDH screening captures the presence material need, employment, medical-legal assistance, health insurance, public benefit, health literacy, public transportation, medical care, utility bill, poor housing quality, food insecurity and housing insecurity. We performed descriptive analysis of all participants, and then sub-analyses of the participants based upon English proficiency status. We calculated t-tests for continuous variables and chi-squared tests for categorical variables.

Results

We found that there was a significant difference between English proficient individuals and those with LEP status across all sociodemographic domains examined, including age, gender, race/ethnicity, and health insurance (p<0.001) (Table 1). There were also differences in sociodemographic characteristics by Spanish speaking LEP versus non-Spanish speaking LEP patients.

Table 1. Patient characteristics by English proficiency, n (%) for categorical variables and mean (standard deviation) for continuous variables

<table>
<thead>
<tr>
<th></th>
<th>All (n=92,958)</th>
<th>English proficient (n=83,445)</th>
<th>Limited English proficiency (n=9,513)*</th>
<th>Spanish (n=4,425)*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, years</td>
<td>65.2 (18.3)</td>
<td>64.8 (18.3)</td>
<td>69.0 (17.2)</td>
<td>63.8 (18.9)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>49211 (52.9%)</td>
<td>43767 (52.5%)</td>
<td>5444 (57.2%)</td>
<td>2544 (57.5%)</td>
</tr>
<tr>
<td>Race/ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White, non-Hispanic</td>
<td>50692 (54.5%)</td>
<td>48917 (58.6%)</td>
<td>1775 (18.7%)</td>
<td>122 (2.8%)</td>
</tr>
<tr>
<td>Black, non-Hispanic</td>
<td>15130 (16.3%)</td>
<td>14753 (17.7%)</td>
<td>377 (4.0%)</td>
<td>14 (0.3%)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>11156 (12.0%)</td>
<td>7274 (8.7%)</td>
<td>3882 (40.8%)</td>
<td>3838 (86.7%)</td>
</tr>
<tr>
<td>Asian</td>
<td>6327 (6.8%)</td>
<td>4428 (5.3%)</td>
<td>1899 (20.0%)</td>
<td>6 (0.1%)</td>
</tr>
<tr>
<td>Other/Multiracial</td>
<td>6971 (7.5%)</td>
<td>5760 (6.9%)</td>
<td>1211 (12.7%)</td>
<td>357 (8.1%)</td>
</tr>
<tr>
<td>Unknown/Decline</td>
<td>2682 (2.9%)</td>
<td>2313 (2.8%)</td>
<td>369 (3.9%)</td>
<td>88 (2.0%)</td>
</tr>
<tr>
<td>Health insurance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
A higher percentage of patients with LEP reported social needs compared to patients with English proficiency (p \leq 0.05), excluding housing insecurity (p=0.87), public transportation (p=0.16) (Figure 1). Furthermore, patients with Spanish speaking LEP had even higher percentages of social needs compared to patients with English proficient.

**Conclusion**

Our evaluation program identified that LEP status, specifically Spanish speaking LEP speakers, was associated with the increased presence of social needs. The study is limited by individual social needs being documented as yes/no responses; “no” to each social need question can be due to a lack of social need or a missing response. We also identified LEP based on their preferred language, which can result in identifying patients who are fluent in English and non-English language to be labeled as LEP patients. This evaluation paves the way for an intervention aimed at addressing social needs of LEP patients. Patients with LEP were found to utilize resources to address social needs, therefore, it will be important to expand the screening of LEP patients to better identify patients with social needs and subsequently guide referrals to appropriate services.
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Introduction

Recently published by the Office of the National Coordinator of Health Information Technology (ONC), the 21st Century Cures Act “Final Rule” regulates application programming interface (API) requirements for certified health information technology and defines protections against “information blocking.” The rule covers two open APIs and authorization frameworks, standardized by Health Level Seven International (HL7) and designed to enable a robust app ecosystem. One, SMART on FHIR, provides patient- and provider-facing data access for individual patients and small cohorts. The second, the SMART/HL7 FHIR Bulk Data Export, enables system-level access to data for larger cohorts and patient populations. Compliance with the standardized API functionality in the rule is required by 2022. Without a standardized API, Bulk data operations normally require expensive and customized extract-transform-load pipelines, with myriad business needs requiring more efficient, standardized access where possible. Only advanced healthcare organizations can participate in these activities. Feedback from initial adopters will inform advancement of the standard and effective usage in 2022.

We surveyed 22 developer teams across major healthcare and IT sectors to ascertain information about their progress and solicit feedback on deployment of FHIR servers and tools implementing and advancing the SMART/HL7 FHIR Bulk Data Access Implementation Guide. We requested information on standardized features likely to be supported, and on timelines for any implementations planned ahead of the regulated timeline.

Methods

We approached key stakeholder organizations across the health enterprise for comments and timelines for adoption of the FHIR Bulk Data API as described in its implementation guide (https://hl7.org/fhir/uv/bulkdata/index.html). Thirty-seven representatives from organizations with known plans to build to the standard were contacted and asked to complete a survey online or over the phone.

Results

We received survey responses from 22 of the 37 organizations; seven were developing both FHIR bulk data servers and clients based on the API, 12 were developing servers alone, and three were developing clients alone. Relevant use cases were probed, alongside comments, timelines, and intentions to implement individual elements of the specification. Respondents were classified as payors (5), research institutions (3), EHR vendors (3), FHIR tooling developers (4), cloud vendors (5), and other purveyors of health IT platforms (2). Only EHR vendors responded that a motivation was to meet regulatory requirements. Respondents developing FHIR tooling expressed interest in advancing the standard itself. Use cases commonly being addressed with the Bulk FHIR API included value-based care, public health, and data sharing with—payors, researchers, accountable care organizations (ACOs), across health information exchanges, and across sites within an organization. Machine learning and business analytics were also of interest.

Progress toward individual elements of the bulk FHIR spec were requested, with respondents able to select Currently supported, Planning to support by May 2022, and Not planning to support. Notably, 15 of the 19 servers reported plans to be ready ahead of the deadline. Answers are shown in Figure 1. Features commonly expected for early rollout include the bulk data operations for exporting all patients and individual groups, along with basic filtering on resource type and last-updated timestamp. The SMART backend authorization framework and asynchronous request pattern are in scope for 15 of the 19 servers, while the optional _typeFilter query parameter and exporting all server contents were flagged as out of scope or too costly by seven respondents.
Figure 1. FHIR Bulk data early adoption landscape. A, Progress toward individual API and framework elements of 19 servers. B, Planned timelines for bulk data implementations to be ready for interoperability. “N/A” indicates no answer given. C, Breakdown of the 15 servers planning to have complete implementations before 2022.

Further, seven implementers are planning to support uploading data directly to cloud buckets where possible, and support for serializing data in the Parquet format is in scope in five implementations (in addition to the required NDJSON format). Notable implementation hurdles listed in free text were: i) hardware limitations and logistics for moving large datasets, including error handling, processing time, deciding where to split large files, and how best to load them; ii) managing granular access, particularly in federated systems and where the user requesting a bulk export needs to be explicitly identified for audit purposes; and iii) de-identifying data stored in documents and free text fields when leveraging the exported data for some use cases.

Discussion

The initial SMART on FHIR standard took 11 years from conception to regulation. In contrast, the SMART/HL7 bulk FHIR access project has moved much more rapidly since its inception in December 2017, being regulated under ONC’s rule by 2020. Of note, this survey was conducted after March 2020, when the ONC rule was published requiring certified health IT to implement the API by May 2022. In this study we discovered that many organizations not directly affected by the regulation were planning to rollout support ahead of that deadline, which has since been extended to December 2022. We also identified implementation challenges, some of which are already under open development, such as patient group management and optimization of bulk data import. Federated access control and de-identification tools may merit more attention. Lastly, the resources and costs for moving and storing data by EHR and cloud vendors will have a large impact on the robustness of the health information economy. Monitoring these factors, encouraging participation of siloed data sources, and continuing progress toward common use of an interoperable FHIR data model will greatly aid systems and developers in leveraging the emerging bulk data landscape.
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Introduction

As a continuous source of genomic DNA from immortalized B cells, lymphoblastoid cell lines have been extensively used in genomic experiments and sequencing projects. LCL samples show high genotype concordance with their parental whole blood (WB) samples in their early passage1. However, passage information is often unavailable and there have been few studies on the characteristics of LCL genotyping in whole genome sequencing (WGS) 2, 3. In our previous study4, we found a significant discrepancy in the number of rare de novo variants between LCL and WB-based samples in our WGS data set and hypothesized that such difference was mainly caused by LCL-derived artifacts. To examine this hypothesis, we selected a single LCL sample that is among the most frequently sequenced (NA12878, or Coriell Institute GM12878), and seven sets of this cell line’s separately sampled WGS data released in between 2009 and 2019. We assume that the release date of each data set is proportional to the actual sampling date, and examine whether there are genotyping quality changes, while minimizing other confounding differences, over time.

Methods

We selected seven WGS sets of NA12878, and the selection criteria include high coverage (> 30x), common sequencing platform (Illumina), and technology (paired-end reads). We downloaded all raw sequences from the NCBI Sequence Read Archive5 or Genome in a Bottle6 site as aligned BAM or CRAM format files. All data sets not already aligned to the GRCh38 reference genome were converted into FASTQ format using samtools fastq (v1.10) and realigned with bwa mem (v0.7.17-r1188) and the GRCh38 reference. Following the GATK best practice guidelines7, each realigned BAM file was sorted by samtools sort and duplicate-marked by picard MarkDuplicates (v2.23.3). We ran gatk HaplotypeCaller (v4.1.4.1) to generate intermediate genotype calling files (gvcf) for each data set, merged per-set gvcf files by gatk CombineGVCFs, and ran joint genotyping by gatk GenotypeGVCFs. We used samtools idxstats to count mapped reads per chromosome shown in Table 1. For defining the types of variants, we used calculated variant consequences from VEP8 tool (v100.2). To measure the relative genotyping discrepancy between two variant sets, we define the discordance rate of variant data set S1 given S2 as the ratio of mismatching variants, where S2 has a variant (non-missing and non-HOM-REF genotype). Table 1 shows the discordance rate of six data sets as compared to Pilot2, the earliest sequenced set.

\[
\text{Discordance rate}(S_1 | S_2) = \frac{\text{Count}(S_1 \neq S_2 | S_1, S_2 \notin \{./, 0/0\})}{\text{Count}(S_2 \notin \{./, 0/0\})}
\]

Results

After applying the same genotyping pipeline for all data sets, Pilot2 shows the smallest number of total (non-missing and non-HOM-REF) variants in chromosome 1 among all tested sets. While Pilot2 was sequenced using shorter reads than the others, the average coverage (45.3x) is comparable to the other sets, so we conclude that the difference in the total number of variants does not originate from read length differences. Variant calling change happens not only among common variants but also in rare ones: as shown in Table 1, Pilot2 has significantly smaller number of protein-truncating variants (PTVs) than all other variant sets. These PTV counts are not dependent on the total number of variants (e.g., Pl.200x), thus separately suggesting possible genotyping quality changes over time. Interestingly, the discordant rate against Pilot2 monotonically increases relative to release year. It makes another independent
observation supporting our hypothesis that some of the true variants available in the earlier sets have been subjected to arbitrary quality and/or calling changes in later sequenced data sets.

**Discussion**

Here we demonstrated that overall genotyping quality of LCL samples is likely affected by cell passage increase over time. Given that LCL bio-materials have been frequently sampled for over a decade, efforts to remove artifacts that are a consequence of cell passage will be needed. We will further examine whether there are regions where LCL genotype quality/calling changes commonly happen, and test methods to identify and correct such LCL artifacts in WGS.

**Table 1:** Variant Counts in Chromosome 1 of NA12878.

<table>
<thead>
<tr>
<th>ID</th>
<th>Released</th>
<th>#Mapped Reads</th>
<th>Avg. Cov.*</th>
<th>#Variants</th>
<th>#PTV</th>
<th>Disc. Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pilot2</td>
<td>2009</td>
<td>236,963,395</td>
<td>45.3</td>
<td>323,292</td>
<td>22</td>
<td>-</td>
</tr>
<tr>
<td>High.cov</td>
<td>2012</td>
<td>201,760,367</td>
<td>81.8</td>
<td>373,583</td>
<td>27</td>
<td>4.71</td>
</tr>
<tr>
<td>Pl.200x</td>
<td>2013</td>
<td>532,063,931</td>
<td>215.8</td>
<td>410,392</td>
<td>29</td>
<td>5.04</td>
</tr>
<tr>
<td>Pl.30x</td>
<td>2013</td>
<td>130,584,986</td>
<td>52.9</td>
<td>384,894</td>
<td>30</td>
<td>5.11</td>
</tr>
<tr>
<td>Pcr.free</td>
<td>2013</td>
<td>62,236,108</td>
<td>60.5</td>
<td>405,105</td>
<td>32</td>
<td>5.34</td>
</tr>
<tr>
<td>CCDBG</td>
<td>2018</td>
<td>77,071,137</td>
<td>46.7</td>
<td>395,589</td>
<td>30</td>
<td>5.34</td>
</tr>
<tr>
<td>Phase3</td>
<td>2019</td>
<td>63,199,231</td>
<td>38.1</td>
<td>395,590</td>
<td>29</td>
<td>5.39</td>
</tr>
</tbody>
</table>

* Average coverage here is defined as (mean read length in bp) x (#total mapped reads)/(total chr1 length).
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Identifying Biases in Clinical Decision Models Designed to Predict Need of Wraparound Services
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**Introduction.** Evidence of systemic biases in Artificial Intelligence (AI) solutions\textsuperscript{1,2} have led to calls to rigorously investigate AI models for biases that impact marginalized and vulnerable populations. However, there has been limited efforts to investigate systemic biases present in AI models for the clinical domain. Previously, we developed a series of AI models capable of predicting need of wraparound services, which are defined as additional non-medical services that are provided in conjunction with primary care\textsuperscript{3}. We developed AI models predicting need of referrals to wraparound services for behavioral health, social work, and dietitian visits, as well as other services such as respiratory therapy, financial planning, medical-legal partnership assistance, patient navigation, and pharmacist consultations. These models were implemented across nine federally qualified healthcare centers in Indianapolis, IN to predict need of referrals\textsuperscript{3}. In this study, we inspect each AI model for evidence of harmful biases across multiple demographic factors.

**Materials and methods.** We identified a population of adults ($\geq 18$ years) with at least one outpatient visit at Eskenazi Health, a county-owned urban safety net provider located in Indianapolis, IN. We extracted a comprehensive list of patient-level demographic, diagnosis, medication, and past visit history data from the Indiana Network for Patient Care (INPC), one of the largest, continuously operated statewide Health Information Exchanges (HIE) in the United States\textsuperscript{4}. We used the Gradient Boosting (XGBoost) classification algorithm to develop four AI models capable of predicting need of referrals for behavioral health, social work, dietitian visits, and all other referral types. As with our previous efforts, we restricted the dietitian referral model to a subset of patients with specific risk conditions\textsuperscript{3}. For bias detection, we identified three demographic features (race, age, and gender) as ‘protected attributes’ which present considerable risk of causing biases\textsuperscript{4}. We will use these protected attributes to partition the population into two groups, patients who may be advantaged or disadvantaged based on each attribute. We evaluate biases by investigating statistical measures assumed to be equal across groups partitioned using each attribute (Table 1). Fairness and bias measures are context-dependent constructs. A variety of metrics have been proposed to investigate biases across these constructs. We used the fairness tree method\textsuperscript{1} to select the most appropriate bias detection metric for our use case and applied this metric to each AI model using the AI Fairness 360 framework\textsuperscript{2}, which supports a wide variety of well-established bias detection metrics (Figure 1).

**Results.** We identified a total of 72,484 adult patients from an urban, primary care safety-net population: predominantly female 47,187 (65.1%), ethnically diverse (~25% white, non-Hispanic), and with high chronic disease burdens. Of these, 15,867 (21.9%) were eligible for inclusion in the dietitian model. Need of referrals, which constituted our gold standard reference, were behavioral health (12,162/72,484, 16.8%), social work (4104/72,484, 5.7%), dietitian counseling (4330/15,867, 27.3%), and other services (17,877/72,484, 24.7%). Performance of each AI model, as optimized for F1-score, was high, and compatible to prior modelling efforts\textsuperscript{3} (table 2). We selected False Negative Rate (FNR) parity, which characterizes the degree to which model predictions report similar false negatives scores across advantaged and disadvantaged populations defined by each protected attribute. The fairness tree method recommended this metric because our AI models were designed to be assistive in nature, to prioritize predictive equity for patients in need, and because our interventions were designed to be applied to a broader population\textsuperscript{1}. We found that FNR parity for each protected attribute and AI model were considerably low ($< 0.07$), indicating no evidence of biases (table 3).

**Discussion.** We were able to reproduce AI models with predictive performance metrics which were both high and comparable to our original effort\textsuperscript{1}. Investigation using the AI fairness 360 framework found no indication of biases based on patient age, gender or race across any of the models under test. Therefore, we conclude there is a low likelihood that patient age, gender and race are introducing bias into our algorithms. Next steps include expansion of our analysis to investigate biases caused by social determinants such as homelessness, poverty, and unemployment, and individual-level bias metrics, which contrary to group based metrics used in this effort, investigate biases on the principal that similar individuals should be treated similarly irrespective of any protected attributes\textsuperscript{8}. Further, our investigation may be further refined by use of additional advantaged and disadvantaged categories for each protected attribute. While our results indicated considerably low FNR parity scores, determining threshold of bias for larger scores requires a broader conversation with a multi-stakeholder group. In the event that models are found to be biased, they can be re-calibrated using a variety of bias mitigation methods also available via the AI Fairness toolkit.
Table 1. Advantaged vs. disadvantaged values for each protected attribute.

<table>
<thead>
<tr>
<th>Protected attribute</th>
<th>Advantaged vs disadvantaged values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Advantaged value: male. Disadvantaged value: all others</td>
</tr>
<tr>
<td>Race</td>
<td>Advantaged value: non-Hispanic whites. Disadvantaged value: all others</td>
</tr>
<tr>
<td>Age</td>
<td>Advantaged value: 18 - 65 years. Disadvantaged value: &gt;= 65 years</td>
</tr>
</tbody>
</table>

Figure 1. The complete study approach from data collection, AI model development to evaluation of biases.

Table 2. AI model performance metrics.

<table>
<thead>
<tr>
<th>Performance metric</th>
<th>Behavioral health (%)</th>
<th>Social work (%)</th>
<th>Dietitian (%)</th>
<th>Other (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity</td>
<td>83.5 (83.0, 88.9)</td>
<td>72.5 (69.4, 75.7)</td>
<td>75.13 (70.6, 77.2)</td>
<td>59.1 (56.7, 63.5)</td>
</tr>
<tr>
<td>Specificity</td>
<td>99.2 (98.6, 99.8)</td>
<td>99.2 (99.1, 99.5)</td>
<td>93.2 (90.7, 94.4)</td>
<td>92.6 (89.5, 96.2)</td>
</tr>
<tr>
<td>F1-score</td>
<td>90.3 (87.5, 93.6)</td>
<td>82.3 (79.5, 85.4)</td>
<td>77.9 (73.2, 80.6)</td>
<td>64.9 (62.7, 67.7)</td>
</tr>
<tr>
<td>Precision</td>
<td>95.1 (92.1, 98.2)</td>
<td>95.5 (93.4, 97.5)</td>
<td>79.6 (76.3, 84.1)</td>
<td>73.6 (70.7, 77.3)</td>
</tr>
<tr>
<td>AUROC</td>
<td>98.2 (97.5, 98.6)</td>
<td>93.6 (92.7, 95.3)</td>
<td>91.3 (90.2, 92.4)</td>
<td>85.6 (84.5, 86.1)</td>
</tr>
</tbody>
</table>

Table 3. FNR parity for each AI model and protected attribute.

<table>
<thead>
<tr>
<th>Protected attribute</th>
<th>Behavioral health</th>
<th>Social work</th>
<th>Dietitian</th>
<th>Other services</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>0.0504</td>
<td>0.0274</td>
<td>-0.0233</td>
<td>-0.0635</td>
</tr>
<tr>
<td>Race</td>
<td>-0.0089</td>
<td>-0.0082</td>
<td>-0.0009</td>
<td>0.0056</td>
</tr>
<tr>
<td>Age</td>
<td>0.0334</td>
<td>-0.0320</td>
<td>-0.0139</td>
<td>0.0113</td>
</tr>
</tbody>
</table>
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Introduction

Clinical research data networks are proliferating, with the promise that they will enable rapid discovery and feedback into the healthcare system. The clinical research pipeline begins with the preparatory-to-research stage, focused on defining and finding patient cohorts, and data networks increasingly provide tooling to support this phase of research (e.g., the i2b2 Query Tool, OHDSI’s ATLAS, PCORnet’s query builder, etc).

However, the prevalence of large-scale networks has highlighted the non-uniformity of clinical data across sites, increasing the urgency of ascertaining network-wide data quality prior to the cohort building stage. Warehouse-wide quality is often focused on detecting problems in data loading, through libraries of rule-based checks.

A novel approach to enhancing early-pipeline data quality would be to scale-up these libraries of checks to gather details on possible cohorts to support preparatory-to-research work. In particular, we propose that enabling analytics on all one-concept cohorts could help researchers and site administrators understand the quality of the data at different sites for specific use-cases. This could be done by simply counting the number of patients at every site, for every possible code and code-set in the network, at every data refresh. This would allow analytics on:

1) **Variation Across Sites.** Counting the number of patients with a concept, such as number of diabetics across a network, allows the computation of an average and standard deviation so that outlier sites can be flagged. This also allows comparison of coding differences across sites (e.g., different diagnoses codes for diabetes).

2) **Variation Across Time.** As the total data volume increases, patient counts would be expected to increase gradually over time (at each refresh) at each site. Quality issues can be seen when there is a divergence from a logical progression of patient counts at each refresh for each concept.

A new approach is needed to pre-compute these data-quality cohort counts. Modern clinical research networks have millions of concepts in their terminology dictionaries, with data on millions of patients. Even real-time cohort query tools are not designed to operate at such scale.

We are engaged in a 12-month pilot project to implement this new approach to data quality in a national network, by building distributed counting scripts, aggregating the results, and creating a web-based dashboard for researchers and site administrators to look for outlier concepts.

Methods

The Accrual to Clinical Trials (ACT) network is an NIH-NCATS sponsored network of 48 clinical sites across the United States that have adopted a common data warehousing platform (Informatics for Integrating Biology and the Bedside, i2b2) and set of shared medical concepts (an i2b2 ontology) [1]. This 2.5-million element ontology encodes a hierarchy of biomedical knowledge encompassing many common data domains such as medications (in RxNorm), diagnoses and procedures (in, e.g., International Classification of Diseases - ICD), and labs (in Logical Observation Identifiers Names and Codes - LOINC). Local sites map data to these ontology terms, which allows data to be traversed at varying granularity. For example, a high-level term like diabetes will include all the child terms, like diabetes mellitus with ketoacidosis, automatically. Network nodes are linked together through the Shared Health Research Informatics Network (SHRINE) platform, a distributed query system for i2b2 nodes. Any site can initiate a SHRINE query using a multi-site query tool that allows real-time querying of Boolean logic queries in a user-friendly interface.

We developed a high-performance method for each site to count the number of patients with each medical concept, designed entirely in SQL, leveraging the set operations and indexing that make relational databases so efficient. The SQL tool allows an ACT node to compute all of its single-item “cohorts” at one time, a scale at which SHRINE was never designed to handle. Our method also offers enhanced patient privacy protection by adding Gaussian noise and a low-patient threshold to the counts, following the same design as SHRINE. An aggregation script brings these exports together into a central repository database.

For this pilot phase, we are designing an analytics dashboard powered by a hierarchical ontology view similar to the i2b2 query tool. A user-driven component allows interactive visualization across elements of the ontology, and
the ontology browser is used to flag outlier elements in the ontology. We have identified the following four views to expose data quality information in the dashboard:

- **Explorer View**: As the user browses the ontology and selects items, the dashboard shows the patient counts at each site in the network (as a bar graph), or at each refresh at a single site (as a line graph).
- **Missingness View**: Items missing at the currently selected site are highlighted via the ontology.
- **Site Outlier View**: Instead of patient counts, this view shows the total percent of patients at each site with a given ontology item. The average and standard deviation are used to highlight outliers at the currently selected site in both the ontology and graphs.
- **Time Outlier View**: This view flags points where a given refresh has an unexpected change in the amount of data for an ontology item. For example, if the count of total patients with e.g., diabetes ever decreases, stays flat, or increases by more than a set threshold (usually two standard deviations), it is considered an outlier. This is inspired by Control Charts in manufacturing.

**Results**

We are presently implementing a pilot of this approach in a subgroup of ACT sites participating in COVID research.

We developed the counting scripts for three database platforms – Postgres, Microsoft SQL, and Oracle. Subsequently we undertook massive speed optimizations so that the counting would be efficient even on the 2.5-million concept ACT ontology. We are incorporating user feedback to support additional features, such as i2b2’s recent support for multiple fact tables.

We developed the interactive web-based dashboard using Python and the Dash framework, incorporating an interactive ontology view with bar graphs, line graphs, and text reports to support the four views described above. As users select their site and view, the ontology highlights outliers in the current view (i.e. missingness or site outliers).

ACT developed a specific ontology for studying COVID, with ~100,000 items. Sites participating in COVID research refresh their data approximately weekly. This provides an opportunity to initially test the platform on a rapidly evolving dataset. At the time of this writing, four sites have run the counting scripts on their COVID ontology, one of which has run the counting scripts a half-dozen times to support the time-outlier view. This provides preliminary data for dashboard development. By the March 2021, several sites will have run the counting scripts on their full ontology, and the dashboard will be deployed in an access-controlled environment for ACT researchers.

The pilot data has automatically flagged real data differences across sites: one site was missing all COVID research. As the user browses the ontology and selects items, the dashboard shows the patient counts at the currently selected site.

**Discussion**

This method of pre-computing aggregated patient-centric concept counts across network sites extends the i2b2-SHRINE paradigm of live cohort-finding queries. It provides a scalable approach to collect information on millions of single element “cohorts” rapidly and then perform simple analytics on them to offer researchers and site administrators insights into the characteristics of the data in the network. The dashboard will help researchers develop queries for their preparatory-to-research work, and it will help site administrators identify anomalies in the data, all in a privacy-preserving way that uses only aggregate counts of patients. As a component of this pilot project (which ends in March 2021), we will develop a design to incorporate some of these features into a future version of SHRINE.
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Introduction: Patients presenting after injury require providers to rapidly collect and process data to identify severity of injury and plan subsequent interventions. Formalized grading of injury severity is currently performed post-discharge by certified trauma coders manually annotating data to create trauma registries to create abbreviated injury scores (AIS) and injury severity scores (ISS) that allow for quality reporting and research. This method is costly and time intensive and is only employed by major certified trauma centers. Recent estimates suggest that 30-50% of patients with injury present to non-trauma centers, creating a significant blind spot to how injured patients are cared for in the United States. To our knowledge, no clinical decision support tools exist to automate estimation of injury scores from clinical documents to reproduce the scores manually calculated by trauma coders. A rich understanding of the data source and how its components evolve with time to affect model performance is essential to develop a parsimonious model. We aim to examine the performance of document type and time of document entry into the EHR for predicting chest injury severity in patients arriving to the emergency department (time 0) after trauma.

Methods: The Loyola University Medical Center (LUMC) Electronic Health Record (EHR) was queried for all patients presenting as a trauma activation. EHR data were linked by encounter identifiers to the internal trauma registry of patients maintained by the LUMC Department of Surgery and certified trauma coders. Severe chest injury was labeled using a thorax abbreviated injury score (AIS) cutoff for serious injury (AIS>2), which served as the binary outcome of interest for machine learning tasks. The AIS scores were labeled by trauma registry specialists credentialed and certified through the Registrar Certifying Board of the American Trauma Society, which is the gold standard for quality reporting. Free text clinical documents obtained from the EHR were converted to unigrams and concept unique identifiers (CUIs) obtained from linguistic processing using cTAKES version 4.0.0 to map named entities to the Unified Medical Language Systems (UMLS) Metathesaurus.

Unigrams and CUIs were used as bag of unigrams or bag of CUIs inputs to a logistic regression with elastic net regularization as both binary (unigram or CUI present versus absent) and normalized (term frequency-inverse document frequency) features at 1, 4, and 8 hours after emergency department arrival. Logistic regression was chosen for potential ease of implementation and for evaluation of interpretability for clinical relevance. Classifier hyperparameters were tuned to maximize area under the receiver operating characteristic curve (AUROC) using 10-fold cross validation on the training data (80%) with 15:1 case weighting. All model parameters including AUROC, positive predictive value (PPV), negative predictive value (NPV), sensitivity, and specificity with 95% confidence interval (95% CI) results were reported from an independent, unweighted test data set (20%). Analysis of feature inputs, document type (i.e., admission notes, radiology reports, operative notes), and document time stamp were performed to compare AUROC by training separate classifiers with varied data inputs. The comparison between models was measured with net reclassification index test for nested models and the DeLong test for independent models.

Results: Between 2014 and 2018, 10,215 trauma patients were linked between the trauma registry and EHR, of which 6,891 had clinical document text available. Nearly 6.8% of trauma patients (n = 468) had at least a
serious chest injury (AIS >2). Increases in time interval from 1 to 8 hours increased the data corpus from 42,581 to 90,272 clinical documents. Models using CUIs in either binary or normalized fashion and unigrams in binary fashion performed similarly with an AUROC greater than 0.91 (p > 0.05 between model comparisons). In examining document types, the best performing were H&P, progress, and imaging documents with AUROC greater than 0.89. These documents had better performance in predicting chest injury severity than laboratory, nursing/ancillary staff, and operative documents (p < 0.05).

For models organized by time after presentation, the AUROC increased from 0.86 (95% CI: 0.82-0.91) at 1 hour to 0.94 (95% CI: 0.92-0.96) at 8 hours with an improved NRI of 0.18 (95% CI: 0.08-0.27, p < 0.01). Similarly, PPV increased from 0.28 (95% CI: 0.23-0.34) to 0.39 (95% CI: 0.33-0.46) and NPV remained stable between the 1- and 8-hour models (0.99 (95% CI: 0.98-0.99) versus 0.98 (95% CI: 0.97-0.99). Sensitivity and specificity of the 8-hour model was 0.86 (95% CI: 0.78-0.92) and 0.89 (95% CI 0.88-0.90) respectively, as compared with 0.78 (95% CI: 0.68-0.85) and 0.84 (95% CI: 0.82-0.86) for the 1-hour model. Inclusion of all 506,539 documents during the encounters did not improve model performance from the 8-hour mark with AUROC 0.95 (95% CI: 0.94-0.97) and NRI 0.06 (95% CI: -0.04-0.16, p = 0.26).

**Discussion:** Binary CUI, normalized CUI, and binary unigram models at 8 hours delivered the best overall performance for discriminating chest injury severity while minimizing data input. These were the most parsimonious models, as they required approximately 15% of the overall documents during a trauma encounter for accurate prediction. Overall, our model improved with time with a peak effect in AUROC at 8 hours, the time at which H&P documents enter the model, posing challenges for timely and accurate prediction at point of care until these types of notes are filed into the EHR. Additionally, further work and external institutional data is likely required to improve the precision of the model. These data will inform the ideal document time and document types to risk stratify patients in clinical decision support for prevention efforts of subsequent complications and to automate reporting of treatment of injury for centers without manual trauma coders.
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**Figure 1:** Distribution of Document Types at Selected Time Points.

**Figure 2:** Performance with Area Under the Receiving Operating Characteristic Curve across time intervals for predicting severe chest injury time intervals for predicting severe chest injury.

*Other notes included administrative documentation, death notes, consent notes, and discharge summaries.
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Introduction

Patient information extracted from electronic health records (EHRs) presents promising opportunities to develop risk prediction algorithms for various diseases(1). However, many features are stored in an unstructured free-text format, including family medical history. Family history (FHx) is routinely collected by clinicians to capture risk of various heritable complex diseases. The simplest representation of positive FHx is a binary indicator of an affected first degree relative (FDR; parent, sibling, offspring). More sophisticated weighted FHx scores additionally take into account the number of relatives and degree of relatedness, and can be more informative risk predictors for various conditions. For EHR-based data, however, lexical ambiguities in unstructured FHx information present challenges for scoring methods. Here, we extend our previous work(2) by outlining strategies to fully leverage available EHR data to quantify FHx of disease. We apply these methods to a large EHR-based patient population cohort to explore the distribution of FHx information for acute myocardial infarction (MI). Finally, we consider risk prediction models incorporating simple and complex representations of derived FHx, accounting for established clinical and demographic MI risk factors.

Methods

We derived an EHR-based population cohort using the Rochester Epidemiology Project (REP)(3, 4), including all individuals 45 years of age or older who resided in Olmsted County, Minnesota on January 1, 2006 and were free of cardiovascular disease. Incident MIs were collected from index through September 2017 from a long standing surveillance study.(5) Traditional MI risk factors used in the ACC/AHA Atherosclerosis Cardiovascular Disease (ASCVD) risk score(6) were derived for each patient at the index date. FHx content was retrieved from the “family history” section of unstructured clinical notes, as described previously.(2) Briefly, MedTagger was used to extract mentions of family members. Disease mentions were extracted using the MetaMap API and Unified Medical Language System (UMLS) dictionary 2018AA.(7, 8) UMLS concepts were further mapped to Clinical Classifications Software (CCS) codes(9). Relationships between family member and disease were extracted using combined grammatical rules and distance-based rules. For MI, the CCS code 100 “Acute Myocardial Infarction” was used to capture relevant FHx of MI.

We considered two separate representations of FHx for comparative purposes. The first identified patients with any affected FDR (i.e., yes/no). We also defined a kinship-weighted FHx score based on all first degree and second degree relationships (i.e., grandparents, half-siblings, aunts/uncles, nephews/nieces), such that the score for subject $i$ is defined as $S_i = x_{1i} + 0.5 \times x_{2i}$, where $x_{1i}$ and $x_{2i}$ are the numbers of unique affected first and second degree relatives, respectively. Given the lexical ambiguity of quantity (e.g., “brothers”), side of family (e.g., “paternal grandmother” vs. “grandmother”), gender (e.g., “sibling” vs “sister”), and redundancy (e.g., “grandparents” and “maternal grandfather” both listed), we developed a conservative and parsimonious scoring logic to consider any plural mentions of relations to indicate two affected relatives and collapsed any potential redundancies to a single relative with respect to the listed sources of ambiguity.

To evaluate the additional benefit of the FHx score vs. binary FDR representation of FHx, we fit Cox proportional hazards regression models adjusting for traditional risk factors to test associations with FHx predictors and estimate hazard ratios (HR) and 95% confidence intervals (CI). The concordance index (C-index) was used to compare risk prediction models, and missing covariate data were addressed via multiple imputation.

Results

The cohort consisted of $N = 42,936$ subjects, of which 55% were female and had mean age of 59 years (SD = 11.6). A total of 8431 subjects (19.6%) were positive for FDR family history of MI, while 9805 subjects (22.8%) had an FHS>0 (median = 1.00, range = [0.25,6.00]). There were 1199 incident MI events during approximately 11.7 years of follow-up. Kaplan-Meier plots of incident MI were stratified by FDR (panel A) and FHx score (panel B). FDR was strongly associated to MI occurrence after accounting for other ASCVD risk factors (HR = 2.53 [2.23,2.82], P<1e-16). The FHx score was significant (HR = 1.47 [1.56,1.63] per unit increase, P<1e-16). An FHx score >1
remained associated with MI occurrence after accounting for the presence of an affected FDR (P=0.001), indicating additional information gained through the FHx score. A Cox model using a smoothing spline relationship for FHx corresponded to a C-index of 0.766 vs. 0.722 using no family history data at all.

Figure 1. Kaplan-Meier plots of MI events stratified by (A) affected FDR at baseline and (B) ranges of the EHR-derived FHx score (FHS) for Acute MI.

Conclusion

We have outlined an algorithmic framework for translating family history data from EHRs into informative FHx values, and have illustrated the benefit of this approach using real data for risk of MI. These methods will allow for more sophisticated risk prediction models via machine learning incorporating other relevant conditions (e.g., hypertension, hyperlipidemia) as well as data-mine relationships between various disease FHx scores and coded conditions in the EHR to discover novel cross-disease relationships.
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Introduction

Hemorrhage and sepsis are two critical medical conditions which share hypotension as the major early symptom. However, induced by different causes, these two conditions require different treatments and if not timely treated, both can lead to shock and, eventually, death. In current practice, the recognition of the specific condition that a hypotensive patient is exposed to highly depends on the vigilance of the clinical personnel. Previous studies¹,² mainly focus on the prediction and analysis of sepsis using high-resolution physiological data instead of the distinction between sepsis and hemorrhage. In this work, we propose a data-driven machine learning approach to differentiate between these two conditions in hypotensive subjects by utilizing large amounts of routinely collected physiological time series. Our approach, demonstrated in laboratory animal experiments, confidently identifies the majority of septic subjects apart from hemorrhagic subjects at early stages of hypotension episodes. The proposed method has the potential to inform timely treatment decisions and facilitate favorable patient outcomes in critical care settings.

Methods

Data

We used laboratory animal data for our analysis. 22 healthy Yorkshire pigs were anesthetized and stabilized for one hour. Then 15 subjects were subject to induced bleeding at a constant rate of 5 mL/min until their mean arterial pressure (MAP) decreased to 30 mmHg, and the other 7 subjects were given two subsequent lipopolysaccharide (LPS) infusions to induce sepsis. The first LPS infusion was intended to weaken the subjects’ immune mechanisms, and the second infusion was performed to induce sepsis-related symptoms. Arterial pressure was collected at 250 Hz.

We utilized data during the first episode of induced bleeding, and the second infusion of LPS, respectively, for the two groups, and extracted data from hypotension onset to the end of the experiments. Hypotension was defined as arterial pressure dropping below 60 mmHg. Statistical features including mean, median, standard deviation, and range, as well as spectral (Discrete Fourier Transform) features of different frequency bands (0.04-0.15Hz, 0.15-0.4Hz, 0.4-10Hz, 10-125Hz) were computed for 4-minute moving time windows updated at 2 Hz, extracted from arterial pressure waveform. These features were standardized using the first minute of induced bleeding or LPS infusion to mitigate possible subject-dependent biases introduced by the induced pathologies, so that the arterial pressures of two groups were at comparable levels.

Model and Evaluation Protocol

We trained a Random Forest machine learning model over the statistical features to differentiate between hemorrhage (negative class) and sepsis (positive class). To accommodate a relatively small cohort size, we evaluated the performance using leave-one-pair-out cross-validation: one negative subject and one positive subject, both randomly chosen, were held-out as the test set and the model was trained using the remaining subjects. This process was repeated 105 times (15 negatives x 7 positives), and the mean and 95% confidence intervals (CI) of performance metrics were reported.

Results

When evaluated on the entire period from the onset of hypotension to the end of induced bleeding or LPS infusion, our approach achieves AUROC 0.878 ± 0.042 (mean and 95% CI), and is able to confidently identify 64.6% septic patients while only giving 1 false alert out of 10,000 such predictions on average, as shown in Figure 1. We also evaluated the models on different truncated time intervals. As shown in Figure 2, during 5-10 minutes after the onset of hypotension, our approach achieves AUROC 0.852 ± 0.058, and identifies 80.4% septic patients at extremely low false positive rate, and during 10-15 minute interval, our approach improves to AUROC 0.910 ± 0.049, and identifies 87.8% septic patients with high confidence, as more discriminative evidence becomes available over time in arterial pressure waveforms.
**Figure 1**: ROC curves when our approach is evaluated on the entire period of disease. False Positive Rate (FPR) and False Negative Rate (FNR) in the middle and right plots are shown in logarithmic scales to emphasize the performance at clinically relevant low FPR and low FNR settings. Dashed lines represent a random predictor for reference.

**Figure 2**: Mean ROC curves when our approach is evaluated at different truncated time intervals into the disease. The mean and 95% CI of AUROC are shown in the legend.

**Conclusions and Discussion**

Our results show that during a short time period after the onset of hypotension, our approach is capable of identifying the majority of septic subjects from hemorrhagic subjects using features derived from arterial blood pressure waveforms, despite both groups having similar mean arterial pressures. By utilizing the high-frequency physiological data collected from patients continuously monitored at the bedside, it should be possible to differentiate sepsis from hemorrhage within minutes of the onset of hypotension, and inform treatment that substantially differs between these two conditions. Our approach has the potential to be applied in critical care settings to support clinical decision making and resuscitation resource allocation. Future work includes the exploration of the utility of hemodynamic vital signs other than arterial pressure, and further investigation of the generalizability of the proposed approach on larger and more complicated datasets collected in bedside monitoring of human subjects.
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Abstract

In addition to clinical trials, many researchers wish to analyze electronic health record (EHR) data to combat the COVID-19 pandemic. To support this new demand, we rapidly developed, disseminated, and iteratively updated a reusable de-identified research dataset of patients with both confirmed COVID-19 and COVID-19-like symptoms. The dataset was formatted using the Observational Medical Outcomes Partnership (OMOP) common data model, and is available to researchers across our institution without need for IRB approval.

Introduction

The COVID-19 pandemic has markedly increased demand for both retrospective and prospective research data, including electronic health record (EHR) data (1-5). In many academic health centers, research requests for EHR data typically require study-specific Institutional Review Board (IRB) approval, and an honest-broker process for specifying, extracting, and transmitting the dataset to study teams (6). That process is time-consuming and labor-intensive, and not well suited for the urgency that COVID-19 research demands. Therefore, to allow University of Florida (UF) researchers to rapidly analyze COVID-19-related EHR data, we built a reusable, de-identified COVID-19 dataset that is available to researchers without study-specific IRB approval, nor requires data specification or extraction. Herein we describe the features of the reusable COVID-19 dataset, and lessons learned in developing and disseminating the data to researchers.

Methods

The Integrated Data Repository team at UF prepared a reusable de-identified dataset containing past and present medical history of patients of interest, including all patients with COVID-19-like symptoms such as respiratory illness, cough and fever, as well as all COVID-19-tested patients, and patients treated with Remdesivir since January 1, 2020. Note that many patients tested for COVID-19 were asymptomatic and tested pre-elective surgery or post-admission for infection control reasons. Because many research studies rely on past medical history, we also provided all available health data since January 1, 2012. Data also is prospectively provided up to the date of the dataset’s release, for monitoring of outcomes and sequelae. As the dataset is refreshed regularly, the end date is a moving target.

All data elements are packaged into the reduced format of the OMOP common data model version 5.3 (7). We chose OMOP because of its global and increasing frequency of use. OMOP includes patient-level data such as demographics, diagnoses, procedures, labs, medications, and some vitals as well as encounter-level data such as start and end date, encounter type, and admit source and discharge status for inpatient visits. To de-identify the data consistent with HIPAA, we removed all Protected Health Information (PHI) from the dataset in two steps: (1) replaced HIPAA identifiers with mock-up identifiers, (2) shifted dates by randomly selecting a number between -30 and 30 for each patient and shifting any date associated with the patient that number of days.

Results

Data Summary: The dataset contains more than 100,000 patients as of its fourth release. We labeled three different cohorts and provide aggregate analysis based on them: COVID-19-positive patients, COVID-19-tested patients (regardless of the test results), and the entire sample population. The COVID-19-positive cohort is less than 3% while COVID-19-tested cohort is 43% of the sample population. At this time, the dataset is current through July 22, 2020, and shows the highest percent of COVID-19-positive patients in age groups 15-34 (Figure 1). However, the percent of tested patients is the highest in 55-74 age groups. Interestingly all three cohorts have average ages in 40s. Figure 2 shows that the COVID-19-positive population is relatively equal between African American and white races, although the percent tested is doubled for the white population. We also examined inpatient data and found mean length of stay (LOS) was slightly higher for COVID-19-positive patients (6.5 versus 6 days for other encounters), and the ICU LOS was also higher for COVID-19 patients (6.7 vs 5.8 days).
Lessons Learned: Our previous close collaboration with our institution’s IRB was extremely valuable, allowing for rapid decisions regarding procedures for deidentifying the dataset and disseminating to researchers. Additionally, our team worked closely with UF Health IT to better understand the EHR data format and EHR changes due to the pandemic. We also learned it was necessary to educate researchers on OMOP and how to properly identify their cohort of interest. We have issued several versions to date, however the first dataset was initially disseminated to a few research collaborators who provided constructive feedback. Their suggestions ranged from desirable data elements that were not originally included in the dataset (e.g., interest in EKG readings for patients on hydroxychloroquine), to the format and necessary instructions for using a common data model.

Discussion

We created a reusable, OMOP-based dataset that allows researchers across our university to study patients with confirmed or suspected COVID-19, as well as all patients tested. That approach of creating, governing, and disseminating EHR data for research in the future can pave the way for wider and more efficient production and dissemination of enterprise EHR data for research (as opposed to fulfilling study-specific research data requests). Because of its de-identified nature, one limitation of this dataset is that researchers cannot use it to examine time trends across patients. Also, to date, this dataset includes only structured EHR data. Our future plans include updating the dataset regularly, advertising the dataset more widely across our institution, adding more data elements of interest, and creating new reusable datasets for other high-interest health conditions.
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Introduction

Healthcare organizations (HCOs) change intensive care unit (ICU) staffing during the COVID-19 (C19) pandemic to protect healthcare workers and patients. These changes can interfere with collaboration structures in the ICU, which may impact care quality and patient safety. ICU staffing plans (e.g., team scheduling) are historically developed at a coarse-grained level, which increases the challenge for HCOs to assess the impact of staffing plan changes on teamwork structures. For instance, ICU staffing plans seldom consider connections among healthcare workers in a team due to complex clinical workflows and handovers. Thus, it is hard to measure teamwork structures. There is a big gap between the staffing plans and clinical outcomes, and thus it is challenging to monitor how team structure and clinician interactions affect clinical performance and care quality in high-risk settings. Understanding how healthcare workers connect (e.g., exchanging health information) within their clinical teams when caring for patients can provide fine-grained evidence to potentially optimize existing staffing plans.

As mentioned above, one of the major challenges to measure connections among healthcare workers is the complexity of care in ICUs. Recent studies applied network analysis to electronic health record (EHR) utilization data to address this challenge. In modern healthcare, an increasing number of healthcare works utilize EHR of diagnose and treat patients by exchanging all medical statuses. Therefore, the volume of the EHR system utilization data has been increasing exponentially in recent years, providing abundant resources to identify connections among healthcare workers. In this study, we aim to leverage network analysis methods to learn structures of neonatal intensive care unit (NICU) in pre- and intra-C19 in terms of collaboration among healthcare workers. Patients hospitalized in the NICU include high-risk infants, who may suffer from, or at risk for having a variety of complex diseases or conditions. Management of NICU patients typically require a variety of various healthcare workers and highly specialized consultants. Investigating teamwork structures to reduce the gap between staffing plans and clinical outcomes can potentially inform actionable collaboration interventions to improve care quality and patient safety in the NICU. Tertiary-level NICUs have a highly density of intense EHR utilization as well as heavy data sharing traffic per patient episode, making this environment ideal to investigate the connections among healthcare workers.

Methods

We use the utilization of EHRs for patients admitted to the NICU at Vanderbilt University Medical center (VUMC, Nashville, Tennessee, USA) between September 1, 2019, and June 30, 2020. We characterized pre-C19 as the months of September through December of 2019 and intra-C19 as the months of March through June of 2020. These two groups are compared using patients’ clinical characteristics, including their age, sex, race, length of stay (LOS), and discharge dispositions.

We apply network analysis to the utilization of EHRs of 712 NICU patients (386 pre-C19 and 326 intra-C19) excluding those with C19 to learn healthcare worker networks to describe teamwork structures of pre-C19 and intra-C19. The healthcare worker actions stem from different tasks, including conditions (e.g., assessing a patient’s condition), procedures (e.g., intubation), medications (e.g., prescription), notes (e.g., progress note writing), orders (e.g., laboratory test ordering), and measurements (e.g., measuring blood pressure). Prior research indicates that a threshold of one-day can capture meaningful collaborative healthcare worker relationships. Thus, we characterize a teamwork relationship (network connection) between two health care workers (network nodes) as healthcare workers who performed actions to EHRs of the same patient on the same workday (7am – 7pm) or work night (7pm – 7am). These periods are based on the observation that most schedule shifts in the NICU occur around 7am or 7pm. The weight of a relation between two clinicians on a day/night is the number of patients the two clinicians co-managed using EHRs. The relation's final weight is the cumulative number of patients the two clinicians co-managed across the days/nights in the four months. By doing so, we build the pre-C19 and intra-C19 networks.

We leverage sociometric measurements, including eigencentrality, betweenness, and eccentricity, to quantify the network structures. Eigencentrality indicates a healthcare worker’s leadership in terms of collaboration, betweenness demonstrates a healthcare worker cares for a wide spectrum of patients, and eccentricity shows the difficulty for a healthcare worker to collaborate with others. To calculate these sociometric measurements, we utilized Gephi, a
network analysis and visualization software. We investigate if the differences in the healthcare worker leadership, care for wide spectrum of patients, and collaboration difficulty are statistically different between pre- and intra-C19 teamwork structures. We apply a Mann-Whitney U tests at the 95% confidence level to account for non-Gaussian distribution of the sociometric measurements. Since the pre- and intra-C19 networks are made up of healthcare workers with different specialty (e.g., NICU registered nurses), we compare the differences at both network- (entire network) and specialty-level (each specialty). We apply a Bonferroni correction to account for multiple hypothesis testing (e.g., pairwise test for the specialty-level comparisons.

Results
The pre- and intra-C19 patient groups share similar distributions in sex (~0 difference), race (4% difference in White, and 3% difference in African American), LOS (IQR difference in 1.5 days), and discharge dispositions (~0 difference in home, 2% difference in expired, and 2% difference in others), which shows there are no significant changes in patient demographics and outcomes (p < 0.0001) between the two groups. Also, the pre- and intra-C19 networks have no significant differences in the number of nodes and edges (>1K nodes and >11K edges). There are several notable findings in network analysis to highlight. First, it was found that the intra-C19 teamwork structure has a higher collaboration difficulty (increased eccentricity) than the pre-C19 (p = 2.2 × 10^{-6}). Second, NICU registered nurses had a reduced leadership responsibility (lower eigencentrality) in the intra-C19 structure than the pre-C19 (p = 2.64 × 10^{-15}). Third, neonatology physicians care for a wider spectrum of patients (higher betweenness) during the C19 pandemic (p = 5.43 × 10^{-3}).

Discussion
Our network analysis captures collaboration difficulty (increased eccentricity) and major shifts of neonatology physicians (betweenness). In addition, NICU nurses have reduced leadership responsibility (lower eigencentrality) in cooperation, suggesting that increased EHR use may reduce nurses’ workload in the collaboration. The developed network methods and three sociometric measurements can be reapplied to EHR systems of other HCOs to assess teamwork structure differences in current and future disruptions in healthcare delivery (e.g. pandemics, etc.), which may inform actionable staffing interventions to reduce the collaboration difficulty in EHRs. However, it is important to note that the utilization of the learned connections among healthcare workers will be dependent on the validation and interpretation of those connections. Furthermore, the connection between two healthcare workers indicates the potential collaboration (information sharing) rather than actual collaboration and recruiting subject matter experts (e.g. clinicians, etc.) to evaluate the learned connections and team structures will be required to validate the results. Since this is a pilot study, we want to point out some limitations to guide the future work. First, we did not investigate the effectiveness of our network analysis approach by measuring reliability of the connections using sensitivity analysis. Second, we did not investigate the impact of the changes in the network structures on clinician workload and healthcare cost, which are directly related to care management. Third, we did not consider other factors such as season in our cohort studies. Fourth, the definitions of workday and worknight may be inappropriate for some types of healthcare workers whose schedule shifts are different from 7am and 7pm.
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Introduction

Multiple sclerosis (MS) is a chronic neurological disorder in which the immune system attacks the central nervous system. MS brain lesions typically manifest in normal appearing white matter (NAWM), however, the pathological changes that occur remain poorly understood. Investigators have postulated that MS is a genetically predisposed disease, onset after an unknown environmental trigger. Previously, we have linked genetic variants of MS to drug target genes by network-based analyses. In this study, our objective is to expand on our network-based methods to incorporate DNA methylation in MS NAWM tissue. Although genome-wide associated studies (GWAS) have identified several genetic variants associated to MS, monozygotic twins are often discordant for MS. Epigenome-wide studies of MS NAWM have also identified differentially methylated CpG sites associated to MS, which suggests that methylation may be acting as a key epigenetic mechanism in MS. We hypothesize that epigenetic factors may contribute to environmental causes and dysregulate genes in MS. We use a new implementation of our network-based methods to integrate MS GWAS data with DNA methylation in MS NAWM tissue to better understand the biological underpinnings of MS mechanisms.

Methods

Network-based methods are valuable to readily connect signals from different experimental platforms (e.g. GWAS, epigenome microarrays). We perform a new implementation of the Edge-Weighted Dense Module Search of GWAS (EW_dmGWAS) tool to integrate MS GWAS with methylation and expression data in MS NAWM by using the human protein interactome as the reference network. All integrated datasets pertained to a case and control study type with individuals of European decent. Datasets were collected from publicly available sources (Table 1).

Table 1. Descriptions of datasets used for integrative MS network-based analysis.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Data Accession</th>
<th>Experimental Platform</th>
<th>Sample Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>GWAS Summary Statistics²</td>
<td><a href="http://imsge.net/">http://imsge.net/</a></td>
<td>MS Chip</td>
<td>14,802 cases, 26,703 controls</td>
</tr>
<tr>
<td>NAWM Methylation³</td>
<td>Gene Expression Omnibus (GEO)</td>
<td>HumanMethylation450 BeadChip</td>
<td>28 cases, 19 controls</td>
</tr>
<tr>
<td>NAWM Expression³</td>
<td>Gene Expression Omnibus (GEO)</td>
<td>RNA-sequencing</td>
<td>10 cases, 11 controls</td>
</tr>
</tbody>
</table>

CpG sites are locations of the genome in which methylation commonly occurs. In cellular systems, methylation of promoter regions often leads to gene expression regulation. For instance, hypermethylation of the promoter region leads to gene silencing. Methylation microarray experiments assay the methylation levels of CpG probes. However, the effects of single CpG sites is difficult to interpret. In this study, we used annotated genome analysis to obtain gene-level methylation scores, as this allows consideration of only promoter regions. After annotating CpG probes to respective promoter regions of genes, we use Stouffer’s Z-score method to combine p-values. In this way, we obtained interpretable gene-level methylation scores, which were attributed to node weights of networks. In our network analysis, the nodes were weighted by a sum of GWAS-based and methylation-based gene-level scores. Gene expression data was included in this study to calculate differential co-expression between pairs of genes in MS NAWM and was subsequently used as edges weight. Modules were assessed by a permutation test. The resultant modules were
further assessed using functional gene set enrichment analysis, including Gene Ontology (GO) annotations and drug targets of MS FDA-approved medications. Our list of drug targets included 32 drug target genes of MS.

Results

The input for our network was 12,380 genes matched for 256,187 protein-protein interactions (edges). EW_dmGWAS yielded 4,942 gene network modules associated to MS. The top 100 modules were comprised of a gene set of 168 genes. The top enriched GO Biological Process function for this gene set was “response to type I interferon” (FDR = 3.62×10^-5). Amongst top 10 enriched functions, we also found the GO Biological Process terms “interleukin-27-mediated signaling pathway” (FDR = 6.00×10^-4). Notably, the top 100 modules were also enriched with four drug targets of MS FDA-approved medications: IFNAR1 (target of interferon-beta-1a), KEAP1 and RELA (targets of dimethyl fumarate), and S1PR5 (target of fingolimod and siponimod). For instance, the figure below shows the network module containing IFNAR1.

Figure 1. Top network module includes hypermethylated IFNAR1, drug target gene of the MS medication interferon-beta-1a. The color of node border indicates GWAS-based score (red signifies highly significant). The node-fill color represents methylation scores (blue indicates hypomethylated, red indicates hypermethylated). The edge color of red indicates significant differential co-expression in MS NAWM for the connected genes.

Conclusion

In conclusion, we performed an integrative network-based analysis of genetic variants and differential DNA methylation in brain tissue of MS NAWM, which yielded top network genes enriched for relevant MS mechanisms. Our top modules were enriched in functions including immune-related pathways, such as interferon and interleukin signaling pathways, providing insights on autoimmune reactions in MS. Importantly, our networks were also enriched with drug targets of MS FDA-approved medications, which provides insights about drug target mechanisms in MS. We reveal evidence of hypermethylated/hypomethylated drug target genes in MS, suggesting epigenetic mechanisms take part in drug target mechanisms. Genes present in our top networks are of importance to further investigate for deeper understanding of MS therapeutic mechanisms.
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Abstract

Certain common drugs have been shown to have a side effect of increasing or decreasing the user’s risk of some cancers. But, discovering such effects in human populations requires either large scale clinical trials, or careful analysis of observational data. In this work, we develop a method that uses observational health claims data to test the effect of each common drug on cancer risk.

Introduction

Cancers result from mutations accumulated over a lifetime, but onset is influenced by factors including environment and medical history. For example, insulin dysregulation induced by diabetes is thought to promote tumor growth, and metformin, a diabetes drug, is under investigation for its antitumor properties. Discovering drugs that influence cancer onset is an impactful topic both for cancer prevention and possible therapy. In particular, repurposing drugs and discovering effective drug combinations is an intensive area of research investment. Since drugs taken for other purposes may impact pre-cancerous tissue, we hypothesize that this will manifest in altered rates of cancer among treated individuals. To estimate the effect of a drug on patient cancer outcomes, we re-use observational health claims data covering half of the USA population, with a method inspired by the cohort study design.

Cohort studies compare the disease rates in people exposed to the drug against rates in a similar cohort of people who never were exposed. However, one of these cohorts may be older, sicker, or otherwise at greater risk of cancer; these differences can confound effect estimates. Cohort studies typically are limited by the need for medical experts to curate confounding health factors that influence exposure or outcome. To conduct a drug-wide association study for all commonly used drugs, we develop a way to systematically substitute for expert knowledge and scale up the cohort study.

Methods

We use the IBM MarketScan claims data, containing histories of 150 million people, including coded prescriptions, diagnoses, and procedures. Our method automatically conducts many cohort studies to create multiple estimates of the effect of each common drug on each type of common cancer. Cohort studies typically start by defining two cohorts of patients, a treated and a comparator cohort. The comparator cohort is often defined as the set of people who took a similar drug. To determine the cancer effect of each common drug (hereafter referred to as “treatment”), our method automatically identifies a set of comparator drugs for each treatment. The comparator drugs have the same therapeutic use as the treatment, as defined in the MarketScan RED BOOK supplement, and they are additionally filtered on a previously described score of similarity to the treatment. Each comparator drug defines one possible cohort study, and for each of these studies our method proceeds as outlined in Figure 1. In Figure 1, Step 2, all patients who took either the treatment or the comparator, are extracted. Any patients who have a history of cancer before receiving their drug are removed, to avoid reverse causal effects of cancer on rates of treatment. Thus, in Step 3, the potential cohorts consist of all patients receiving one of the two drugs, with no history of cancer. Patients are matched on their histories in the time before receiving their drug, using high-dimensional propensity scores, where covariates consist of all drugs, procedures, and diagnoses in the patient’s history. Since this procedure accounts for confounding medical history, we...
could compare rates of cancer between the matched cohorts created in Step 3, but one complication is that people in
the treated cohort may later initiate taking the comparator drug, or vice versa. An analysis that does not account for
this is called an “intention to treat” analysis, and the effect estimates could be significantly biased toward the null. Instead, we artificially censor patients at the time when they take the opposite drug (Figure 1, Step 4), which is called a “per protocol” analysis. We perform a Cox regression in the matched populations to estimate risk of each common
cancer due to the treatment, and we account for the artificial censoring by weighting by the inverse-probability of
censoring.

The resulting effect estimates are, in isolation, vulnerable to bias from unmeasured confounders. However, if we find
a similar drug effect across multiple types of cancer, or similar effects across drugs with the same active ingredient,
we hypothesize that that effect is not likely due to confounding but rather is a true drug effect. We implement a
Bayesian meta-analysis to share information across many effect estimates, similar to Shahn, et al. To assess the
success of our method, we use positive controls (drugs known to have an effect on cancer) and negative controls (most
currently prescribed drugs should have no effect on cancer or on other common diseases).

Results

In support of our method, the distribution of drug effects on cancer is tightly centered around the null. This finding is
in line with the expectation that most drugs do not impact cancer. This result suggests our method is generally robust
to bias induced by confounding. As well, among the drugs with a preventive effect on cancer, we are able to reproduce
the known effect of metformin, supporting the power of our method to identify repurposeable drugs.

Conclusion

This study merges methods from epidemiology with approaches from data science, providing a unique big-data
enabled survey of candidate cancer-relevant drugs. We are able to reproduce known drugs that affect cancer risk, and
most drug effects are null. We are currently extending the method to perform a drug-combination wide survey of
effects on cancer for thousands of drug combinations with a sizeable user population.
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Introduction: The Coronavirus Disease 2019 (COVID-19) is caused by the SARS-CoV-2 virus and was declared a public health emergency of international concern on January 30, 2020 and a pandemic on March 11, 2020. The first COVID-19 case in the U.S. was confirmed January 21, 2020. A rapid expansion to all 50 U.S. states followed, with about 5.2 million confirmed cases and more than 165,000 deaths as of August 12, 2020.1 To help assess the extent of the pandemic, characteristics of the virus and the disease it is causing, discover and compare supportive or therapeutic approaches and population health measures applied at the patient level, detailed clinical information is needed. This detailed information is typically found in unstructured text notes from EHR systems or other ancillary systems. Extracting such information manually is costly, not scalable, and far too slow to address current needs.

At the Medical University of South Carolina (MUSC, Charleston, SC), a telehealth system (Zipnosis2) was advertised as the preferred option for local patients interested in COVID-19 testing. Patients would start a virtual visit, indicate their symptoms, COVID-19 exposure and travel history, and brief medical history. After this virtual visit was completed, the telehealth system would export a natural language generated summary text note based on the information entered by the patient.3 This text note was the only information subsequently available in the EHR and other clinical systems. Care management based on some COVID-19 dashboard or decision support capabilities were required, but the unstructured text format of this note made them difficult if not impossible. As an effective and scalable approach to extract structured and coded information from unstructured text, natural language processing (NLP) has been used for many years now,4 demonstrating successful applications to support clinical data reuse for research applications,5,6 clinical care7,8 and healthcare management9 in general.

To help assess the local extent of the pandemic and support patient care as well as research, a new database was created at MUSC in March 2020, along with an NLP-based COVID-19 information extraction tool enriching this database. These efforts, as well as uses of this COVID-19 information for testing results prediction, are presented below.

Methods: A new database (COVID data mart) was created to collect clinical information from patients tested or treated for COVID-19 at MUSC. To enable access to structured and coded COVID-19 related information as documented by patients in the telehealth system, a new NLP application (COVID-NLP tool) was developed.10 It focused on extracting information from the notes generated by the telehealth system. This application, the aforementioned data mart and all related data extraction, transfer and loading were developed, tested and made available for production in about ten days only, in March 2020. The COVID data mart was progressively enriched with information extracted from the telehealth system and combined with select clinical information from existing patient records at MUSC (demographics, coded diagnoses and procedures, observations, laboratory test results including SARS-CoV-2, medications, admission-discharge-transfer information). It included clinical information from 169,367 patients as of August 12, 2020. The clinical information collected in the COVID data mart has already been used to drive a real-time COVID-19 dashboard informing MUSC healthcare providers and for several research studies. This information included SARS-CoV-2 diagnostics test results and early success11 with using information from the telehealth system to predict positive SARS-CoV-2 results encouraged further efforts to enhance the accuracy of these predictions and enable applications supporting patient care such as a novel data-driven COVID-19 symptom checker giving patients testing advice according to their predicted test result.

The initial features used for prediction included age, a selection of 23 symptoms, COVID-19 exposure and travel history, smoking status, pregnancy status and whether patients were healthcare workers. The outcome was the SARS-CoV-2 diagnostic test result (positive or negative). Information extracted from all telehealth system notes for a given patient with

Figure 1: Overall COVID data mart, NLP tool and testing prediction architecture.
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corresponding diagnostic test results was used (34,597 telehealth notes from 14,055 patients seen between April 19 and June 24, 2020, 1,101 testing positive and 12,954 negative). We used all positive cases and downsampled to ten percent of negative cases. We used 10-fold cross-validation to verify the integrity of training. We experimented with a variety of machine learning algorithms: decision trees, support vector machines (SVM), logistic regression, neural networks (multilayer perceptron), fastText\textsuperscript{2} and deep neural networks (convolutional neural networks).

The final symptom checker was designed to return three possible levels of risk for an individual: low risk (recommending no action), medium risk (recommending caution), and high risk (recommending immediate medical action). We treated the cut-off determination for these thresholds as a secondary parameter-tuning task after training the models. For evaluation, we treated the low-to-medium threshold as the boundary between true negative (TN) results and true positive (TP) results. Our objective was to maximize sensitivity (i.e., recall) with a value as close to 95% as possible. Results reported below are evaluated with this objective in mind.

As a second point of comparison, we evaluated the models against a curated dataset of 125 positive cases and 242 control (negative) cases who had been interviewed with regards to their symptoms and other COVID-19 related details at MUSC. This population was medically evaluated for different reasons than those seeing medical care through Zipnosis.

**Results:** When comparing the predicted SARS-CoV-2 diagnostic test result with the aforementioned reference standard, we found the simpler models tended to outperform the more complex models. Specifically, we focused on SVM and logistic regression models in the later stages of this work because decision trees, neural networks, and deep neural networks did not reliably beat the former models. The simpler models also had clearer explanatory power for the subject matter experts we conferred with during development. The best logistic regression evaluated with our telehealth data had a recall of 0.9514, specificity of 0.1244, and negative predictive value (NPV) of 0.9286. When evaluated against the curated dataset, recall and NPV reached 0.952 and 0.8286 respectively while specificity dropped slightly to 0.1198. The best SVM had a recall of 0.9509, specificity of 0.1108, and NPV of 0.9198. Against the curated dataset, recall and NPV rose to 0.952 and 0.9545 respectively while specificity rose to 0.5207.

**Discussion:** Our current production model has eliminated certain original features due to unintuitive performance or poor upstream data. For instance, ages were binned into three categories: <18, 18-64, and 65+. Young patients (<18) using Zipnosis were largely sicker than older patients (65+), who were more likely to seek routine care. This implicit sampling bias resulted in young patients receiving a higher risk score when all else was held equal. The curated dataset included only a subset of the features our models were trained on. This difference probably caused the accuracy variations observed with the curated dataset. We have so far ignored temporal considerations in our modeling. Future work will need to address changes in positivity rates at the population level over time and monitor model drift, for instance.
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Introduction

Extension for Community Health Care Outcomes (ECHO) is a tele-mentoring model for continuing medical education (CME) to connect experts (as the “Hub”) at academic centers with health professionals (as “Spokes”) in the community. “Spoke” primary care providers (PCP) from various locations participate at regularly scheduled times through a videoconferencing platform via internet or telephone. The “Hub” experts facilitate and guide the “Spokes” participants through two components in tele-ECHO clinics: Hub-led didactics on the curriculum topics, and Spoke-led case presentations on de-identified patient cases. The first ECHO program was launched at the University of New Mexico in 2004, focusing on Hepatitis C care. It successfully demonstrated that Hepatitis C care delivered by ECHO-trained rural physicians was equally effective as that given at the University of New Mexico.1 Since then, the ECHO model has spread to 39 countries with 845 programs focusing on over 70 topics, among which 135 programs are cancer related.2 However, little evidence demonstrates the effectiveness of the ECHO model in addressing a wide range of topics regarding cancer prevention and survivorship. In September 2019, the Cancer Prevention and Survivorship Care tele-ECHO program (Cancer ECHO), launched as a pilot program at Indiana University (IU) Fairbanks School of Public Health and in partnership with IU Health. The purpose of this study is to examine the ECHO model on cancer prevention and survivorship by conducting a formative assessment of the Cancer ECHO program.

Methods

This study employed a mixed-methods approach, including quantitative administrative data of IU ECHO programs and qualitative data from semi-structured interviews (N=21). Study participants were selected based on purposeful sampling (with approval of the IU Institutional Review Board) and recruited dynamically until data saturation. Data were collected across the Hub team (including IU ECHO leadership), Spokes members who have at least attended Cancer tele-ECHO clinics once, and Potential Spoke (PS) care providers from the attendees of other PCP-targeting ECHOs facilitated by IU. By including PS who participated in other IU ECHOs, we sought to explain PCP’s adoption and explore the program design specifically on the context of cancer prevention and survivorship. We also sought to cross-validate our findings through different points of view. We assessed perspectives on the strengths and weaknesses of the program design and their participation decisions. PCP beliefs about the intervention and their suggestions were also examined. The interviews were recorded, then transcribed with NVivo machine-transcription services pairing with manual audits for accuracy. The themes of the transcribed interview recordings were coded with an iterative approach using NVivo 12. Two research team members (Z.M. and E.M.) met regularly to discuss the emerging themes, and the codes were reorganized until the code consistency was achieved.

Results

During the initial pilot year, Cancer ECHO possessed lower PCP participation (N=27 unique individual, 18% of all participating individuals) than other IU ECHOs that targeted PCPs. Three Hub team members, 11 Spoke members (6 care providers and 5 non-providers) and 7 Potential Spoke (PS) care providers were interviewed. The majority of the non-providers were health educators, care navigators, public health workers, or administrators. 6 Spoke members and all 7 of the PSs have experiences with other IU ECHOs. Table 1 summarizes the emerged themes in the interviews.

Discussion

The ECHO model was developed to democratize knowledge among health professionals in medically isolated communities. The pandemic-catalyzed rapid expansion of telehealth usage imposed the importance of virtual
### Table 1. Salient Themes

<table>
<thead>
<tr>
<th>Format (within sessions of tele-ECHO clinics)</th>
<th>The components and strengths of Cancer ECHO</th>
<th>Weaknesses of Cancer ECHO</th>
<th>Suggestions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Livestreaming didactics and case presentations; Strength: case presentation is much more engaging than the didactics component.</td>
<td>The conflict of the benefits of livestreaming with their availability.</td>
<td>Decrease the length, change the time, provide asynchronous participation.</td>
<td></td>
</tr>
<tr>
<td>Topics on both of cancer prevention and survivorship; Strength: discussions on real-life experiences.</td>
<td>Lack of consistency between the content covered in the didactics and case discussion; Topics in different sessions are too varied.</td>
<td>Adjust the format and curriculum: narrowing down the topics, merging the didactics with case discussion, focusing more on clinical workflow improvement.</td>
<td></td>
</tr>
<tr>
<td>Wide range of participants; Strengths: a nonjudgmental, safe learning environment, and support from an interdisciplinary community.</td>
<td>Attracting and involving appropriate participants, especially care providers in the Cancer ECHOs.</td>
<td>Assess care providers’ needs, improve the participants’ engagement and the targeted audiences’ awareness.</td>
<td></td>
</tr>
</tbody>
</table>

Collaboration in clinical care and education. Compared to the original Hepatitis C ECHO, the spectrum of cancer prevention and survivorship is broad, and prevention was part of PCP’s daily work. Thus, the contents, participant types, and their values placed on the intervention are different. This study helps us understand the strengths and weaknesses of the ECHO model while applying it to the context of cancer prevention and survivorship. The Cancer ECHO reserves the components of a nonjudgmental, safe learning environment, discussions on real-life experiences, and support from an interdisciplinary community in the original ECHO model and demonstrates its potential. There are challenges maintaining the engagement of a wide range of participants and focusing on a broad range of topics.

**Conclusion**

While discussions in an interdisciplinary community are highly valued by the participants, the Cancer ECHO still needs to focus on the needs of the targeted audience, PCPs. Program adjustments accommodating care providers’ needs and aligning with their attitudes towards the intervention are needed to improve participation and experiences. We suggest a care provider-driven or provider-focused approach by including participating providers, their supervisors, and other stakeholders early in the operational, content, and marketing designs.
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Introduction

Prescription opioids have contributed in part to the current opioid epidemic. The CDC guidelines for prescribing opioids for chronic pain recommends that providers weigh risks versus benefits when considering opioids for their patients. Primary Care Providers (PCPs) prescribe about half of all prescription opioids and manage most chronic pain patients.1 Making treatment decisions for patients with chronic pain is complex, with goals to treat the pain but prevent addiction to opioids. Several biological, psychological, and social (biopsychosocial) factors contribute to opioid misuse and Opioid Use Disorder (OUD) in patients on Chronic Opioid Therapy (COT) for pain.2 Clinical decision-making when prescribing opioids requires integrating disparate data sources, resulting in the cognitive burden of PCPs. We present a systems view of the prescription opioids in the primary care setting, limitations of current systems for assessing prescription opioid-related risks and make a case for developing a generalized approach to understanding and addressing the information needs of PCPs at the point of care.

Methods

A literature review was performed to develop a systems view of the prescription opioids for chronic pain in the primary care setting.

Discussion

Systems view of prescription opioids in the primary care setting

The PCP, when considering opioid prescription for chronic pain, pain lasting >90 days or beyond the time of normal tissue healing, must contextualize the evidence-based guidelines with patient-specific data to make evidence-based, patient-centered decisions. Figure-1 is a conceptual model of the opioid prescription for chronic pain in the primary care setting. However, there are several limitations to the various tools and information systems.

Figure-1. Systems view - Interplays between clinical tools, processes, and information systems in the primary care setting. (PDMP – Prescription Drug Monitoring Program, a state-run program to collect information of dispensing of controlled substances; PreManage – a collective ambulatory platform that can receive data from Emergency Department Information Exchange (EDIE); CDS – Clinical Decision Support; ED – Emergency Department; EHR – Electronic Health Record; EHRs – Electronic Health Records)
Electronic Health Record). Greyed boxes represent outcomes; yellow boxes represent clinical decisions; Green outlines the various information systems; and blue outlines the multiple tools to determine opioid-related risks. The systems view spans both healthcare and public health systems.

Current limitations

Opioid guidelines: There are many reasons for non-adherence to CDC guidelines. A recent systematic review found many provider and guideline specific characteristics that make adherence to evidence-based practice challenging. These include: non-familiarity with guidelines; guidelines being overly simplified and lacking credibility with difficulty in weighing risk vs. benefit; delay in delivery and intensification of treatment due to cognitive biases - overestimation of risk based on "gut feeling,"; belief that risk management practices are similar to policing patients and has no place in the delivery of healthcare; certain guideline expectation from providers, such as obtaining Opioid Treatment Agreement from patients, are viewed as unfavorable for patient-provider trust. While recent efforts to educate PCPs have led to increased awareness and willingness to identify and address risks from prescription opioids, there is a gap between the knowledge and actual practice.

EHR: EHR data offers a tremendous opportunity to identify patients at risk and guide patient management. However, risk identification and management are challenging due to variations in documentation practices, difficulties identifying problem opioid use, and inconsistent use of problem opioid use terminologies. Most providers are reluctant to clearly and unequivocally document problem opioid use in the patient's chart. The potential for patient stigmatization also hampers clear documentation of problem opioid use.

PDMP: There are limitations to the accuracy, accessibility, and interpretability of the PDMP data. The states' PDMP programs operate under different regulatory agencies, collect different types of data, require data to be updated at different time intervals, and restrict access to people with specific roles. The objective criteria to determine drug-seeking behavior includes >= 4 opioid prescriptions from >= 4 providers. However, "many patients have multiple prescribers because of poor primary care access, visits to emergency departments for acute exacerbations of pain, and conditions requiring visits to multiple specialists." There is a need to determine what data values in PDMP should prompt intervention from the physician when considered alongside the patient's complete clinical encounter.

OUD diagnostic criteria and validated screening tools: There are limitations to applying the DSM-V diagnostic criteria for OUD in chronic pain patients where most meet the symptoms of opioid dependence due to long term prescription opioid use. Moreover, there is no standard screening tool for determining misuse and OUD, and many providers are reluctant to use them for fear of losing patient trust.

Conclusion

There is a need for CDS that can contextualize evidence-based guidelines with patient-specific characteristics to promote evidence-based and patient-centered decisions. Present information systems and screening tools are fraught with many limitations. In the absence of standard clinical tools and processes and inadequate information systems to determine prescription opioid-related risks in this complex patient population in a busy primary care setting, a systematic and generalized approach is needed to determine and address the information needs of PCPs at the point of care. Such an approach will inform future CDS projects. Our future work will address this need to bridge the gap between evidence and practice.
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Introduction
Diabetes is a major health issue that affects an increasing amount of people each year. By 2030, approximately 358 million people will have diabetes in the United States1. Diabetes also increases the risk for many long-term severe complications such as diabetic-related eye diseases, kidney diseases, and neuropathy. The biggest concern about diabetes-related complications is that they are unrecognized in the early stages. There are little to no symptoms in the early stages, but they can be immutable and devastating as people grow older. However, not all people develop long-term complications. As such, the prediction of diabetes-related diseases at an early stage can help intervene in preventative care. Many types of research were conducted to study diabetes-related complications. However, none of them used a data-driven approach to study diabetes-related complications. The objective of this abstract is to present a data-driven approach for predicting diabetes-related diseases using comorbid diagnosis data from real-world electronic health records (EHR) of 90 health systems across the United States. In this study, we created machine learning-based prediction models for three diabetes-related diseases: (a) eye diseases (ED), (b) kidney diseases (KD), and (c) neuropathy (NP).

Methods

Data Source, Inclusion, and Exclusion Criteria: We used Cerner’s “Health Facts EMR Data”, a de-identified EHR data from about 90 health systems across the United States. The database contains 69 million unique patients. We used the SUPREME-DM2 algorithm for identifying the diabetes population from the EHR data. We created six criteria based on the lab results using HbA1c, fasting plasma glucose and random plasma glucose. Diabetes-related ICD9 and ICD10 diagnosis codes (250.x, 357.2, 366.41, 362.01–362.07, and E08.x-E13.x) were used with inpatient and outpatient encounters. In total, we had eight criteria, and we included only the adult population (age 18 or above at the first encounter of diabetes based on SUPREME-DM criteria).

We identified diabetes-related complications among the selected diabetes population by using ICD9 and ICD10 diagnosis codes, including diabetic ED(250.5x, E10.x, and E11.x), diabetic KD(250.4x, E10.x, and E11.x), and diabetic NP(250.6x, E10.x, and E11.x). We computed the duration and number of encounters between (a) the first encounter of diabetes and (b) the first encounter of diabetes-related diseases or the latest encounter (for people not having any diabetes-related diseases). Figure 1 presents our data collection window. Since we are modeling long-term complications, we set four additional population inclusion criteria to ensure the availability of longitudinal encounters: (a) for the diabetes patients having diabetes-related complications, having a minimum of 5 years of encounters starting from the first encounter of diabetes, (b) for the diabetes patients having no diabetes-related complications, having a minimum of 7 years of encounters from the first encounter of diabetes, (c) having at least 25 encounters during the study period, and (d) having at most 500 encounters during the study period to ensure removal of non-patient records.

Data Preprocessing and Machine Learning Approach: ICD9 and ICD10 diagnosis codes were mapped into the 285 Clinical Classification Software (CCS) codes. The CCS groups individual diagnosis codes into clinically similar entities, which allows for analysis of broad categories of diagnoses and avoids model overfitting.

In this study, we conducted two experiments. First, the association between diabetes-related and potential comorbid diagnosis was assessed by odds ratios (ORs). Second, we created seven predictive models: (a) Decision Tree with Gini (DT), (b) Random Forest (RF), (c) Logistic Regression (LR), (d) Multilayer Perceptron with a single layer (MLP1), (e) Multilayer Perceptron with double layers (MLP2), (f) Multilayer Perceptron with triple layers (MLP3), and (g) Support Vector Machine (SVM). We also applied various techniques to handle imbalanced datasets such as
Random Undersampling, Random Oversampling, and Oversampling using SMOTE. We used 10-fold cross-validation and evaluated our models with sensitivity, accuracy, specificity, and area under the ROC curve (AUC). Python 3.6 with Pandas, NumPy, Scikit-learn, and Matplotlib were used to conduct all the experiments.

Results

This study takes advantage of the unique opportunity provided by our access to a large and rich EHR dataset. After applying the strict cohort selection criteria, a total of 102,876 patients with diabetes were satisfied, which contains highly imbalanced datasets for diabetic ED patients (4.36%), diabetic KD patients (9.04%), and diabetic NP patients (10.68%). The machine learning results, including sensitivity, accuracy, specificity, ROC curve, and AUC on each disease cohort studies are presented in six figures in Figure 2.

For the diabetic ED cohort, SVM attained the maximum accuracy of 94.9%, maximum specificity of 73.1%, and a maximum AUC of 93.2%, while RF achieved the maximum specificity of 98.7%. In the diabetic KD cohort, RF attained maximum accuracy of 89.1% and maximum specificity of 97%, SVM achieved maximum sensitivity of 86.1%, and maximum AUC was obtained from LR. For the diabetic NP cohort, LR attained the maximum accuracy of 83.3% and a maximum AUC of 89.4%, SVM attained maximum sensitivity of 84.8%, and RF attained 95.7% specificity. The results showed that the SVM approach achieved the best overall performance in each disease cohort. Considering the ROC curve and AUC values, the LR has the best measure of separability in this study.

Discussion

In general, machine learning methods can play a vital role in developing clinical decision support systems. However, there are some challenges for using machine learning with large EHR data: data quality, incompleteness, and lack of standardizations may negatively affect building high accuracy predictive models. Despite the challenges, our methods demonstrated that the application of machine learning is promising for predicting long-term outcomes using EHR data. In our study, SVM performed the best with EHR data. However, our models were not designed to utilize the temporal component of EHR data. The longitudinal aspect of the EHR dataset can help predict long-term disease outcomes for diabetes patients. Therefore, our future work will utilize Long Short-Term Memory neural networks and advance time series models like ARIMAX and GARCH to classify, process, and make predictions based on time-series data. We expect that these models would produce better predictions with real-world modeling of the disease progression from its advantages.
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Introduction

Increasing use of machine learning (ML) algorithms to guide decision making in healthcare has drawn attention to algorithmic fairness³. A recent study demonstrated how an existing commercial algorithm for population health management in fact perpetuated racial disparities in healthcare.² Despite the advancement in fairness-aware ML research³, few healthcare applications exist to date. In this work, we demonstrate an approach to examine data and models for potential bias and mitigate the observed bias in health outcome prediction. We hypothesize a setting in which algorithms are used to allocate treatment resources for patients with opioid use disorder (OUD). Utilization of evidence-based treatment for OUD called medication assisted treatment (MAT) is reported to be uneven across racial groups.⁴ We show how bias in data, likely due to systemic inequality and human perceptions, can carry over to machine learning outcomes and how debiasing methods can reduce the bias measured by fairness metrics.

Methods

Using the IBM® MarketScan® Research Databases, we constructed a cohort of Medicaid patients with OUD (2013-2017). Eligible patients were over 10 years old, white or black, not dually eligible, continuously enrolled during one year prior to (baseline) and after the initial OUD diagnosis date (index date), and had one or more OUD diagnoses without cancer or hospice related codes for which use of opioid can be justified, and had not received any MAT prior to index date. We generated a patient-level data set including features such as age, gender, race, diagnoses, and number of emergency room visits. As shown in² the choice of outcome greatly impacts the magnitude and direction of bias. In the absence of perfectly measured outcome, we experimented with four binary targets to classify a ‘high risk’ subcohort with varying likelihood of the presence of bias. These targets were chosen for clinical and public health relevance based on prior literature and characterized placement in the top decile of 1) total healthcare cost, 2) emergency psychiatric inpatient admission cost, 3) outpatient ER visit cost, and 4) the number of psychiatric diagnosis in post-index period. After splitting data into train, validation, and test sets (5:3:2), we trained logistic regression (LR), random forest (RF), and extreme gradient boosted trees (XGB) for each of the four outcomes. We examined the cohort descriptively and assessed the associations between outcomes and race using generalized linear models adjusted for patient-level features.

In this study, positive label is a favorable outcome as it leads to receiving treatment. Race is the protected attribute, with white being the privileged value. We aim to achieve group fairness, meaning that white and black race groups will have equal model outcomes. For this definition of fairness we used disparate impact (DI) as a metric, the ratio of predicted favorable outcome prevalence between unprivileged and privileged groups. We applied both reweighing and Prejudice Remover debiasing methods using AIF360 Toolkit.³ Reweighing modifies the training data by generating weights for (race, label) combinations, while Prejudice Remover adds a regularization term to the objective in logistic regression so that race features have less impact on the outcome prediction. We focus on the results from XGB models and reweighing for clarity and conciseness.

Results

Compared to whites, black patients were older, had greater physical disease burden measured by comorbidity index and ER visit rate, and similar mental disease burden measured by number of psychiatric diagnosis at baseline. White patients were significantly more likely to receive MAT (24% vs. 9%) and to receive it for longer periods. During the post-index period, the probability of having an outpatient ER visit and cost measures (total and ER cost) were higher among blacks. The probability of a recorded overdose event or emergency psychiatric admission was greater among whites.
Figure 1 shows the DI values for each target. Before reweighing, the models for emergency psychiatric admission cost or number of psychiatric diagnosis favor white (DI < 1) while the models for total cost or outpatient ER cost favor black (DI > 1). The high risk subcohorts predicted by each model had greater disease burden both physically and mentally and utilized more health services compared to the base cohort as expected. With similar number of psychiatric diagnoses (black vs. white 3.1 vs. 3.1), high-risk black patients had a higher comorbidity index (mean 1.6 vs. 1.0) and incurred more cost (39.7K vs. 27.9K total cost, 2.8K vs. 1.2K ER cost, 9.6K vs. 6.2K psychiatric admission cost) but were less likely to receive MAT (3.5% vs. 15.5%). In the subcohorts based on total cost (and similarly for ER cost), blacks had higher chronic comorbidity (mean 3.4 vs. 2.6) but had a fewer number of recorded psychiatric diagnoses (mean 1.6 vs. 2.2)).

Implementing reweighing methods shifted the DI values closer to one. Debiasing did not negatively impact the balanced accuracy (0.71 0.76 before and 0.72 0.76 after debiasing for the four outcomes). Importantly, we observed that the discrepancies in proportion of patients classified as high risk (i.e. receiving favorable outcome) between whites and blacks decreased with debiasing.

Discussion

Identifying and mitigating biases in healthcare data rife with known and unknown sources of bias is challenging. In this work we demonstrated ways to assess and mitigate bias observed in the data using debiasing methods. That black patients with greater disease burden received less MAT suggests there may be underlying bias in diagnosis or treatment. Varying sources of bias and lack of understanding on true data generating process makes it difficult to have one-size-fits-all solutions. Depending on the label and subsequently on the DI values, follow-up actions to mitigate bias will have opposite impact on patients. We also showed that even with careful selection of targets, the lack of gold standard or unbiased surrogate outcome makes it very difficult to completely avoid bias. Our work highlights the importance of thorough evaluation of bias and efforts to mitigate the bias. The limitation of this work includes the use of DI as a fairness metric. In the future work we will examine other definitions of fairness and also additional debiasing algorithms.
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Introduction

In 1935, a deadly crash prompted Boeing to devise and implement flight checklists to reduce the inherent risk of aviation by establishing standard protocols for pilots and removing a degree of human error from the equation.1 Similarly, developing and deploying data-driven predictive models in healthcare settings carries very real opportunities and risks that directly impact patients, but we lack a set of standard practices to mitigate these risks.

Reproducibility presents a significant challenge in developing, applying, and deploying machine learning (ML) models in healthcare.2 Manuscripts are frequently published with insufficient information on data preprocessing, model training, and model evaluation. Many of the assumptions and decisions that go into an ML model often go unstated, making it difficult to fully understand its strengths and weaknesses, leaving the context for performance measures unclear. Researchers who have attempted to reproduce a published model can appreciate that data and code sharing is only the start of the process towards deployment in the clinical setting. In the absence of standardized and adopted approaches and processes for model development, implementation, and reporting, these issues will continue to hamper our efforts to reproduce and deploy these models more broadly.3

In this work, we review existing studies that propose the use of a model checklist as a means to facilitate reproducibility. We highlight the strengths and limitations of each framework, and propose a community-driven effort to generate a more comprehensive checklist that includes the information needed for reproducing and applying biomedical ML models within real-world healthcare environments.

Methods and Results

We conducted a search for ML model checklists by surveying the research, industry, and biomedical domains; the FDA; and Google Scholar. We reviewed 13 existing model checklists focused on artificial intelligence (AI) and ML modeling research; industry ML modeling; as well as clinical research and deployment of ML models. We evaluated each checklist for inclusion of key components of model development, including defining the problem, scope, and goals; data preprocessing and feature selection; model training, tuning, performance evaluation, comparison, implementation, and monitoring; as well as special considerations when involving patients.

The majority of the model checklists emphasize model description, analytical/technical evaluation, and data engineering (Figure 1) with a focus on industry standards for coding and infrastructure, though many neglected to report the target population or to define the problem of interest. Dealing with missing data and their effects on model training were partially addressed by most studies as part of the data engineering processes. However, employing imputation methods or filtering out cases with missing values is a critical step that can introduce bias (e.g., using a dataset derived

<table>
<thead>
<tr>
<th>Problem Definition</th>
<th>Data Preprocessing, Feature Selection</th>
<th>Model Training and Tuning</th>
<th>Model Performance (all splits)</th>
<th>External Validation</th>
<th>Error Analyses (on all datasets)</th>
<th>Model Bias and Spectrum Effects</th>
<th>Sensitivity Analyses</th>
<th>Model Comparison</th>
<th>Model Interpretablebility</th>
<th>Model Implementation</th>
<th>Continuous Monitoring</th>
<th>Software Changes</th>
<th>Patient Preferences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Research</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>Industry</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>Healthcare</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
</tr>
</tbody>
</table>

Figure 1: Degree of coverage by category for ML model development in each of 13 reviewed checklists, ordered by primary domain (top row). Gradient: blue/red = high/low coverage (see details at https://aogarlid.github.io/ML_model_checklists/).
from a specific demographic profile to impute missing values) and changes model performance, especially if all the imputation steps cannot be accurately reproduced. Only one checklist mentioned the evaluation of bias, but none investigated bias across population minorities. Model explainability is a requirement for deploying ML models in the clinical setting, but it is mentioned in only two checklists. Several of the frameworks provide details on code sharing and versioning, both of which are necessary to accurately reproduce models across institutions. Additionally, a small number of checklists addressed policies on updating and re-evaluating updated models and software.

Discussion

We systematically evaluated current ML model development checklists reported in the literature to identify an approach or protocol that could be adopted broadly across the modeling communities to facilitate reproducibility and achieve the promise of ML in healthcare and otherwise. Our review reveals significant gaps in the existing checklists and highlights the need for a consensus set of standards for ML model development. Each of the checklists include sections for model descriptions and general information around model evaluation, providing guidance on some of the steps needed to reproduce a published model. Unfortunately, none is comprehensive enough to facilitate successful, end-to-end deployment of such models in real-world clinical settings.

Comprehensive model evaluation entails detailed analyses on cases of misclassification, error tolerance limits, sensitivity analyses, and external validation. Misclassification analysis can provide insights on erroneously labeled cases by models, and, in combination with error tolerance (e.g., confidence intervals), a detailed approach to using ML models for decision making. Sensitivity analyses should be performed on the training, validation, test, and external test sets, and they should be performed dynamically while the model is used in the clinical setting. External model validation (i.e., performance on an external dataset), in combination with test set results, demonstrate true model performance in addition to model transferability. Most checklists lacked sufficient coverage of these evaluation procedures.

The US Federal Drug Agency (FDA) guidance on AI and ML in clinical applications highlights the necessary steps when software changes or updates are applied on an existing model. Notably, such software updates are equivalent to the creation of a new model altogether. Dataset shift must also be considered if a change in the clinical workflow is introduced (e.g., a new diagnostic method). In either case, all evaluation procedures should be repeated whenever changes in the data, environment, and/or model are introduced. Furthermore, models applied in clinical settings should be blindly evaluated against human annotators over random samples to ensure quality of model prediction over time.

We envision a comprehensive checklist arrived at by community consensus that will serve as a guide for model development, evaluation, and detailed reporting. Such a strategy will lead to greater model reproducibility and enable comparison between existing and novel models by establishing a set of standardized evaluation processes and measures. Guidelines on proper approaches to model development and reporting will empower the translation and calibration of models across institutions with different populations and enable greater impact in healthcare. A core checklist will cater to the broadest possible audience and establish the base standards and protocols necessary for any work and reporting on ML models. Given the heterogeneity of biomedical ML model development, we envision an extensible checklist design with modules for specific sub-fields (i.e., mass spectrometry proteomic analysis), allowing customization with different reporting items based on end user application (i.e., model developer vs. clinical user).

Creating a universal Checklist for Data-driven Predictive Models for facilitating model reproducibility in healthcare may best be accomplished with a web-based platform where model developers and end users can share and interrogate models along the criteria outlined in these checklists. Ultimately, this should be considered a community challenge that invites members to extend and use it to report model development, application, and deployment across disciplines.

References

A knowledge graph strategy for integrating clinical and experimental COVID-19 data

Justin T. Reese, PhD\(^1\), Deepak Unni, MS\(^1\), Tiffany J. Callahan, PhD\(^2\), Luca Cappelletti, MS\(^3\), Vida Ravanmehr, PhD\(^4\), Seth Carbon, BA\(^1\), Tommaso Fontana, BS\(^5\), Hannah Blau, PhD\(^4\), Nicolas Matentzoglu, PhD\(^6\), Nomi L. Harris, MS\(^1\), Monica C. Munoz-Torres, PhD\(^7\), Melissa Haendel, PhD\(^7\), Kent Shefchek, MS\(^7\), Peter N. Robinson, MD, PhD\(^4\), Marcin P. Joachimiak, PhD\(^1\), Christopher J. Mungall, PhD\(^1\)

\(^1\)Lawrence Berkeley National Laboratory, Berkeley, CA, USA; \(^2\)University of Colorado, Anschutz Medical Campus, Aurora, CO, USA; \(^3\)University of Milano, Milan, Italy; \(^4\)The Jackson Laboratory for Genomic Medicine, Farmington, CT, USA; \(^5\)Politecnico di Milano, Milan, Italy; \(^6\)Independent Contractor, London, UK; \(^7\)Oregon State University, Corvallis, OR, USA

Introduction

COVID-19 is a complex disease involving many biological processes and pathways, each of which involves many genes. The research community is still learning about COVID-19; its symptoms and underlying pathological mechanisms are being gradually revealed. Integrated, up-to-date data about SARS-CoV-2 and COVID-19 is crucial for expediting the response to the COVID-19 pandemic by the biomedical research community. Rich biological knowledge exists for SARS-CoV-2 and related viruses (SARS-CoV, MERS-CoV), but integrating this knowledge is difficult, since much of it is in siloed databases or in text format. Furthermore, the data required by the research community varies drastically for different tasks - the optimal data for a machine learning task, for example, is much different from the data used to populate a browsable user interface for clinicians.

To address these challenges, we created KG-COVID-19, a flexible framework that ingests and integrates biomedical data to produce knowledge graphs (KGs) for COVID-19 response. KGs provide a mechanism to integrate heterogeneous data and represent their interrelationships. In a KG, discrete pieces of information form distinct nodes interconnected by edges; In our KG, both nodes and edges are typed using the Biolink Model\(^1\). The KG-COVID-19 framework enables the creation of customized KGs containing COVID-19 knowledge for different applications. For example, a drug repurposing application would make use of protein data linked with approved drugs, while a biomarker application could utilize data on gene expression linked with pathways.

Methods

![Figure 1. The KG-COVID-19 framework for integrating and remixing data to produce knowledge graphs.](image)
Our process for generating the KG was designed to support interoperability, preserve provenance, and provide the ability to flexibly mix and match data from different sources. The workflow is divided into three steps: data download (fetch the input data), transform (convert the input data to KGX interchange format, normalize identifiers), and merge (combine all transformed sources) (Figure 1). The data we ingest are focused on sources relevant to drug repurposing for our downstream querying and machine learning applications, including drug databases, protein interaction databases, protein function annotations, COVID-19 literature, and related ontologies. We use a core set of standardized ontologies and the Biolink Model, a biological data model for categorizing nodes and edges, to facilitate interoperability and data summarization.

Results

Our KG integrates drug and chemical compound data, functional information for coronavirus and human genes and proteins, protein interaction data, data about the occurrence of concepts (such as ontology terms and proteins) in COVID-19 scientific publications, as well as phenotype, protein pathway, and disease data.

The KG can be applied to several use cases. We provide tooling that allows for sophisticated querying for applications such as drug repurposing. For example, one might query for druggable human proteins that interact directly or indirectly with SARS-CoV-2 proteins. We also integrate tightly with Embiggen, a machine learning (ML) package, for applications such as automatic ranking of antiviral compounds. The KG is also used in the National COVID Cohort Collaborative (N3C) as a source of knowledge about COVID-19, where it can be queried in combination with a national comprehensive patient-level COVID-19 clinical dataset. This large-scale translational integration opens the door to revealing and validating mechanisms, repurposing drugs, and improving care practices as N3C matures. Our KG is also used by the National Virtual Biotechnology Laboratory (NVBL) to supply researchers with information about possible drug repurposing candidates and drug targets, which can also be fed back to N3C for further interrogation.

There have been other efforts to construct COVID-19 KGs, each integrating different data sources for different purposes. Our framework adopts a strategy that first integrates the data, and then allows the user to extract subsets of the data for specific use cases to address specific questions. Other advantages of our framework are that it integrates more tightly with ontologies (Human Phenotype Ontology, Mondo disease ontology, and the Gene Ontology) and with downstream machine learning tools; offers a more detailed summary of the contents of its KG; covers a wider range of data sources, and automatically incorporates new and updated data.

Discussion and Conclusions

KG-COVID-19 enables complex queries over relevant biological entities as well as machine learning to generate graph embeddings for making predictions. The lightweight framework we have developed provides a rapid route for bringing together new sources of data and knowledge, including KGs from several different sources, to form a "hub" to support COVID response efforts across the translational spectrum.
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Introduction

Many life-threatening emergent medical conditions require time-sensitive progression through multiple points of evaluation and management to deliver definitive life-saving interventions. In the case of an acute stroke, blood samples must be collected by a nurse, evaluation must be performed by a physician, the CT scanner must be prepared by a technician and a pharmacist must prepare the medication for delivery as soon as a stroke has been identified by a radiologist. Studying and improving care processes for these conditions underlies the vision of a learning healthcare system.\(^1\)

Given that these conditions are often complex, requiring multiple providers with differing responsibilities in multiple care settings, it can be difficult to obtain granular detail about how they occur in practice. However, understanding the current process is critical for determining how much variation there is in the process across the organization, where performance problems exist, and where to invest in improvements.

Currently, defining current state processes often relies on expert opinion and recall instead of direct observation. When it is directly observed, this tends to occur in-person or via video surveillance. This can be time-consuming, miss events that do not occur directly at the bedside (such as telemedicine consultation), only represents the time period of that observation and can bias the observed practice, limiting longitudinal evaluation and generalizability.

Process mining, the method of determining the order of events from an event log, may address these issues.\(^2\) Process mining can help organizations easily capture workflow information from enterprise systems and provides detailed, data-driven insights about how key processes are being performed. These logs may illuminate how computer-mediated work, where most of the clinical time may be spent,\(^3\) is really happening - including who did it, how long it takes, and how it deviates from best practice guidelines.

In this exploratory data analysis, we utilize process mining of the event log from a common EHR vendor, Epic (Build ?), at our academic medical center to build a model for tPA management of stroke care - which could then be compared to the medical center’s stroke guidelines. Specifically, we sought to assess whether this method helps us understand how the stroke process is currently performed at our institution, providing insight that can then be used to close the gap between actual and ideal care.

Methods

Process mining is based on a set of simple rules to create a graph. In this graph the nodes represent the clinical events, edges represent the subsequent events, edge labels show the relative lag between the events. The graph nodes are time-ordered from top to the bottom. The process, when applied to a cohort of stroke patients, starts with the hospital admission and ends with the tPA-administration.

The steps for the process mining graph are as follows:

1- Sort all clinical events for each patient according to the event times. 2- Choose the top n most prevalent clinical events among all patients. 3- Create nodes according to the events from step 2 and set a rank for each node according to their average times after the patient’s admission. 4- Among all patients and based on the events chosen at step 2, all subsequent event pairs are counted 5- Sort the event pairs according to their prevalence and choose the top m 6- Assign directed edges to node pairs according to step 5. 7- Remove the edges which connect higher rank nodes to
lower rank nodes 8- If the ranks of a set of nodes are within a threshold $\eta$ from each other, merge all of them into a single node. 9- Plot the graph with the nodes with their location according to their rank from top to bottom.

**Figure 1:** A sample time-ranked process mining graph of the tPA-treated stroke patients. The side timeline graph shows the relative average times (min) after the patient’s hospital admission. The widths and labels of the edges respectively show the frequency of the sequence and the lag between events. Figure 1 shows a sample time-ranked process mining graph of top 12 clinical events for the tPA-treated stroke patients.

**Discussion**

We were able to automatically create a workflow model for the care of acute stroke patients receiving tPA in our hospital by utilizing the event log data captured in our EHR. Notably, we were able to determine the timing of key events like CT scan ordering and delivery of alteplase (tPA). Of note, however, some procedures, like coagulation studies or troponin testing appear to occur later than other lab testing studies, which might lead to delays in care or suggest a possible future intervention to group these studies in the future.

This first step in automating the process mining for a major EHR vendor sets the stage for future work to identify points in the workflow that may be bottlenecks or where work is happening in ways that deviate from best practice guidelines.

Given our successful proof of concept identifying the care process for a condition like stroke from the event log - which has a known recommended pathway - it should be feasible to produce similar results for conditions like myocardial infarction or sepsis management. However, this method can likely also be applied to more heterogeneous conditions that may currently lack guidelines, such as neonatal fever or even COVID-19. It is hoped that with a clearer understanding of how care is provided, we can then begin to describe and thus improve these processes and the care associated with them.
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Introduction
Neurofibromatosis Type 1 (NF1) is a Mendelian disorder caused by mutations to the NFI gene, located at 17q11.2, that causes heterogeneous clinical manifestations including neurofibromas, café-au-lait macules, and bony abnormalities. NF1 is inherited in an autosomal dominant pattern but about half of cases are thought to result from new mutations1. Disease severity can vary significantly, even within families2, and, with few exceptions, have not been linked to specific mutations. This heterogeneity among NF1 patients motivated us to explore associated conditions and phenotypic temporal progression using a large-scale electronic health record (EHR).

Methods
To assess the association of NF1 on potential observed phenotypes, we first performed a Phenome-Wide Association Study (PheWAS)3 adjusting for sex, race, EHR length, age at last code, and number of unique dates using phenotypes derived from ICD billing codes. The independent variable for the PheWAS was NF1 status, which was defined using a phenotype algorithm. For each patient with at least one NF-related EHR code, we developed a logistic model based on NF-related codes adjusted for confounding factors such as sex and splined age at first code using previously chart reviewed individuals as labeled records (AUROC: 0.935, 95% CI: 0.894-0.977). Patients classified as not NF1 by the algorithm, as well as other non-NF-coded individuals with any mention of NF in their notes were excluded from the PheWAS. Next, we used temporal EHR information to develop a natural history study within NF1 patients. For strongly associated phenotypes, we asked the following question: “If a patient with NF1 lives up to a certain age without experiencing the phenotype, what is their future prognosis?” To answer this, we found the restricted mean survival time (RMST)4 up to 20 years of follow-up (equal to area under the survival curve for the next 20 years of follow up) at ages 0, 20, and 50 using Kaplan-Meier survival estimates among NF1 classified individuals. This quantity has the following interpretation for age 20: “If we follow NF1 patients who have survived without the condition up to age 20, what is the average number of years of survival without the condition during the next 20 years?” All analyses were conducted in R3.

Results
The logistic regression model identified 1025 identified NF1 cases. The PheWAS identified 231 phenome-wide significant (p<2.68x10^-5) associations with NF1 status (Figure 1). The top parent phenotypes (e.g. Depression instead of Major Depressive Disorder), ranked by smallest p-value and without numerical warning, from the PheWAS were: Neoplasm of Uncertain Behavior, Other benign neoplasm of connective/soft tissue, Malignant/unknown neoplasms of brain/nervous system, Dyschromia/Vitiligo, Cancer of bone/connective tissue, and Benign neoplasm of brain/nervous system. Among all patients at VUMC with these phenotypes, we see that the age distributions among NF1 classified individuals tend to be younger (Figure 1). Furthermore, we see that conditioning on previous survival does not appear to affect 20 year RMST in most of these phenotypes (Figure 2). However, in Other benign neoplasm of connective/soft tissue, we see a decrease in RMST comparing followup ages 0 and 50: 19.2 years, 95% CI: (19.0, 19.4) and 16.7 years, 95% CI: (15.1, 18.3), respectively. Alternatively, we see an apparent increase in RMST for dyschromia: 18.2 years, 95% CI: (17.9, 18.5) and 20 years, 95% CI: (20, 20).

Discussion
We present the use of EHRs to study the natural history of a rare genetic disease. Using PheWAS, we identified 231 associations with NF1. We also demonstrated that the risk of developing some of these conditions varies by age, while others do not. Limitations of this study include lack of granularity among some specific manifestations of
NF1, lack of adjustment of the survival analyses for confounding variables, potential for underestimation of uncertainty due to Normal approximation under small events as well as conditioning on a point estimate of the survival curve, and a focus on select top associations from the PheWAS. Nonetheless, this study illustrates the general feasibility of such an approach to rapidly profile diseases that could be transportable to many EHRs.

Figure 1. Manhattan Plot of NF1 PheWAS and age distribution of top phenotypes (NF1 vs. Not NF1)

Figure 2. Stratified conditional survival curves for top parent phenotypes from PheWAS, starting at 3 different ages.
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Introduction

This presentation will introduce a set of Fast Healthcare Interoperability Resources (FHIR) resources for expressing evidence in a computable (machine-readable) form. Expressing evidence in machine-interpretable format will make all aspects of evidence identification, evaluation, and reporting more efficient by orders of magnitude.

Methods

Since 2018, the Health Level Seven International (HL7) EBMonFHIR working group¹ has been extending the FHIR infrastructure to provide standards for interoperable data exchange to express biomedical evidence and statistics in a machine-readable format. Via weekly web meetings and five Connectathons, the group created FHIR Resources to represent evidence from clinical studies and tools to assist with the creation and visualization of FHIR Resources. In light of the COVID-19 pandemic, where scientists and physicians need timely results and evidence, and with the difficulties and challenges of disseminating evidence, the working group has expanded to focus on COVID-19 with the creation of the COVID-19 Knowledge Accelerator (COKA) project². COKA is a virtual organization with collaborators from more than 25 organizations in 7 countries working across 10 active working groups to develop and advance interoperability standards for COVID-19 knowledge.

Results

The EBMonFHIR working group has outlined FHIR Resources (Figure 1) for Evidence (http://build.fhir.org/evidence.html), Evidence Variables (http://build.fhir.org/evidencevariable.html), Statistics (http://build.fhir.org/statistic.html) and Ordered Distribution of Statistics (http://build.fhir.org/ordereddistribution.html). The COKA group has further developed these and additional FHIR Resources (Figure 1) to express Evidence Reports (http://build.fhir.org/evidencereport.html) and Citations (http://build.fhir.org/citation.html). Examples of clinical outcomes results extracted from articles in the CORD-19 Open Research Dataset³ and represented with FHIR Resources can be found at https://www.gps.health/COVID19TrialResults in both human and machine-readable formats.

Discussion and Conclusion

Computable evidence can support relaying EBM components in a manner that is interoperable and consumable by downstream tools and health IT systems to support evidence users (i.e., creators of Biomedical Knowledge Bases, Clinical Practice Guidelines, Clinical Decision Support tools and Systematic Reviews). With the FHIR Resources we can represent evidence knowledge from study results in a way that is readily available, shareable and machine readable. A global standard for data exchange has not been previously developed to bring scientific results to the interconnected computable era. Accelerating the dissemination of scientific knowledge has profound social benefits, starting with more quickly reducing the adverse consequences of COVID-19 and extending to all diseases where diagnostic, management, and preventative evidence exists.
Limitations

The underlying model while in active development, is currently advanced due to global multidisciplinary input. The systems for functional, scalable, and sustainable implementation are the next step for future development.

![Figure 1](http://build.fhir.org)

Figure 1. Sample structure of the FHIR Resources to support expressing evidence. Source: [http://build.fhir.org](http://build.fhir.org)
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Introduction

Given the current climate of global disease, the accurate and specific prediction of acute respiratory infectious disease state, especially COVID-19, can prove crucial in limiting transmission and enabling targeted therapy. As such, we are attempting to use host transcriptomic signatures, a relatively responsive and precise modality in terms of pathogen exposure response, to predict disease state using feature engineering to obtain multiple representations of our expression data that are used to train supervised classifiers. Diagnostic tools such as RT-PCR tests or rapid molecular assays can detect the presence of specific pathogens¹. However, given that clinical signs and symptoms of such infections are not pathogen-specific, we are interested in building robust multi-disease predictive models that can enable better understanding of the differentiated host transcriptomic signatures between relevant respiratory infections.

Methods

Our whole-blood RNA-Seq data was obtained from the Duke University Center for Applied Genomics and Precision Medicine and contains read count information from patients with one of the five following infections/conditions: COVID-19, other seasonal coronavirus, bacterial, viral (influenza), or the healthy control group. We perform quality control on the data, and after filtration and trimmed-mean (TMM) normalization, the data contains: 13,569 genes and their read counts for 77 PCR-proven symptomatic Sars-CoV-2 (COVID-19) samples from multiple timepoints ranging from 1-35 days after symptom onset, 59 seasonal coronavirus samples, 17 influenza samples, 23 bacterial pneumonia samples, and 19 healthy samples (total of 195 samples).

We first build a L1 regularized multinomial logistic regression model, which minimizes the negative log-likelihood objective function and applies the softmax function to the linear combination of training samples scaled by the learned 13,569-dimensional regression coefficient vector. We conduct nested leave-one-out cross validation to optimize models trained on 194 samples and calculate the predicted probabilities of class membership of each corresponding holdout sample. We train this model on the original data, to establish a baseline classification performance (Table 1).

We then use the Gene2vec model to map each gene to an n-dimensional embedding, such that co-expressed genes are spatially closer in this n-dimensional space. This generates gene embeddings that represent hidden functional gene-gene interactions². We simply use the pre-trained 200-dimensional gene embeddings generated from the Gene2vec model – these have 11,751 genes in common with our data, which we use for the remainder of relevant analysis.

Using these pre-trained embeddings, we train a multilayer perceptron classifier. The first layer is a fully connected dense layer, whose input is the original expression matrix, in which the expression values are converted to proportions that represent the relative expression levels of all genes for a given sample as a weight. We initialize the weight matrix for this layer using the 11,751 x 200-dimensional pre-trained gene embedding matrix. Initially, we train this model with this weight matrix frozen, but then we compare it to the same model where we instead unfreeze these weights and allow the pre-trained embeddings to be tuned during learning. The output of this first hidden layer is a 200-dimensional vector for each sample obtained by computing the weighted average of all 11,751 gene embeddings, where each embedding corresponding to a given gene is weighted by the expression proportion level of that gene. Then, this is passed into a fully connected softmax layer, whose output is the predicted probabilities of class membership for each sample. We conduct leave-one-out cross validation to make predictions for each sample as shown in Table 1. We conduct backpropagation by minimizing the categorical cross-entropy loss using the Adam learning rate method, with 75 epochs, batch sizes of 10, and a learning rate of 0.0026.

Lastly, we conduct non-negative matrix factorization (NMF), which extracts and constructs a reduced representation of our original (non-negative) expression data into a factorization matrix with a specified number of metagenes (rank) that capture subtle, context-dependent inter-gene dependencies not captured in the original expression data³. We tested this matrix with ranks ranging from 10-50 and found that rank 33 NMF factorization matrices had the optimal combination of minimal model complexity and maximal classification strength. We run the logistic regression classifier on this rank 33 NMF data using leave one out cross validation. Similar to the logistic regression model trained on the original data above, this model feeds the 33-degree normalized feature vector \( \mathbf{x} \) for a given sample into a linear predictor of 33 learned regression coefficients which scales each covariate to represent the log-odds ratio of a given disease group. This is fed into a softmax function to convert the logit scores to conditional probabilities \( p_i \) (Figure 1).
Results

Table 1. Classification metrics for all 4 multinomial classifiers: Logistic regression models trained on original and NMF data, and MLP model using frozen pre-trained embeddings and using tuned embeddings.

<table>
<thead>
<tr>
<th></th>
<th>COVID-19</th>
<th>CoV Other</th>
<th>Bacterial</th>
<th>Influenza</th>
<th>Healthy</th>
<th>Mean AUC</th>
<th>Accuracy</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original Data</td>
<td>0.950</td>
<td>0.933</td>
<td>0.998</td>
<td>0.988</td>
<td>0.945</td>
<td>0.963</td>
<td>0.841</td>
<td>0.778</td>
</tr>
<tr>
<td>33 NMF Features</td>
<td>0.968</td>
<td>0.968</td>
<td>0.972</td>
<td>0.997</td>
<td>0.945</td>
<td>0.970</td>
<td>0.882</td>
<td>0.836</td>
</tr>
<tr>
<td>Pre-Trained Embeddings</td>
<td>0.765</td>
<td>0.775</td>
<td>0.985</td>
<td>0.870</td>
<td>0.909</td>
<td>0.861</td>
<td>0.585</td>
<td>0.381</td>
</tr>
<tr>
<td>Trained Embeddings</td>
<td>0.969</td>
<td>0.955</td>
<td>0.994</td>
<td>0.991</td>
<td>0.907</td>
<td>0.963</td>
<td>0.862</td>
<td>0.805</td>
</tr>
</tbody>
</table>

Discussion and Conclusion

Our results overall support the potential for a more robust and precise diagnostic tool for disease state classification and prediction, using both feature extraction and feature learning methods of NMF and the Gene2vec algorithm. The logistic regression model trained on the NMF data was the strongest. Also, the MLP model using tuned embeddings was as strong as the baseline logistic regression model trained on the original data. This suggests that models trained on learned/extracted features can be less complex (and thereby more generalizable), while maintaining at or above the strength of the most complex model’s performance. We intentionally designed the models to be simple, with as few trainable parameters as necessary, in order to reduce complexity and minimize the likelihood of overfitting.

This shows the potential for a diagnostic strategy for acute respiratory infections that can reliably and seamlessly discriminate between infections, which can help enable simultaneous multi-disease testing and illuminate key differences in the host transcriptomic signatures between infections that can improve treatment for patients. We do this by constructing simple, generalizable, and powerful models using gene expression. While the work done here was primarily in model building and optimization, further work also must be conducted to translate these findings to understand the biological relevance of these results, possibly by incorporating an attention mechanism into the models that identifies genes responsible for the differentiated host responses between infections or by conducting gene set enrichment analysis for the NMF metagenes, for instance. Future work could also identify other quantifiable biomarkers outside the transcriptomic modality that could lead to stronger class discrimination and predictive ability.
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Abstract:

A history of pneumonia has not been assessed as a risk factor for COVID-19 severity. This study leverages the electronic health record to evaluate this relationship. A nearest neighbor propensity score matching algorithm was performed to control for demographics, comorbidities, and healthcare utilization. After controlling for these confounders, a history of pneumonia was still associated with a 5.4 % increased absolute risk of COVID-19 mortality. Physicians should consider asking about a pneumonia history when assessing patients with COVID-19.

Introduction:

Chronic respiratory disease has repeatedly been identified as a risk factor associated with mortality in Coronavirus disease 2019 (COVID-19).1,2 However, the term represents a collection of respiratory diseases that have a broad spectrum of etiologies, trajectories, and outcomes. This makes it challenging for a physician to assess how the underlying chronic disease will affect the outcome for patients with COVID-19. Additionally, many of the epidemiology studies that documented an association between chronic respiratory disease and mortality did not control for other comorbidities and demographics which may have been highly correlated with one another.1,2 This study examines how a previous diagnosis of pneumonia alone, which is a simple and easy-to-assess historical event, is independently associated with increased mortality in COVID-19 patients.

Methods

This is a retrospective cohort study based on the electronic health records of COVID-19 confirmed cases between March 3rd and May 24th, 2020 across the Mass General Brigham (MGB) network. Outcome records were collected up until June 24th, 2020. Diagnosis codes (International Classification of Diseases, Ninth and Tenth Revision) from the MGB Research Patient Data Registry, up until 14 days prior to the positive COVID-19 test date, were included. The diagnostic codes were curated into 46 clinical conditions by a physician which were then used in the model. The primary analysis was the association of a previous diagnosis of pneumonia with death. A 2:1 nearest neighbor propensity score matching algorithm was performed to identify two cohorts of patients with and without a pneumonia diagnosis while controlling for confounders. The groups were matched twice. The first matching was only adjusted for gender and age. Then the cohort was fully adjusted to account for gender, age, comorbidities, and the number of medical encounters. The comorbidities included hypertension, hyperlipidemia, diabetes mellitus, coronary artery disease, heart failure, cerebrovascular disease, chronic kidney disease, COPD, asthma and smoking history. In order to control for patients who repeatedly visit a health care provider, all patients were divided into one of four groups based on the frequency of their encounters with a health care provider. For the fully adjusted match, calipers were set to 0.15. All statistical analyses were performed using R version 3.5. The use of data for this study was approved by the Mass General Brigham Institutional Review Board (2020P001063).

Results

Table 1 shows basic characteristics of the survivors versus the non survivors. The original cohort included 12,224 COVID-19 polymerase chain reaction (PCR) confirmed patients. The average age was 51.6±20.7. Of this cohort, 56.5% of the patients were female. 14.1% of the patients had a previous diagnosis of pneumonia.
Table 1: Demographics and characteristics of COVID-19 positive cohort

<table>
<thead>
<tr>
<th></th>
<th>Survivors (n = 11,594)</th>
<th>Non-survivors (n = 630)</th>
<th>Total (n = 12,224)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD), y</td>
<td>50.1 (13.5)</td>
<td>77.9 (20)</td>
<td>51.6 (20.7)</td>
</tr>
<tr>
<td>Female, No. (%)</td>
<td>6620 (57.1)</td>
<td>286 (45.4)</td>
<td>6906 (56.5)</td>
</tr>
<tr>
<td>Pneumonia Diagnosis, No. (%)</td>
<td>1464 (12.6)</td>
<td>263 (41.7)</td>
<td>1727 (14.1)</td>
</tr>
</tbody>
</table>

Table 2 shows a two-sample proportion z-test of the absolute risk for patients with a pneumonia diagnosis and those without the diagnosis with a 95% confidence interval. After matching based on sex and age and repeating the comparison, there is still a significant difference of 8.2% between those with a diagnosis and without. After adjusting for age, gender, comorbidities (including asthma, smoking, and COPD), and medical encounters, a diagnosis of pneumonia is still associated with a 5.4% increase in mortality compared to those without the diagnosis.

Table 2: Standardized Absolute Risks for Death in COVID-19

<table>
<thead>
<tr>
<th></th>
<th>Mortality in patients with no pneumonia diagnosis, No./Total No. (%)</th>
<th>Mortality in patients with a pneumonia diagnosis, No./Total No. (%)</th>
<th>Mean difference, % (95% CI)</th>
<th>P Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unadjusted</td>
<td>367/10497 (3.4)</td>
<td>263/1727 (15.2)</td>
<td>-11.2 (-13.5 to -10.0)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Age- and sex-adjusted</td>
<td>243/3437 (7.1)</td>
<td>263/1727 (15.2)</td>
<td>-8.2 (-10.1 to -6.2)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Fully adjusted</td>
<td>166/2410 (6.9)</td>
<td>174/1412 (12.3)</td>
<td>-5.4 (-7.4 to -3.4)</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

Discussion:

The findings suggest the need for prospective studies to go beyond just assessing for chronic lung disease but to consider specifically documenting whether the patient has a history of pneumonia. Even after accounting for chronic lung diseases like COPD, asthma, and a smoking history, pneumonia was still found to be strongly associated with COVID-19 mortality. The strong association seen between pneumonia and COVID-19 mortality suggests that physicians caring for COVID-19 patients should make a point of inquiring about their patients’ history of pneumonia when considering their prognosis. There are important limitations to this study as it relies on retrospective data drawn from diagnosis codes and demographics in the electronic health record. The diagnosis codes’ presence or absence from a chart does not guarantee that the patient had or did not have the disease. Future studies, which can include chart reviews and patient surveys, could further confirm this relationship between a previous pneumonia diagnosis and COVID-19 severity.

References


**Telemedicine Use among Geriatric Outpatients during the COVID Pandemic**
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**Introduction:** In an effort to provide continuity of care and avoid complications due to lapse in monitoring active chronic conditions during the Covid-19 pandemic, health systems have attempted to rapidly expand telemedicine services¹. However, implementing synchronous audio-video conferencing has met with variable success among older patients, who are the highest utilizers of medical care². Over 40% of adults 65 years and older do not subscribe to high speed internet service and about 50% do not own smartphones³. While telemedicine health care at home is technologically feasible for seniors, many might have to rely on their family members for access to such services. Little is known about the patterns of use or effect on outcomes of video-enabled telemedicine models of care in geriatric patients. Here we describe telemedicine utilization trends, challenges and potential barriers to uptake and follow-through for older adults and their caregivers during the first seven months of the pandemic in New York State.

**Study Objectives & Methods:** This was a retrospective observational study examining patterns of telemedicine use among older adults receiving care from outpatient Geriatrics practices at Northwell Health. Electronic medical records (EMR) were examined for patients ≥65-years who had a visit during the first six months of 2020. Demographics and details of engagement in the telemedicine process are described and compared to those who did not access telemedicine during the same time period.

**Preliminary Results:** A total of 1561 unique patients completed 3139 encounters during the study period; 1090 patients (70% of patients) completed 2304 in-person visits (73.4% all encounters) and 471 patients (30%) completed 835 telemedicine visits (either audio-visual or telephonic, 26.6% of all encounters) (Table 1). Of the virtual visits, 81% had one visit, 14.4% had 2 visits, 2.9% 3 visits, and 1.7% had 4 or more visits. Demographic characteristics were similar among those engaging in either type of encounter (Table 1).

### Table 1. Characteristics of Geriatric Patients Engaging in Telemedicine vs. In-person Health Visits during Jan-July 2020.

<table>
<thead>
<tr>
<th></th>
<th>All (Total visits=3077)</th>
<th>In Person Visits (n=2267)</th>
<th>Audio-Video Visits (n=628)</th>
<th>Telephone Visits (n=182)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65-74</td>
<td>439 (14%)</td>
<td>331 (15%)</td>
<td>84 (13%)</td>
<td>24 (13%)</td>
</tr>
<tr>
<td>75-84</td>
<td>1164 (38%)</td>
<td>860 (38%)</td>
<td>238 (38%)</td>
<td>66 (36%)</td>
</tr>
<tr>
<td>≥ 85</td>
<td>1474 (48%)</td>
<td>1076 (47%)</td>
<td>306 (49%)</td>
<td>92 (51%)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>2202 (72%)</td>
<td>1662 (72%)</td>
<td>442 (70%)</td>
<td>138 (76%)</td>
</tr>
<tr>
<td>Male</td>
<td>875 (28%)</td>
<td>645 (28%)</td>
<td>186 (30%)</td>
<td>44 (24%)</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>2088 (67.9%)</td>
<td>1563 (68.9%)</td>
<td>410 (65.3%)</td>
<td>115 (63.2%)</td>
</tr>
<tr>
<td>Black</td>
<td>330 (10.7%)</td>
<td>223 (9.8%)</td>
<td>80 (12.7%)</td>
<td>27 (14.8%)</td>
</tr>
<tr>
<td>Other</td>
<td>500 (16.2%)</td>
<td>365 (16.1%)</td>
<td>109 (17.4%)</td>
<td>26 (14.3%)</td>
</tr>
<tr>
<td>Unknown</td>
<td>159 (5.2%)</td>
<td>116 (5.1%)</td>
<td>29 (4.6%)</td>
<td>14 (7.7%)</td>
</tr>
<tr>
<td># Medical Diagnoses</td>
<td>12.6 ± 6.6</td>
<td>12.6 ± 6.7</td>
<td>13.6 ± 6.5</td>
<td>16.0 ± 8.0</td>
</tr>
<tr>
<td># Medications</td>
<td>8.4 ± 4.6</td>
<td>8.3 ± 4.6</td>
<td>9.0 ± 4.6</td>
<td>10.3 ± 4.9</td>
</tr>
</tbody>
</table>
Discussion: About 30% of older adults followed at 2 geriatrics outpatient practices engaged in an audio, telephonic or A-V telemedicine visit during the first 6 months of the COVID pandemic. There was little variation by age, with similar proportions of adults 65-74, 75-84 and above 85 engaging with the technology. There was no apparent difference by gender, or primary language. In our study Black older patients were equally represented among patients who utilized telemedicine service and among Black patients between 75 and 84 years old; there was a trend suggestive of preference for telemedicine. Those engaging in telehealth contacts may have had more medical problems and were talking more medications than those who waited for an in-office visit.

The COVID pandemic resulted in rapid implementation of telemedicine as a modality for delivering care to geriatric patients; at the height of the pandemic in New York State, almost 60% of ambulatory care for our older patients was provided using virtual platform. Utilization patterns mirrored the trends of the pandemic – rising steeply from March to April, falling rapidly in mid-May-July, and settling above baseline and remaining stable (about 13%) by June. Limitations to the present study include reliance on accuracy of retrospective data and is a subject to number of cofounding factors. The data is also based upon a convenience sample of patients who wished to engage in a medical encounter during the time period under study.

At the time of data collection for this proposal, Northwell Health utilized a telehealth platform where a provider had to manually send a link to a patient to conduct a telehealth visit on an ad-hoc basis. Patients were advised to download an app to access a telehealth visit via mobile device. However, the visit could be accessible without downloading the app as well. Northwell is currently implementing an updated version of the telehealth platform that integrates the scheduling system, the telehealth platform, and Northwell’s patient portal. Both platforms support translation services for non-English speakers.

Although telemedicine has demonstrated potential for provision of services in the state of emergency, it is important to identify barriers affecting its sustained use in care of older patients. Our next goal is to understand if these visits required additional support (i.e. 3rd party) whether technical issues were involved (e.g. tele-video visits completed or switched to telephone); and role of illness burden – were more visits for those with more medical issues? Impact of COVID – what proportion of visits were specifically attributed to COVID, concerns about COVID? Finally, we plan to look at relationship of telemedicine participation and other health care utilization – i.e. ED and hospitalization visits. Data to be analyzed.
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Introduction
Alzheimer’s disease (AD) is the most common type of dementia, making up 60-80% of cases, with devastating impact on patient lives and projections of being an increasing burden for the future¹. It has been over a century since AD was first identified, yet the disease remains incurable and challenging to understand. Sex has been shown to be an important factor in AD, with higher prevalence in women afflicted by the disease at a 2:1 ratio². Furthermore, sex differences contribute to differing vulnerabilities in AD, as men progress to death quicker while women show higher cognitive resilience despite tau pathology². With an abundance of electronic medical record (EMR) data available over the past decades, there is an opportunity to deeply investigate the risk factors and pathogenesis of AD to aid in disease prevention and understanding. Here we leverage these data through deep clinical phenotyping and network analysis to provide insight into AD clinical characteristics. While some of the molecular differences between sexes have been examined in AD, one goal of our study is to perform a more comprehensive analysis and investigate the role of sex using large phenomics data.

Methods
Patient cohorts were identified from over five million patients in the UCSF EMR database. Due to deidentification, dates are shifted by at most a year and all patients over 90 years of age are represented as 90 years old. AD patients were identified by inclusion criteria of estimated age of >64 years, and ICD10 codes G30.1, G30.8, or G30.9. Control cohorts were identified from all other patients of >64 years by propensity score (PS) matching (matchit R package) on sex, estimated age, race, and death status at a 1:2 AD:control ratio.

To evaluate comorbidities, all diagnoses recorded from patient cohorts were identified with the earliest entry of every diagnosis. Diagnoses were classified based upon Level 2/3 ICD10 categories (L2/3 Name) or Full Diagnosis Name and grouped by ICD10 blocks. Comparisons were made between AD and control cohorts, and sex differences were analyzed with a subset of equal number of male and female patients. For each diagnosis, the proportions of patients in each group were compared using Fischer Exact (if <5 patients in a category) or Chi Squared test. Network metrics were computed for male and female networks and compared.

For medications, the proportions of AD and control patients prescribed each medication were compared using Fisher Exact or Chi Squared tests. For laboratory values, median values among all lab tests were identified, and differences in values were compared between AD and controls using Mann Whitney U-test.

Results
From the UCSF EMR database, we identified 8,804 AD patients and 17,608 PS-matched control patients. Within Level 2 ICD diagnostic categories, 120 significant categories were enriched in the AD group (Figure 1A). Top ICD diagnostic blocks include mental health and behavioral diseases; genitourinary diseases; endocrine, nutritional, and metabolic diseases; and circulatory system diseases (Figure 1B). Within Full Diagnosis Names, 1,491 and 7 diagnoses were enriched in AD and controls, respectively (Figure 1A). Top diagnoses in AD include vascular dementia, psychiatric disorders, vitamin deficiency, hypothyroidism, and osteoporosis, while top diagnoses in controls include neoplasms of liver and brain (Figure 1A). When comparing networks, the AD disease network has 243 diagnosis pairs shared by >5% of patients, compared to 1 pair in controls (Figure 2A).
In a sex stratified analysis, female AD patients have diagnoses enriched in injuries, urinary tract infections, osteoporosis, atrial fibrillation, and asthma. Male AD patients have diagnoses enriched in Parkinsonism, hearing loss, sleep disorders, and imbalance (Figure 1C and 1D). When stratifying full diagnosis name networks by sex and shared by >5% of patients within a sex group, female AD patients have 45 shared co-diagnosis pairs (Figure 2B) compared to 14 in male AD patients (Figure 2C), and 0 diagnosis pairs were identified in both control sex groups. Comparison of sex-specific networks show greater closeness centrality and lower eccentricity in female networks (Mann-Whitney U Test, p-value<.01 both metrics).

Within medication differences, the top medications found enriched in AD patients include current treatments like Donepezil, but also vitamin B12 and a variety of dietary supplements and herbs. Medications enriched in controls include aspirin, opioids, furosemide, and dexamethasone. Among significant laboratory value differences, AD patients have higher levels of median blood calcium (p-value 8e-26), red blood cell count (2e-23), serum albumin (2e-14), and cholesterol HDL (1.2e-07), and lower levels of aspartate transaminase (7e-14), white blood cell count (9.1e-12), and ferritin (1e-5).

Discussion

Many diagnoses found enriched in our AD cohort have been previously identified as possibly linked with AD, such as midlife hypertension (HTN), diabetes, vascular dementia, osteoporosis, and urinary tract infections. Furthermore, from our network analysis, we see higher rates of comorbid conditions among AD patients, particularly with links of HTN-hyperlipidemia, HTN-UTI, and HTN-anemia. Our analysis therefore provides a comprehensive way to identify previously confirmed or new comorbidities and associated factors in AD. Sex stratified analysis shows strong links between HTN-UTI and HTN-chest pain among female AD populations, but not in male AD patients. Female networks also contain more nodes and connectivity than male networks, suggesting greater combined diagnoses in females AD patients. Our analysis identified sex differences that may be linked to AD and that have not previously been explored, such as the enrichment of osteoporosis and UTI in female AD patients, as well as the enrichment of hearing loss and sleep disorders in male AD patients. Furthermore, the enrichment of other neurological pathology found in male AD patients may provide some evidence of lessened resilience in male AD patients’ brains, as males may have neurological damage either prior or co-occurring with AD disease. Overall, these analyses leverage an extensive clinical dataset to provide a comprehensive overview supporting known or suggested associations with AD, as well eliciting sex-specific differences enriched in AD patients. Nevertheless, currently this analysis only identifies associations with AD. Further work will need to be done to look at diagnoses and other data over time in order to identify temporal relationships. Furthermore, the analyses of the medications and lab test values might lead to hypotheses or preventive or therapeutic strategies, such as identifying medications enriched in controls as potential therapeutic candidates.
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Introduction
The broad vision of clinical decision support (CDS) tools to improve patient care remains unrealized. To optimize effectiveness, developers are encouraged to apply CDS design best practices (e.g., user-centered design).1,2 However, comprehensive application of CDS best practices is resource-intensive. As such, institutions often rely on commercially available CDS tools, which may not necessarily follow CDS design best practices. Some have also asserted that commercial CDS tools may be based on content knowledge systems that are uninformative and not clinically relevant, thus less likely to be adopted.3 However, these assertions are untested.

Retrospective studies suggest that CDS design best practices may improve CDS effectiveness,2 yet are often minimally applied. Reasons for this may be limited resource availability, skepticism regarding the evidence, or insufficient guidance in how to apply the best practices. Although CDS best practices emphasize the importance of implementation, they provide limited guidance on key implementation science issues including contextual factors that influence the success, sustainability and reproducibility of implementations. Institutions need to understand the return on investment of allocating limited resources to apply CDS best practices with an implementation science framework compared to relying on commercially available CDS tools. Therefore, this study aimed to evaluate the effect of designing an ‘enhanced’ CDS tool for heart failure prescribing based on CDS best practices and an implementation science framework, as compared to a commercially available CDS tool.

Methods
We conducted an explanatory sequential mixed methods study to evaluate effectiveness and implementation outcomes of the enhanced tool compared to a commercial tool within the electronic health record of 28 primary care clinics across a large regional health system. Both tools aimed to improve evidence-based beta-blocker prescribing for adult patients with heart failure. The design of an enhanced CDS tool was informed by CDS best practices and the Practical, Robust Implementation and Sustainability Model (PRISM) implementation science framework.4 This included iterative, multilevel stakeholder input (patients, clinicians, managers, leaders) that considered the dynamic interactions of the internal and external environment. The commercial tool followed the vendor-supplied specifications and was not modified for the local context. The first study phase was a pragmatic cluster-randomized trial. The second phase was a series of qualitative interviews with clinicians. Implementation outcomes aligned with PRISM and included patient reach, clinician adoption (did not outright dismiss) and effectiveness (changing prescribing behavior). Differences in effectiveness and adoption rates were tested using a chi-square test. Interviews were thematically analyzed using Atlas.ti software.

Results
Between March 15 and August 23, 2019, the enhanced alert was triggered 106 times for 61 unique patients and 87 unique clinicians. The commercial alert was triggered 59 times for 26 unique patients and 31 unique clinicians (Table 1). Clinician adoption and effectiveness of the enhanced tool was significantly higher than the commercial tool (62.3% vs 28.8% alerts adopted, p<0.0001; 14.2% vs 0% alerts changed prescribing, p=0.006). Of 21 clinicians interviewed, 15 preferred the enhanced tool and one had no preference. Clinicians preferred the enhanced tool because it 1) was easier to understand the purpose, 2) provided the necessary data to make an informed decision, 3) provided specific...
recommendations and made it easy to take action, and 4) used clear language. Five clinicians preferred the commercial tool because of brevity, presence of a dismiss option, or because of the many options within the order set to support holistic management of heart failure (e.g., order multiple meds, labs, imaging studies).

**Table 1. Summary of CDS alerts, adoption and effectiveness, n (%)**

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Enhanced</th>
<th>Commercial</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alerts total</td>
<td>106</td>
<td>59</td>
</tr>
<tr>
<td>Unique patients with alert*</td>
<td>61</td>
<td>26</td>
</tr>
<tr>
<td>Unique clinicians alerted</td>
<td>87</td>
<td>31</td>
</tr>
<tr>
<td>Alerts adopted</td>
<td>66 (62.3)</td>
<td>17 (28.8)</td>
</tr>
<tr>
<td>For unique patients</td>
<td>44 (72.1)</td>
<td>13 (50.0)</td>
</tr>
<tr>
<td>By unique clinicians</td>
<td>60 (69.0)</td>
<td>13 (41.9)</td>
</tr>
<tr>
<td>Alerts changed prescribing</td>
<td>15 (14.2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>For unique patients</td>
<td>15 (24.6)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>For unique patients with first alert</td>
<td>13 (86.7)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>By unique clinicians**</td>
<td>14 (16.1)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>By attending physicians</td>
<td>9 (60)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>By medical resident</td>
<td>2 (14.3)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

*Four patients were exposed to both alerts and one clinician was exposed to both alerts. **One clinician changed prescribing for two different patients.

**Discussion**

This study suggests applying CDS design best practices with an implementation science framework to CDS tools leads to meaningful improvements in patient reach, clinician adoption and effectiveness of behavior change, as compared to some commercially available CDS tools. Our quantitative findings are substantiated by the results of the qualitative clinician interviews. Although 5 (of 21) clinicians interviewed preferred the commercial alert, their preference was driven by design features that were not prioritized by the majority of interview participants and were associated with lower adoption and effectiveness.

When comparing the enhanced CDS to published evaluations of CDS to improve heart failure prescribing of similar chronic medications, our rates of adoption and effectiveness were higher. Other studies comparing a CDS tool to no CDS demonstrated minimal difference in changing prescribing (23% versus 22% without CDS; 3.6% versus 0.9% without CDS, p<0.01). In contrast, we found a 24% improvement in prescribing compared to an active control.

These findings suggest that applying CDS design best practices with an implementation science framework may result in more effective CDS tools and ultimately greater improvements in patient outcomes. Future research should assess generalization of these results to other CDS situations and compared to other commercially available CDS tools. Not all commercial CDS tools have the same limitations. Future research is needed to further develop this implementation science-based approach by incorporating rapid, iterative prototyping to expedite the creation of widely adopted, effective and sustainable CDS tools.
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Introduction

The advent of inexpensive whole genome sequencing methods in recent years has led to the creation of supervised machine learning approaches for predicting putative genetic variants from sequence data¹,². Since the high dimensionality of variant feature sets paired with a comparatively low number of training samples tends to result in model overfitting, feature selection methods, such as regularization, are often used to narrow the genomic search space and improve model generalizability. Although such methods are widely used, regularized machine learning models tend to face issues related to feature stability and robustness; specifically, slight perturbations to the dataset or model often drastically alter the subset of top-ranked variants determined by the model to be correlated with the phenotype, a phenomenon known as feature instability³,⁴. The absence of stability among predictive features means that variants with high coefficient scores may not necessarily provide insight into the biological mechanisms underlying a condition.

In this work, we present an approach to improve the stability of regularized machine learning methods through incorporation of biological information. We hypothesize that the observed instability of regularized machine learning models trained on large genome datasets results from linkage disequilibrium (LD) between variants. To perform biologically-informed feature selection, we design an algorithm based on maximum flow, which utilizes the presence of linkage disequilibrium to identify a stable set of variants potentially contributing to the phenotype.

We focus our analysis on autism spectrum disorder (ASD), a prevalent neurodevelopmental disorder affecting one in 40 children in the United States. In a previous study, we utilized regularized machine learning to show that variants in a specific subclass of noncoding DNA known as simple repeat sequences (SRS) may be predictive of the ASD phenotype⁵. Here, we extend this work by narrowing the search space and identifying a stable set of putative SRS variants potentially linked with ASD.

Methods

We analyze 232,193 variants in simple repeat sequences (SRS), collected from whole genome sequences of 2182 children with ASD and 379 controls, and we encode genotype calls at each variant location into a binary feature matrix. We perform 5-fold cross-validation with a logistic regression classifier and extract variants assigned non-zero scores from each validation fold. To address class imbalance between the case and control populations, we adjusted classifier weights to be inversely proportional to class sizes.

We assemble the five sets of variants into a graph subject to LD constraints. Specifically, we create a graph \( G \) to represent the presence of LD between pairs of variant. Each node \( n \) in the graph is defined by a variant \( v \) as well as the fold in which it occurs \( f \), which we represent as the tuple \( n = (v, f) \). Consider a pair of nodes \( n_1 = (v_1, f_1) \) and \( n_2 = (v_2, f_2) \); an edge is drawn between the pair if the following criteria are satisfied: (1) \( n_1 \) and \( n_2 \) are present in neighboring folds such that \( f_2 = f_1 + 1 \) and (2) \( n_1 \) and \( n_2 \) are in linkage disequilibrium as indicated by the \( R^2 \) value between \( v_1 \) and \( v_2 \) exceeding 0.8⁶.

We now utilize maximum flow to identify stable variants across folds. We restructure \( G = (N, E) \) into a directed, acyclic flow network \( L = (N, E) \) such that it is amenable to the maximum flow formulation, a concept well studied in graph theory. To do so, we add a source node \( s \), a sink node \( t \), and directed edges to the graph; we also split each node into two in order to constrain flow through the graph. Our goal is to maximize the total flow passing from the source to the sink node of a graph with respect to the criteria defined above.

The flow through \( L \) is computed using the Ford-Fulkerson algorithm. The resulting maximum flow value defines the number of valid paths through the graph, and the nodes along each flow path from the source to sink represent a set of SRS regions that remain stable across folds after accounting for the presence of LD.
Figure 1: Consider a simplified representation of the dataset, consisting of variants 1A, 1B, 1C, and 1D (located on chromosome 1) as well as variants 2A, 2B, 2C, and 2D (located on chromosome 2). Source and sink nodes are added to the graph, and the variants in each fold are duplicated to constrain flow through the network.

Results

We performed initial measurements of feature stability prior to implementing the maximum-flow formulation. Regularized logistic regression models were trained on five subsets of the 232,193 SRS variant features, and variants with non-zero coefficient scores were extracted. Pairwise comparisons of feature coefficient scores across all ten pairs of feature lists resulted in Pearson correlation coefficients ranging from 0.394 to 0.451.

The maximum flow formulation allowed us to identify 50 stable regions (representing 55 variants). We then performed 5-fold cross-validation across the training set with the new subset of variant features and determined the stability of these features by recomputing the Pearson correlation coefficients. Results show a higher degree of stability, with Pearson correlation coefficients ranging between 0.954 and 0.976.

A literature search showed that several identified variants are located in or near genes associated with neural function.

Discussion

In this work, we developed an algorithm based on maximum flow, which utilizes the presence of linkage disequilibrium in order to perform dimensionality reduction. In contrast to traditional feature elimination methods, the maximum flow approach utilizes biological knowledge to identify a core subset of stable, putative variants. To the best of our knowledge, such a method has never been used before for analysis of high-dimensional datasets. Harnessing information provided by linkage relationships between variants can allow for effective filtration of high dimensional feature spaces, enabling accurate categorization of feature importance for machine learning models.

We then utilized this method to perform a targeted investigation of the noncoding genome, examining the effects of variants in SRS regions on the ASD phenotype. Our analysis extracted a list of 55 candidate variants, which were demonstrated to be highly stable.

Ultimately, the methodology designed in this work allows for the creation of robust, interpretable, and scalable machine learning models that can effectively identify predictive variants from a high-dimensional feature space.
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Introduction
The Accrual to Clinical Trials (ACT) network is a federated network of Clinical and Translational Science Award (CTSA) hubs that has implemented an efficient and extensible electronic infrastructure to transform clinical and translational research. The network consists of local Informatics for Integrating Biology at the Bedside (i2b2) electronic health record (EHR) data repositories that are integrated by the Shared Health Research Information Network (SHRINE) platform. The SHRINE platform employs a user-friendly query language that enables querying data across the sites in the network using medical terminologies where in each terminology the terms are arranged in a hierarchy for easy navigation. In the context of SHRINE/i2b2, we call a terminology with hierarchical relations an application ontology.

In response to the global pandemic caused by SARS-CoV-2, we mobilized the ACT network, which links EHR data on more than 150 million patients across 50 CTSA hubs to support COVID-19 research at a national scale. To do so, we rapidly developed and deployed a COVID-19 application ontology and augmented EHR data to support the terms in the ontology.

Methods
The COVID-19 ontology has several unique features to enable users to conveniently query with terms that are related to the course of illness and outcomes (see Figure). 1) We identified and categorized emerging terms from ICD-10-CM, CPT-4, HCPCS and LOINC terminologies that were introduced in response to SARS-CoV-2. 2) We created computable phenotypes to characterize the course of illness and outcomes in COVID-19 that included illness severity, respiratory therapy management, and level of care. We developed computable phenotypes for three levels of illness severity – moderate, severe, and death – and for four levels of respiratory therapy management – supplemental oxygen, intubation, mechanical ventilation, and extracorporeal membrane oxygenation (ECMO) – and for each of these phenotypes we collected a set of relevant codes from ICD-10, CPT-4, and DRG. 3) We created several derived terms, such as, “Moderate Illness (Derived)”. These derived terms are useful in mapping data from EHRs of patients who are currently hospitalized and for which ICD-10 or CPT-4 codes may not be available. 4) We created harmonized value sets for the growing number of SARS-CoV-2 nucleic acid antigen and antibody tests. The harmonized values comprised of positive, negative, equivocal, and pending values and allowed mapping of variously reported results to a set of four values. 5) We identified terms in existing ACT ontologies that were likely to be useful for COVID-19 research and included them in the COVID-19 ontology for convenience. For example, we identified and added classes of medications that are relevant to COVID-19 research.

To rapidly obtain input from a diverse group of ACT members and to quickly identify errors we communicated through online meetings, a shared GitHub repository and an i2b2 server dedicated for reviewing the ontology.

Results
In a span of eight weeks, we developed, released and deployed three versions of the ontology on the ACT COVID-19 network that consists of 9 ACT sites. The current ontology consists of 52,476 terms from the domains of diagnosis, procedures, medications and laboratory tests. Counts of patients with SARS-CoV-2 nucleic acid laboratory test results from the ACT COVID-19 network are shown in the Table. The ontology files for the i2b2/SHRINE platform with accompanying documentation are available freely on GitHub at https://github.com/shyamvis/ACT-COVID-Ontology. All ACT ontologies including the COVID-19 ontology can be viewed at http://dbmi-ncats-test01.dbmi.pitt.edu/webclient/.

Preliminary feedback from users of the ACT COVID-19 network has been encouraging. Users found the computable phenotypes and the harmonized SARS-CoV-2 laboratory test values to be critical in identifying relevant cohorts. Furthermore, the ontology is enabling other COVID-19 research efforts. For example, the National COVID Cohort Collaborative (N3C) that is building a centralized national EHR data resource for COVID-19 research and the Consortium for Clinical Characterization of COVID-19 by EHR (4CE) that is collecting and conducting EHR data-driven studies of COVID-19 have leveraged terms from the ontology.

Conclusions
We developed an ontology to enable real-time cohort discovery across the ACT network that has several unique features that are relevant to COVID-19 research. The ontology has been deployed on the ACT COVID-19 network of 9 sites and is now being deployed on the full ACT network of 50 sites. In addition to supporting COVID-19 research on the ACT network, the ontology is enabling other research efforts such as the N3C and the 4CE.

### Table

Counts of patients with SARS-CoV-2 nucleic acid laboratory test results from the ACT COVID-19 network.

<table>
<thead>
<tr>
<th>CTSA hub</th>
<th>Positive</th>
<th>Negative</th>
<th>Equivocal</th>
<th>Pending</th>
</tr>
</thead>
<tbody>
<tr>
<td>Site 1</td>
<td>9,595</td>
<td>95,095</td>
<td>0</td>
<td>175</td>
</tr>
<tr>
<td>Site 2</td>
<td>3,855</td>
<td>79,715</td>
<td>1,195</td>
<td>40</td>
</tr>
<tr>
<td>Site 3</td>
<td>1,215</td>
<td>46,800</td>
<td>110</td>
<td>25</td>
</tr>
<tr>
<td>Site 4</td>
<td>11,010</td>
<td>87,080</td>
<td>405</td>
<td>530</td>
</tr>
<tr>
<td>Site 5</td>
<td>8,465</td>
<td>90,490</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Site 6</td>
<td>235</td>
<td>840</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Site 7</td>
<td>3,025</td>
<td>46,440</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Site 8</td>
<td>4,030</td>
<td>48,720</td>
<td>35</td>
<td>0</td>
</tr>
<tr>
<td>Site 9</td>
<td>2,710</td>
<td>66,535</td>
<td>225</td>
<td>15</td>
</tr>
</tbody>
</table>

### References
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**Figure.** Screenshot of ACT COVID-19 ontology with illustrative examples of computable phenotype, derived term, existing terms, harmonized value set, and emerging terms.
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Background

Rapidly identifying treatments, care strategies, longer-term outcomes, and the biological mechanisms underlying COVID-19 as a new disease is a challenging problem that necessitates interdisciplinary teams of experts. Team science facilitates sharing knowledge to “produce exceptionally high-impact research[1]” and solve problems beyond the scope of one field[2]. This includes implementation of shared concept sets, analyses and other tools supporting analyses.[3,4] This pandemic presented an urgent need and opportunity to demonstrate how open team science can more rapidly answer critical questions and develop patient care strategies.

It is critical that data provenance and informatics methods applied to observational healthcare data be made fully transparent and reproducible. Major manuscript retractions[5,6] that have changed the course of ongoing clinical trials have made the need for reproducibility even more pressing. To expedite reproducible, transparent, collaborative analytics for COVID-19 research, the National Center for Data to Health (CD2H) quickly established the National COVID Cohort Collaborative (N3C). The N3C[7] is a broad partnership across US academic medical centers (almost 70 as of this writing) to harmonize electronic health record data.

Methods

The N3C has implemented a uniquely open team science approach to navigate the societal, technical, regulatory, and clinical obstacles. Engagement of the research networks was the first step to building a transparent and diverse team with the necessary knowledge. This included subject matter experts of Accrual to Clinical Trials Network (ACT), National Patient-Centered Clinical Research Network (PCORnet), Observational Health Data Sciences and Informatics (OHDSI), and TriNetX. Governance was established through shared decision making between the NIH and the community around data transfer, data access, data use, code of conduct, guiding principles and publication and attribution. The N3C Data Enclave, which is the analytical platform for the data, maintains full provenance for all data and analysis results so they can be shared with full attribution. Because the Enclave contains data that is the result of an advanced ingestion and harmonization pipeline, statistical code captured as a by-product of the enclave functionality, and made available to researchers, can support reuse of analyses against different datasets in addition to supporting reproducibility of evidence[3,4,8].

Results

Collaboration. Six workstreams were rapidly formed within the consortium: Data Partnership & Governance, Phenotype and Data Acquisition, Data Ingestion and Harmonization, Collaborative Analytics, Synthetic Data, and Implementation. The workstreams include 4 major subgroups and more than 20 self-organizing domain teams with expertise in clinical domains, statistics, data science, the platform/training, and machine learning. Within eight months of its establishment, the N3C effort has come to involve over 1,200 members representing more than 300 institutions across 47 states nationwide, and 14 foreign countries. Almost 200 of these members collaborated to author the marker manuscript[7] alone. Moreover, these members represent disciplines as diverse as clinical medicine and social science, statistics, librarianship, public health, and computer science all working together to address the complex socio-technical landscape of data access, preparation, and analyses.

Provenance and Attribution. Software, code sets, and other resources deployed within the N3C Enclave are fully attributed using required ORCIDs and the Contributor Attribution Model (https://contributor-attribution-model.readthedocs.io/en/latest/). The N3C Enclave also contains a sophisticated graph model for tracking all actions by all users for security purposes as well as the robust attribution of all contributions to any given resource, workflow, or result. Enclave reports provide a full list of ORCIDs for all participants based on the provenance graph. Reports
and other dataset descriptors and concept set definitions are also included in the Zenodo N3C community for community feedback and public availability.

**Reproducibility.** The breadth and complexity of data and analytic resources in N3C is larger than can be easily understood and fully reflected at the outset of any given N3C project. Initial exploration by project teams will reveal data development needs and required changes to analytic plans. To promote the clarity of connection between projects and the data and code used to implement them, N3C will support and promote a two-stage project structure. The first phase will encompass all exploration required to fully specify a project that is machine-executable against data known to meet project requirements and using analytics that are appropriate to the project aims. Data exploration in this phase will use either simulated data or a reserved subset of the real clinical data. At the end of the first phase the project plan will be revised. This revised and fully specified project will be one executed in the second phase against full or the real data depending on the code used in the first phase to produce the results of record for the project.

Provenance graph of an N3C workflow, showing resources and their connectivity to the people who created them.

**Discussion**

N3C mobilized the research community to come together to develop an informatics infrastructure to tackle COVID-19 research. Collaborating in an open, transparent environment has pushed the traditional boundaries to allow innovative solutions that allow team science to evolve. There has been tremendous engagement and participation across the United States, including several countries. The initial phase has been very successful, but there are still challenges to overcome, such as determining use of shared project management tools and the best methods for communication. For example, there are multiple communication channels, but information gaps across the collaborative and within the CTSA organizations exist. This effort is rapidly advancing to produce knowledge about COVID-19.
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Introduction

Prognostication is fundamental to medicine. The output of rules, risk scores, and increasingly complex predictive algorithms have added to our prognostic capabilities. Widespread development of predictive algorithms and interest in them across academia and the healthcare industry has increased their use. We currently rely on humans to deliver poor and complex prognoses to support patients and aid in making sense of this information. Novel ways of collecting, interpreting, and prognosticating using patient data increasingly means that patients receive prognostic information outside of traditional face-to-face interactions between provider and patient. This information flow is increasingly being scaled as algorithms may provide new risk estimates, recommendations around estimates, and automated decision making. Yet it is unclear how best to communicate results of predictive analytics.

We sought to understand the state of the literature around communication of results of predictive algorithms from providers and provider organizations to patients. Because of the diverse nature of the potential literature in this space and the hypothesized lack of rigorous gold-standard studies in this domain, we structured our study as a scoping review informed by the Preferred Reporting Items for Systematic Reviews and Meta-Analysis (PRISMA) Statement.

Methods

Primary data from the medical literature investigation was identified and extracted. We tested three distinct concepts in our legacy PubMed search between September 9, 2019, and November 12, 2019: 1) communication; 2) predictive analytics, artificial intelligence, deep learning, big data, machine learning, risk scoring; and 3) communication between the patient or caregiver and doctor/physician/health care provider or patient/caregiver and health system communication. Title and abstract screening were performed by all authors for eligibility for full text review by two blinded independent reviewers. If two reviewers did not agree, blind adjudication was conducted by a pre-assigned third reviewer. Studies published on or after the year 2000 in English and for which the title or abstract indicated evaluation of communication of algorithmic results to patients in the rest of the manuscript were included for full text review. Final selection inclusion criteria required: a primary endpoint on patient communication metric; a predictive analytic tool; and either a decision aid or shared decision-making between patient and provider. Figure 1 shows how we identified articles for review.

![Figure 1. Search Flow Diagram.](image-url)
Results

Few studies (N=10) examined communication related to the results of predictive analytics to patients. Included studies reviewed by application area (where some papers reviewed fit multiple categories) are summarized in Figure 2.

**Figure 2.** List of papers reviewed by topic.

<table>
<thead>
<tr>
<th>Paper</th>
<th>Disease Prevention Aids</th>
<th>Treatment Decision Aids</th>
<th>Medication Harms Reduction</th>
<th>Presentation of Cardiovascular Risk Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sheridan et al. 2006</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Bonner et al. 2018</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Asimakopoulou et al. 2008</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Grover et al. 2007</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Skinner et al. 2005</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Persell et al. 2015</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Flynn et al. 2015</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mühlbauer et al. 2019</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hakone et al. 2016</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fried et al. 2017</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

We found few studies that explicitly discussed patient-provider communication and prognosis prediction together. Prognostic decision aids increased communication between patients and providers, yet data on measurable behavior change and health outcomes were mixed. Of the selected studies themes for communicating predictive analytics included contextualizing results to add to perceived credibility, understanding, and satisfaction with model output. Design choices such as pictograms to convey probabilistic information are acceptable in people with lower literacy and may facilitate improvement in acquisition of specific probabilistic information and general impression of risk scores.

**Conclusion**

Results were communicated to patients across a wide range of application areas. More research in this domain is needed. The gaps identified here might inform areas of further inquiry. In the absence of robust research, some considerations are as follows. We identify a need for determining an optimal way of choosing a risk score given patients’ and providers’ preferences more often dictate behavior regardless of model output. To bridge this gap, we should further embrace design thinking. Overcoming education gaps in literacy and numeracy among patients and providers will support the successful adoption of predictive systems in health care.
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Introduction
Symptomatic adverse events (AEs) such as nausea are common among patients enrolled in cancer clinical trials. Historically, this information has been collected and reported into research databases by clinical staff using a set of AE grading criteria maintained by the National Cancer Institute (NCI) called the Common Terminology Criteria for Adverse Events (CTCAE). In NCI’s Patient-Reported Outcomes version of CTCAE (PRO-CTCAE) software system, patients can also provide supplemental free-text narratives about their AEs. 58% of patients submit supplemental AE information when given this opportunity\textsuperscript{1}. More importantly, there was not considerable overlap between supplemental AEs submitted by patients and those elicited in trial-specific questionnaires, providing evidence for the value of collecting free-text, patient-authored AEs\textsuperscript{1}. In our prior work, we also found that the majority (88%) of the symptom concepts within patient narratives could be manually mapped to the Medical Dictionary for Regulatory Activities (MedDRA), which is the standard lexicon for reporting AEs to regulatory agencies such as the FDA\textsuperscript{1}. However, the manual process of mapping symptom concepts to lexicons is labor-intensive and limits the widespread collection of free-text AEs. Clinical natural language processing (NLP) has the potential to accelerate recognition and mapping of these symptom concepts and could enable real-time extraction, mapping, and reporting of patient-authored AEs. Off-the-shelf NLP systems, if high-performing, could allow for systematic text processing to be applied, but have not previously been examined for patient-authored AEs. Thus, the objective of this study was to evaluate performance of four widely used clinical NLP systems in extracting symptom concepts from patient-authored free-text AE narratives.

Methods
To determine system performance for extracting AE concepts, four systems that use algorithms ranging from basic pattern matching to deep neural networks were evaluated. Each system was used to map symptom concepts from narratives back to a MedDRA concept, when available, since MedDRA is used for regulatory reporting.

1. BioPortal:\textsuperscript{2} BioPortal provides web access to a library of biomedical ontologies, and has a RESTful API that annotates documents using terms in user-specified ontologies. The underlying mechanism is multi-word string matching. We specified MedDRA as the target ontology, and used the RESTful API to annotate documents.

2. MetaMap:\textsuperscript{3} MetaMap employs a set of pattern-matching rules to recognize UMLS concepts within text. The online batch service annotates documents with CUIs. UMLS Metathesaurus was then used to convert each CUI to a MedDRA concept, if available.

3. cTAKES:\textsuperscript{4} cTAKES assembles a pipeline of pattern-matching and classical machine-learning NLP modules that leverage rich linguistic and semantic information for text analysis. We configured the pipeline to recognize “SignSymptomMention” and “DiseaseDisorderMention.” cTAKES generates a CUI for each mention and then each CUI was converted to a MedDRA concept using UMLS Metathesaurus, if available.

4. Amazon Comprehend Medical (ACM):\textsuperscript{5} ACM is an NLP service from Amazon Web Services. The entity recognition module employs deep bidirectional long-short term memory (BiLSTM) networks. It can map medical entities to two ontologies (ICD-10-CM or RxNorm). The system was configured to recognize disease and symptom-related entities and to map them to ICD-10-CM codes. The ICD-10-CM codes were then converted to CUIs, which were converted to MedDRA concepts using UMLS Metathesaurus, if available.

Evaluation corpus. A random sample of 100 free-text narratives (documents) were selected from a corpus used in a prior PRO-CTCAE study\textsuperscript{1}. Each narrative has symptomatic AEs described in a patient’s own words without any character limits. Symptom concepts in each narrative were coded and mapped to MedDRA concepts by two physicians with an adjudicator with 96% inter-rater agreement. On average, a document had 3.4 words and 1.1 symptom mentions; a symptom mention had ~2.3 words. 85% of symptom mentions could be mapped to MedDRA.

Task definition. Given a free-text AE document, the NLP task can be decomposed into two subtasks: 1) concept recognition to identify text spans (each text span consists of one or more words) that mention symptomatic AEs within the document (defined as symptom mentions), and 2) concept normalization to map each symptom mention to a corresponding MedDRA concept, as represented by the preferred term (PT) or none if no MedDRA concept matched that symptom mention. Given a document as input, we defined the expected output from an NLP system as a set of symptom mentions that were each associated with a MedDRA concept. If a system generated overlapping symptom
mentions (e.g., “rectal bleeding” and “bleeding”), all of them were considered. If a system generated a list of PTs for a symptom mention ranked by prediction confidence (e.g., MedDRA PT 10061525 and 10023643 for “lacrimal disorder”), only the top result was considered. Relaxing the match to “anywhere in the list” did not improve performance substantially (< .02 $F_1$ increase for all systems, data not reported). Both strict and relaxed text match conditions were used in the concept recognition subtask. Micro-averaged precision ($P$), recall ($R$), and $F_1$ score were evaluation metrics for both subtasks.

**Results**

For the concept recognition subtask, all systems had low precision, recall, and $F_1$ score under the strict text match condition, while the metrics were overall better for relaxed text match (Table 1). ACM performed the best with the highest $F_1$ score in both matching conditions. For the concept normalization subtask, all systems had low precision, recall, and $F_1$ score for mapping symptom mentions to MedDRA concepts.

**Table 1.** Performance across clinical NLP systems by subtask.

<table>
<thead>
<tr>
<th>Systems</th>
<th>Concept Recognition Subtask</th>
<th></th>
<th>Concept Normalization Subtask</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Strict Text Match</td>
<td>Relaxed Text Match</td>
<td>Strict Text Match</td>
<td>Relaxed Text Match</td>
</tr>
<tr>
<td></td>
<td>$P$</td>
<td>$R$</td>
<td>$F_1$</td>
<td>$P$</td>
</tr>
<tr>
<td>BioPortal</td>
<td>0.47</td>
<td>0.30</td>
<td>0.37</td>
<td>0.37</td>
</tr>
<tr>
<td>MetaMap</td>
<td>0.37</td>
<td>0.58</td>
<td>0.45</td>
<td>0.76</td>
</tr>
<tr>
<td>cTAKES</td>
<td>0.38</td>
<td>0.39</td>
<td>0.38</td>
<td>0.98</td>
</tr>
<tr>
<td>ACM</td>
<td>0.60</td>
<td>0.53</td>
<td><strong>0.56</strong></td>
<td>0.99</td>
</tr>
</tbody>
</table>

*Bold indicates the best performing system in terms of $F_1$ score for each subtask.

**Discussion**

Focusing on concept normalization, even the best performing system had low performance (strict: 0.34 $F_1$; relaxed: 0.63 $F_1$). Similar results were observed in recent shared tasks on extracting and then mapping AEs from patient-authored tweets to MedDRA, where the best performance was obtained by a BioBERT-based deep learning system (strict: 0.34 $F_1$; relaxed: 0.43 $F_1$). This suggests that the task of mapping patient-authored free-text AEs poses significant challenges for NLP systems as they are designed for clinical text. Under the strict text match condition, the performance gap between the two subtasks was due to errors in converting UMLS CUIs to MedDRA PTs. For example, “blood in urine” was mapped to C0018965, which was mapped to MedDRA PT 10018867 but not 10018870. Under the relaxed text match condition, the performance gap between the two subtasks implies that partially recognized symptom mentions do not sufficiently describe the actual AE. For example, “pain in nails” (onychalgia) is more specific than “pain,” and that specificity is important for regulatory reporting. ACM performed the best for concept recognition, which may be due to the potential benefit of its deep sequence tagging algorithm. Amazon has not published their ICD-10-CM mapping algorithm, but error patterns reveal that ACM may use concept embedding matching as opposed to exact string matching, which led to fuzzy and inaccurate mapping results. Based on low performance across these widely used systems, our research reveals that patient-authored symptomatic AE text is sufficiently different from biomedical literature, clinical notes, and patient forum posts, which are the primary targets of these systems. This research highlights the need for new NLP approaches given the goal is to accurately extract and map AEs from patient free-text narratives to standard lexicons for reporting to regulatory agencies.
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Introduction

Adverse event reports (AER) are used for post-market drug safety surveillance, and have also been used for drug repurposing with the assumption that drugs with similar side-effect profiles may have similar therapeutic effects. Methods that directly encode similarity are attractive for this task, with distributed representations, such as neural word embeddings, improving computational performance and accuracy in a variety of domains. In this study, we applied distributed representations for drugs derived from the Food and Drug Administration AER system (FAERS) using aer2vec, a method by which drug embeddings emerge from neural networks trained to predict the probability of adverse drug effects given observed drugs¹ (or vice-versa). These representations have been shown to be effective for pharmacovigilance signal detection, but have not yet been leveraged for drug repurposing. We combined these distributed representations with previously used molecular features to predict the permeability of the blood-brain barrier (BBB) to selected drugs, which is an important step in finding treatments for central nervous system (CNS) conditions. We hypothesized that deriving distributed representations of drugs from FAERS data would improve predictive performance of BBB penetration relative to drug similarity statistics derived from the same source.

Methods

Data/Features: FAERS data were obtained from a standardized edition of the database developed by Banda et al². The dataset spans 2004 to 2015 and was standardized by mapping drug names to RxNorm and outcomes to SNOMED-CT. As was the case with prior work using these data for BBB permeability prediction, the AERs were not limited to those concerning CNS side effects. We generated drug embeddings by training an aer2vec model to predict P(AE|drug) on FAERS data (following Portanova et al¹). We obtained two previously developed reference sets for BBB permeability³,⁴, and ensured their mutual exclusivity by removing any drugs from the larger set⁴ that were present in the smaller one³. The molecular properties of lipophilicity (XlogP) and molecular weight (MW) for the drugs were acquired from PubChem. Following previous work, statistically-derived similarity scores were estimated using the Tanimoto coefficients between pairs of drugs on the basis of the AE they are significantly correlated with⁵. Drug-drug similarity features were calculated by comparing each reference set drug to members of an expert-curated six-drug panel of CNS-penetrant agents: haloperidol, olanzapine, risperidone, fluoxetine, mirtazapine, and nortriptyline⁶.

Model/Variants: We adapted the approach of McCoy and Perlis⁶, substituting distributed representations for Tanimoto similarity features. We estimated the cosine similarity between panel and reference set drugs using aer2vec drug embeddings. We also evaluated the utility of using the drug embeddings directly as features. Following McCoy and Perlis⁶, AER-derived features were combined with the two molecular features from PubChem. To correct for differences in scale, we applied Z transformation across all features except for the distributed drug vector representations. Using L2-regularized logistic regression classifiers in 5-fold cross-validation (5CV) configuration with the two reference sets separately, we evaluated whether or not the distributed representations improved performance over prior methods using discrete statistical estimates of drug-drug similarity from FAERS data. To further validate the generalizability of our findings we used a cross-training configuration, training on the larger reference set (N=207), and testing on the smaller (N=187). To distinguish the effects of representation type from those of the number of trainable parameters, we reduced embedding dimensionality from 500 to 6 (the number of agents in the expert-selected panel), either by setting this aer2vec parameter when training, or by using Principal Component Analysis. Model performance was evaluated using the standard Area Under the Receiver Operating Characteristic Curve (AUC).

Results

Across both datasets and training configurations, the best performing feature combination leveraged information derived from the aer2vec embeddings. Adding statistically-derived Tanimoto similarity features to the molecular features improves performance, which is consistent with previous results⁶. Replacing the six statistically-derived panel
Table 1: 5CV and cross-training results. Vector-derived similarity score is the dot product between the panel score and vectors. Mean AUC from 5CV and 95% confidence interval using 500-dimensional aer2vec embeddings trained on the FAERS data. (Martin: n=187; Gao: n=207)

<table>
<thead>
<tr>
<th>Models</th>
<th>5CV Martin et. al. dataset</th>
<th>5CV Gao et. al. dataset</th>
<th>Train:Gao; Test:Martin</th>
</tr>
</thead>
<tbody>
<tr>
<td>MW + xlogP</td>
<td>0.71 (0.705, 0.717)</td>
<td>0.738 (0.733, 0.742)</td>
<td>0.728</td>
</tr>
<tr>
<td>MW + xlogP + discrete statistical similarity score</td>
<td>0.758 (0.751, 0.765)</td>
<td>0.779 (0.773, 0.785)</td>
<td>0.755</td>
</tr>
<tr>
<td>MW + xlogP + vector-derived similarity score</td>
<td>0.759 (0.756, 0.762)</td>
<td>0.818 (0.813, 0.824)</td>
<td>0.783</td>
</tr>
<tr>
<td>MW + xlogP + 500-dimensional vectors</td>
<td><strong>0.807</strong> (0.794, 0.819)</td>
<td><strong>0.867</strong> (0.862, 0.873)</td>
<td><strong>0.788</strong></td>
</tr>
</tbody>
</table>

similarity scores with their embedding-derived counterparts further improves performance. Finally, we observe an additional increase in AUC when replacing similarity scores with the full 500-dimensional aer2vec vectors. Results are consistent across the two datasets, as well as in the cross-training configuration (Table 1).

Improvements in performance are retained when constraining embeddings to 6 dimensions, demonstrating superior performance at the same number of trainable parameters (Table 2). As with 500 dimensional embeddings, the best performing models all include embedding-derived features, and models including the embeddings themselves, or their reduced dimensional approximations, showed superior performance to those based on similarity to the six panel drugs.

Table 2: Mean 5CV AUC and cross-training results with 6-dimensional vectors within two reference sets

<table>
<thead>
<tr>
<th>Model</th>
<th>5CV Martin et. al. dataset</th>
<th>5CV Gao et. al. dataset</th>
<th>Train:Gao; Test:Martin</th>
</tr>
</thead>
<tbody>
<tr>
<td>MW + xlogP + Statistically-derived Similarity Score</td>
<td>0.758 (0.751, 0.766)</td>
<td>0.774 (0.770, 0.778)</td>
<td>0.755</td>
</tr>
<tr>
<td>MW + xlogP + 6-dimensional vector-derived panel scores</td>
<td>0.775 (0.767, 0.784)</td>
<td>0.849 (0.846, 0.853)</td>
<td>0.792</td>
</tr>
<tr>
<td>MW + xlogP + 6 principal components</td>
<td>0.796 (0.786, 0.806)</td>
<td><strong>0.872</strong> (0.868, 0.876)</td>
<td><strong>0.827</strong></td>
</tr>
<tr>
<td>MW + xlogP + 6-dimensional vectors(L1-regularized)</td>
<td>0.794 (0.783, 0.804)</td>
<td>0.861 (0.853, 0.868)</td>
<td>0.817</td>
</tr>
<tr>
<td>MW + xlogP + 6-dimensional vectors(L2-regularized)</td>
<td><strong>0.803</strong> (0.797, 0.808)</td>
<td>0.852 (0.847, 0.858)</td>
<td><strong>0.820</strong></td>
</tr>
</tbody>
</table>

Discussion

Our results aligned with previous work in that adding discrete statistically-derived Tanimoto scores to molecular features improved the AUC of logistic regression models.\(^5, 6\) However, cosine similarities derived by comparing aer2vec derived distributed representations proved more effective than the Tanimoto scores, perhaps on account of aer2vec embeddings’ additional capacity to generalize. Across all configurations, these advantages in performance were retained after reducing dimensionality from 500 to 6, which shows they are not attributable to having more trainable parameters. Reduced-dimensional models actually outperform full models in some configurations, perhaps on account of noise reduction. Our results indicate that aer2vec distributed representations carry information of value for predicting therapeutic effects in addition to their established utility for anticipating harmful side effects.
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Introduction

Sepsis, defined as life-threatening organ dysfunction caused by a dysregulated host response to infection, is implicated in one-third to one-half of all inpatient deaths, and was found to be the most expensive condition treated in U.S. hospitals, accounting $38.2 billion or 8.8% of all hospitalization costs.1,3 Delay in appropriate therapy for sepsis is associated with increased mortality, emphasizing the need for early identification.1,4 Nearly all prior work on sepsis prediction has focused on the data-rich Intensive Care Unit (ICU) setting, however, it was found that patients who develop sepsis in the general ward setting have worse outcomes compared to those in the emergency department or ICU.6 Thus, the objective of this research was to predict sepsis six-hours ahead of onset in the data-sparse general ward setting.

Methods

All analysis was conducted using Electronic Health Record (EHR) and administrative claims data from Barnes-Jewish Hospital and the Washington University School of Medicine in St. Louis, a large, academic, tertiary-care referral center. Eligible patients were ≥18 years of age, admitted to the hospital as inpatients or observation status between 1/1/2012 and 6/1/2018, had at least 3 of each vital sign within 24 hours of prediction and had a basic or comprehensive metabolic panel and complete blood count within 24-hours of prediction. Only the first occurrence of sepsis per encounter per patient was included in the analysis.

Sepsis was defined according to the Sepsis-3 consensus definition with modification to include only intravenous antibiotics. Time of onset was determined as the earlier of antibiotic order start time or culture collection. Patients were excluded if they were admitted to the Psychiatry or Obstetrics services, due to highly variable rates of physiologic data collection, or if there were no billing code, vital sign, laboratory, service, room, or medication data. To identify those most likely to benefit from this analysis, patients were also excluded if they were in the ICU 24 hours before prediction time or if they received antibiotics within 48 hours prior to the prediction time. Patients who underwent a surgical procedure within the preceding 72 hours were also not eligible for inclusion to avoid conflation of postsurgical patient status and sepsis.

Features were generated from demographic, service, comorbidity, lab result, vital sign, and medication data. Only information available prior to prediction time was used, e.g., comorbidities were based solely on data from prior admissions. Categorical variables were one-hot encoded. Numerical variables were Box-Cox transformed and standardized. The feature matrix was then split into train/test sets (80%/20%), and the training set was used for random search hyperparameter optimization and training of an XGBoost model.7 Performance on the test set was evaluated through generation of receiver operating characteristic curve (ROC), precision recall curve (PRC), and the area under each (AUROC & AUPRC). To determine an optimal threshold, a threshold plot was generated in which various traditional performance metrics (precision, recall/sensitivity, specificity, and F1 Score) were plotted against the threshold value. Feature importance was assessed using SHAP values. To estimate the implemented performance of the prediction model, a pseudo-prospective trial was performed in which the model was applied hourly on subjects in the test set. This project was approved with a waiver of informed consent by the Washington University in St. Louis Institutional Review Board (IRB #201804121).

Results

Out of 401,235 total inpatient encounters, 54,086 qualified for inclusion, of which 904 (1.7%) were septic. Sepsis patients were slightly older (65.2 [56.1 – 73.6] vs. 60.7 [49.0 – 71.5], p < 0.01), more likely to be white (74.6% vs. 64.8%, p < 0.01), and had a higher comorbidity index (11.1 ± 12.6 vs. 9.9 ± 12.0, p < 0.01). Sepsis patients had higher rates of sepsis discharge diagnosis code (23.7% vs. 0.7%, p < 0.01), longer length of stay (13.0 [8.1 – 19.5] vs. 3.2 [2.0 – 6.2], p < 0.01), and were significantly more likely to die during hospitalization (14.5% vs. 0.7%, p < 0.01).

Table 1. Cohort comparison.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total</th>
<th>Sepsis</th>
<th>Non-sepsis</th>
<th>p*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of patients, n (%)</td>
<td>54,086 (100.0%)</td>
<td>904 (1.7%)</td>
<td>53,182 (98.3%)</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>60.8 (49.2 – 71.6)</td>
<td>65.2 (56.1 – 73.6)</td>
<td>60.7 (49.0 – 71.5)</td>
<td>&lt; 0.01</td>
</tr>
</tbody>
</table>
Table 1. Characteristics and Precision Recall Curve

<table>
<thead>
<tr>
<th>Race</th>
<th>Sex</th>
<th>Body Mass Index</th>
<th>Sepsis discharge diagnosis</th>
<th>Elixhauser index</th>
<th>Length of stay (days)</th>
<th>In-hospital mortality</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>median (IQR)</td>
<td>n (%)</td>
<td>median (IQR)</td>
<td>n (%)</td>
<td>median (IQR)</td>
</tr>
<tr>
<td>White</td>
<td>35,133 (65.0%)</td>
<td>27.7 (23.7 - 33.0)</td>
<td>601 (23.7%)</td>
<td>80.0 (0.0 - 17.0)</td>
<td>486 (0.9%)</td>
<td>131 (14.5%)</td>
</tr>
<tr>
<td>Black</td>
<td>15,639 (28.9%)</td>
<td>27.3 (23.4 - 33.6)</td>
<td>214 (23.7%)</td>
<td>9.0 (0.0 - 18.0)</td>
<td>601 (1.1%)</td>
<td>131 (14.5%)</td>
</tr>
<tr>
<td>Asian</td>
<td>366 (0.7%)</td>
<td>27.7 (23.7 - 33.0)</td>
<td>387 (0.7%)</td>
<td>8.0 (0.0 - 17.0)</td>
<td>131 (14.5%)</td>
<td>355 (0.7%)</td>
</tr>
<tr>
<td>Other/unknown</td>
<td>2,948 (5.5%)</td>
<td>13.0 (8.1 - 19.5)</td>
<td>15,639 (28.9%)</td>
<td>3.2 (2.0 - 6.2)</td>
<td>486 (0.9%)</td>
<td>&lt; 0.01</td>
</tr>
</tbody>
</table>

*p-values generated using chi-squared test for categorical or boolean variables, and Mann–Whitney U test for continuous variables.

The trained prediction algorithm had a test AUROC of 0.925 and AUPRC of 0.440 (Figure 1). The calibration curve had an R² of 0.910 (Figure 2). At the threshold (0.163) which maximized F1 score (0.475), the model had a precision of 0.518, specificity of 0.993, and recall of 0.438. The most important features, according to SHAP values, were maximum respiratory rate, minimum systolic blood pressure, time to prediction time, and median shock index. The pseudoprospective trial revealed that 54% of sepsis patients and 14.0% of non-sepsis patients were not already being treated, and 18.0% of non-sepsis patients were already being treated (antibiotics, cultures, or ICU transfer within past 48h of alert). Of those who were alerted, at the first time of alert, 1167 / 2069 (56.4%) were already being treated (antibiotics, cultures, or ICU transfer within past 48h of alert). Of those who were alerted who were not already being treated, 218 / 902 (24.2%) received sepsis-relevant antibiotics or cultures within 24h of alert.

Figure 1. Receiver Operating Characteristic and Precision Recall Curve

Figure 2. Calibration plot

Figure 3. SHAP feature importance plot

Conclusion

Even in the data sparse general ward environment with significant class imbalance, our machine learning prediction model was able to predict sepsis 6-hours ahead of onset with reasonable performance. Next steps include assessment of model in a silent prospective trial and if appropriate, EHR-interface development and ultimately live deployment in clinical practice.
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Abstract

The objective of the study is to develop and evaluate an extract, transform, load (ETL) tool for converting the National Patient-Centered Clinical Research Network (PCORnet) common data model (CDM)-based database into the Observational Medical Outcomes Partnership (OMOP) CDM. We also evaluated the ETL process using a real-world medical device dataset. The preliminary evaluation demonstrated promising performance of the data transformation. The ETL tool could facilitate the exchange, pooling, sharing, or storing of clinical data between PCORnet CDM and the OMOP CDM across multiple institutions.

Introduction

The implementation of a common data model (CDM) could “standardize and facilitate the exchange, pooling, sharing, or storing of data from multiple sources” and achieve effective data integration. The most commonly used CDMs regarding medical studies include the National Patient-Centered Clinical Research Network (PCORnet) CDM, the Observational Medical Outcomes Partnership (OMOP) CDM, the Sentinel CDM, and the Informatics for Integrating Biology and the Bedside (i2b2) Star Schema. However, healthcare institutions usually don’t support all of these different CDMs. Therefore, it is important to develop tools to facilitate data transformation and interoperability between different CDMs. Some studies have attempted to develop extract, transform, load (ETL) tools to transform different CDMs. Nevertheless, to the best of our knowledge, no tooling has been designed to convert the PCORnet CDM into the OMOP CDM directly. In this study, we collaborated with National COVID Cohort Collaborative (N3C) to develop an ETL tool that could transform the PCORnet CDM format data into the OMOP CDM. We also evaluated the ETL process to demonstrate the feasibility of the conversion tool.

Methods

Using the PCORnet to OMOP mapping dictionary created by N3C, we defined the structure mapping by choosing the appropriate tables/fields from the OMOP CDM (v6.0) for tables/fields in the PCORnet CDM (v5.1). Figure 1 shows the details of table level structure mapping. A total of 12 OMOP CDM tables were mapped with 18 PCORnet tables. The field level structure was also designed between these tables. Then, the ETL tool was built according to the structure mapping using SQL scripts. The ETL tool was designed to achieve three data transformation tasks: 1) value transformation; 2) rule-based transformation; and 3) standard concept code mapping. For the value transformation, we considered the data inconsistency such as the data type and null constraint which may be different for the same data elements between two CDMs. We also established some rules to handle those required fields in OMOP that do not have a counterpart in PCORnet. For example, there is no drug exposure end date information in the PCORnet DISPENSING table. Regarding the concept code mapping, if these codes were from general medical terminologies such as ICD, LOINC, RxNorm, CPT, etc., we mapped those codes to the referred standard codes in OMOP vocabulary. For some concepts which are not from shared medical terminologies such unit concepts, we used a string matching approach to find the mapping between the units and OMOP standard vocabulary. If these codes were specific codes defined in the PCORnet CDM value sets such as status, type or source information, a manual mapping is required. We also conducted an experiment to evaluate the robustness of the ETL tool by validating the data mapping and conversion process using a real-world

![Figure 1. Table level mapping between PCORnet CDM and OMOP CDM.](image)
medical device dataset. For the experiment, we built a cohort that includes randomly selected 100 patients with ventricular tachycardia (VT) and atrial fibrillation (AF) who received cardiac catheter ablation. Then, the related records of the patients were collected from PCORnet CDM and converted into OMOP CDM. The ETL performance evaluation was conducted using the mapping rate representing the proportion of the standard concept codes in PCORnet with the OMOP concept ids successfully identified. For example, the ICD-10 code “I48.0[Paroxysmal atrial fibrillation]” has a corresponding OMOP concept id 45581776 identified. We also designed a query for both CDMs using the same patient identification algorithm to classify the patient into VT and AF subgroups.

Results

Table 1 shows the mapping rate that represents the proportion of the standard concept codes in PCORnet CDM with the OMOP concept ids successfully identified. The mapping rate for all of the concept-related fields was above 97.9%, and 3 of 7 fields achieved a mapping rate of 100%.

<table>
<thead>
<tr>
<th>PCORnet Field</th>
<th>OMOP Field</th>
<th>Mapping Rate</th>
<th>PCORnet Field</th>
<th>OMOP Field</th>
<th>Mapping Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>PROVIDER_SPECIALTY_PRIMARY</td>
<td>specialty_concept_id</td>
<td>100% (5,222/5,222)</td>
<td>RXNORM_CUI, NDC, MEDADMIN_CODE,</td>
<td>drug_concept_id</td>
<td>97.9% (69,229/70,716)</td>
</tr>
<tr>
<td>FACILITY_TYPE</td>
<td>place_of_service_concept_id</td>
<td>100% (62/62)</td>
<td>VX_CODE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DX, CONDITION,</td>
<td>condition_concept_id</td>
<td>99.7% (41,289/41,408)</td>
<td>OBSCLIN_RESULT_SNO, MED, OBSGEN_CODE,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DEATH_CAUSE</td>
<td></td>
<td></td>
<td>SMOKING, TOBACCO,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PX</td>
<td>procedure_concept_id</td>
<td>99.8% (40,718/40,795)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LAB_LOINC</td>
<td>measurement_concept_id</td>
<td>99.9% (121,920/121,974)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2 shows the patient subgroup identification results between two CDMs. We used the diagnosis codes to identify the patient subgroup. The numbers of the patient subgroups identified are the same by different CDMs.

<table>
<thead>
<tr>
<th>CDM</th>
<th>Paroxysmal AF</th>
<th>Persistent AF</th>
<th>Ischemic VT</th>
<th>Non-Ischemic VT</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCORnet CDM</td>
<td>58</td>
<td>20</td>
<td>21</td>
<td>10</td>
</tr>
<tr>
<td>OMOP CDM</td>
<td>58</td>
<td>20</td>
<td>21</td>
<td>10</td>
</tr>
</tbody>
</table>

*One patient may have more than one type of diagnosis, so the total identified case number may be more than 100.

Discussion

In this study, we developed an ETL tool to directly convert PCORnet CDM to OMOP CDM. We also validate the ETL tool by evaluating the concept mapping rate and implementing a patient subgroup identification task. The primary evaluation demonstrated a promising performance of our ETL tool in the data transformation. We also found that the main reason why some concepts were unmatched was due to concepts that have not yet been included in the OMOP vocabulary; examples include the RxNorm codes “amoxicillin/clavulanate” (RxCUI = 197111) and “docusate/sennosides, USP” (RxCUI = 1008340). We plan to work with the OMOP community to add those concepts into the OMOP vocabulary. This study has a number of limitations. First, the patient sample size for the evaluation is small, and as our PCORnet database didn’t collect any data for the OBS_CLIN and OBS_GEN table, we could not get a comprehensive evaluation result for the observation-related data. Moreover, we only evaluated the concept mapping rate, and we plan to evaluate the mapping accuracy for the matched concepts as an ongoing effort. In addition, the N3C is working on the validation of the PCORnet CDM use case mappings with the OMOP concept ids, and we will incorporate the validated mappings in our ETL scripts. As the next step, we will address these limitations by designing more comprehensive evaluation methods and using more data from multiple data sources/institutions. The ETL scripts are available at https://github.com/yuey11/PCORnet2OMOP_ETL_tool.
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Introduction

Heart failure (HF) is a leading cause of morbidity and mortality affecting more than 23 million patients worldwide. (1) Variations in management and guideline-adherence have been cited as important and potentially modifiable factors that contribute to adverse outcomes among adults with HF. (2) As computerized physician order entry (CPOE) in the electronic health records (EHR) captures the sequences of management decisions made by care provider teams, we studied the sequential patterns in CPOE in the management of HF patients in the emergency department (ED) and inpatient settings. Patterns in order placement were discovered using process mining and machine learning methods. The associations of the found patterns with patient characteristics, use of order sets, and care outcomes were studied using statistical modeling. Findings are intended to better describe and inform the current HF management.

Methods

Study data were obtained from at an urban academic medical center between 2012 to 2018. We included HF patients who were treated on the Medicine service. HF was defined by the ICD-9/10-CM of principal, billing, and discharge diagnoses noted in the EHR data. Age, gender, race, ethnicity, marital status, and preferred spoken language were obtained directly from EHR data. Census-tract level social determinants of health were extracted using home locations in the EHR. (3) Visit information including admission timestamps, discharge timestamps, discharge dispositions, insurance types, and All Patients Refined Diagnosis Related Groups (APR-DRG) were extracted for each visit. We excluded self-pay visits. The ICD-9/10-CM of coexisting conditions were extracted to compute Elixhauser scores. Data on CPOE included order names, order set names if applicable, the hours of order creation, order statuses, the roles of provider who entered the order, and order types. Canceled orders were removed from the study. Care outcomes are defined as in-hospital mortality, discharge location (home vs. not home), all-cause readmission (preventable and unpreventable), and length of stay (LOS).

Using extracted data, we mined sequential patterns in CPOE using methods described in Zhang et al. (4) This is a process mining method which first computes the similarity of the timing and types of orders in the visits using the longest common subsequence across patient pairs. Then, it applies hierarchical clustering to determine the number of underlying clusters of patients who have had similar patterns of CPOE. Upon obtaining cluster membership for each visit, we used statistical models to study the relationships among cluster membership, care outcomes, Elixhauser scores, demographics, insurance status, and social determinants of health.

Results

A total of 1626 visits were in the study cohort. The mean ages for female and male patients were 74.0 (sd=0.49) and 69.7 (sd=0.44), respectively. The racial distribution of White, Black, Other, Asian, and Unknown was 39.0%, 20.6%, 15.1%, 12.9%, and 12.4%. Hispanics accounted for 15.7% of the cohort. More than 77% of the patients were English-speaking, and 40.3% of the patients were recorded to be married. The distribution of insurance plans: Medicare, Medicaid, and Commercial were 72.8%, 14.4%, and 12.8% respectively. Over 85% of the patients were admitted to the inpatient setting from the ED. There were 965 unique medication orders in the study data. Non-medication orders were placed from 150 unique order sets. The analysis of order pathways identified 3 clusters of HF visits. Table 1 lists the distribution of care outcomes: discharge home, in-hospital mortality, readmission, LOS, and the average Elixhauser scores across clusters. Table 2 shows common medication orders and common comorbid conditions recorded that most represent the 3 clusters. Statistical significance of the difference was tested using ANOVA for numerical variables and Chi-Square test for categorical variables.

Table 1. Distribution of care outcomes and characteristics across clusters
We performed multinomial regression analysis with cluster membership as a dependent variable to identify factors that may explain the variation observed. Patient factors that were significantly associated with the cluster membership included race, marital status, and insurance type, while adjusting for factors including age, gender, campus, Elixhauser score and clinical case type. Black race was more likely than White race to be in cluster 3. Decreased percentage of orders placed from order sets was significantly associated with being classified into clusters 2 and 3, while providers who use order sets more frequently than others are also more likely to be in clusters 2 and 3. Clusters 2 and 3 appeared to represent more complex cases and thus may have been more likely to warrant a la carte orders. In addition, we performed a multivariate analysis with discharge disposition (home) as the dependent variable. Cluster membership, cluster 2 (OR=0.41, p-value <0.001) and cluster 3 (OR=0.11, p-value <0.001) were significantly associated with the outcome while controlling for male (OR=1.9 p-value <0.001), age (OR=0.93, p-value <0.001), and Elixhauser scores (OR=0.95, p-value =0.008), and race.

**Discussion**

The cluster membership was significantly associated with discharge disposition, in-hospital mortality, and LOS. The ordering patterns of medications likely reflect the patients’ severity of illnesses within their respective clusters. Cluster 2 demonstrated frequent utilization of bumetanide suggesting a generally more ill cohort of HF patients, which is in contrast to cluster 1 where patients received predominantly furosemide. Cluster 3 was similar to cluster 2 but was distinctly characterized by multiple and varying types of opioids ordered. Potential explanations for increased opioid ordering in cluster 3 are the need for procedural sedation or end of life care but warrant further investigation. Statistical analysis revealed that determinants of cluster membership included not only clinical complexity but also patients’ sociodemographic factors. Future work includes comparing order-driven clusters with known HF stage classifications such as New York Heart Association Functional Classification.
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### Table 2. Distribution of common medications and comorbidities across clusters

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Discharge home*</th>
<th>In-hospital Mortality*</th>
<th>Readmission</th>
<th>LOS (days)*</th>
<th>Avg Elixhauser*</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (N=1052)</td>
<td>43.4%</td>
<td>2.9%</td>
<td>5.6%</td>
<td>5.2 (sd=0.21)</td>
<td>8.2 (sd=0.13)</td>
</tr>
<tr>
<td>2 (N=419)</td>
<td>26.5%</td>
<td>8.4%</td>
<td>4.3%</td>
<td>15.4 (sd=0.71)</td>
<td>9.1 (sd=0.22)</td>
</tr>
<tr>
<td>3 (N=155)</td>
<td>18.1%</td>
<td>13.6%</td>
<td>5.2%</td>
<td>35.9 (sd=3.42)</td>
<td>9.4 (sd=0.34)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Common medication orders (% patients)</th>
<th>Cluster 1 (N=1052)</th>
<th>Cluster 2 (N=419)</th>
<th>Cluster 3 (N=155)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Furosemide (81%)</td>
<td>Magnesium Sulfate (88%), Furosemide (83%), Magnesium Sulfate (80%), Fentanyl Citrate (67%), Dextrose (67%), Bumetanide (66%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Atorvastatin (44%)</td>
<td>Citrate (6.1%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dextrose (44%)</td>
<td>Dextrose (6.1%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Magnesium Sulfate (41%)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Common comorbidity (%)</th>
<th>Cluster 1 (N=1052)</th>
<th>Cluster 2 (N=419)</th>
<th>Cluster 3 (N=155)</th>
</tr>
</thead>
<tbody>
<tr>
<td>General Cardiology (12.3%)</td>
<td>General Cardiology (7.1%), Infectious disease (6.1%), Implantable Cardioverter Defibrillator (5.1%), Nephrology (4.0%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pulmonary (6.8%), Implantable Cardioverter Defibrillator (4.4%)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

We performed multinomial regression analysis with cluster membership as a dependent variable to identify factors that may explain the variation observed. Patient factors that were significantly associated with the cluster membership included race, marital status, and insurance type, while adjusting for factors including age, gender, campus, Elixhauser score and clinical case type. Black race was more likely than White race to be in cluster 3. Decreased percentage of orders placed from order sets was significantly associated with being classified into clusters 2 and 3, while providers who use order sets more frequently than others are also more likely to be in clusters 2 and 3. Clusters 2 and 3 appeared to represent more complex cases and thus may have been more likely to warrant a la carte orders. In addition, we performed a multivariate analysis with discharge disposition (home) as the dependent variable. Cluster membership, cluster 2 (OR=0.41, p-value <0.001) and cluster 3 (OR=0.11, p-value <0.001) were significantly associated with the outcome while controlling for male (OR=1.9 p-value <0.001), age (OR=0.93, p-value <0.001), and Elixhauser scores (OR=0.95, p-value =0.008), and race.
Application of a Novel Sequential Pattern Mining Method to Study Longitudinal Social Determinants of Health through Young Adulthood: The CARDIA Study
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Introduction

Recently, there has been greater focus on social determinants of health (SDOH) and their impact on health outcomes. The World Health Organization (WHO) defines SDOH as the “structural determinants and conditions in which people are born, grow, live, work, and age.” There are five key domains of SDOH including economic stability, neighborhood and built environment, education, social and community context, and health and health care. The main statistical approaches used in understanding the association of SDOH with various health outcomes are correlation and regression, incorporating one or a limited set of SDOH factors per study on an individual or area-level. These methods have significant statistical and conceptual limitations; they limit our understanding of the complex relationships between the full breadth of SDOH factors, as well as the longitudinal associations between SDOH and health outcomes like cardiovascular health.

Each year, approximately 840,000 Americans die from cardiovascular disease (CVD)¹. The prevalence of CVD is increasing, and large disparities remain across racial, ethnic, and economic groups²,³. To address this increasing burden of CVD, there has been a shift to focus on the public health and preventive strategies to address cardiovascular health (CVH), which is a broader and more positive construct beyond the absence of CVD⁴. CVH, as defined by the American Heart Association, is determined by seven health factors and behaviors and can be measured for all individuals, including those in younger aged groups⁴. However, there remain widespread disparities in CVH, even at young ages, that are poorly understood⁵. SDOH may account for the persistent disparities seen in CVH, but the cross-sectional and longitudinal relationship between SDOH and CVH has not been widely researched. No single variable or domain captures an individual’s SDOH. Therefore, new, and easily interpretable, methods for studying the exposure patterns and effects of multiple SDOH over time are necessary.

Methods

The primary objective of this work is to identify patterns of SDOH exposure from young adulthood to middle age (across ages 18-45 years) and define exposure subgroups among the total cohort and by race and sex in the Coronary Artery Risk Development in Young Adults (CARDIA) study. CARDIA is an existing, longitudinal biracial cohort study (initial enrollment 1985-1986) with detailed information on cardiovascular risk factors and disease in a geographically diverse sample of young Black and White adults balanced by sex, race, age, and education subgroups⁶. In CARDIA, SDOH have been assessed across nine timepoints for the same participants on both individual and neighborhood levels and across all five domains. The SDOH assessed in CARDIA include measures focused on education, income/wealth, occupation status, family composition, neighborhood, and psychosocial assessments across 30 years of follow-up.

In this context, we will use sequential pattern mining to study how SDOH change over time across young adulthood, and non-negative matrix factorization (NMF) to group the changes in SDOH into meaningfully coherent trends overall and by race. Sequential pattern mining is a type of data mining technique which analyzes sequences of events and identifies recurring subsequences or patterns⁷. NMF is a commonly used unsupervised machine learning method to cluster similar patients and to create meaningful variables from a set of high-dimensional data⁸. We will use Subgraph Augmented Non-negative Matrix Factorization (SANMF) as our primary methodology, developed by Luo (co-author) et al⁹. The primary steps of this analysis are pictured in Figure 1. There will be three main outcomes from this analysis: 1) frequent subgraphs for each SDOH variable independently; 2) overall/data-driven trend groups created by identifying subgraph clusters from all possible subgraphs; 3) domain-specific/theoretical trend groups created by identifying subgraph clusters within each SDOH domain.

The application of SANMF to longitudinal SDOH variables is novel. SANMF has been previously applied to other longitudinal scenarios; Luo (co-author) et al. used NMF to group patients admitted to the intensive care unit (ICU) based on their temporal trends in multiple physiologic variables⁹. We will use SANMF to group CARDIA participants
based on their identified SDOH subgraphs. Because we are analyzing count data that is non-negative, SANMF serves as an ideal grouping method by providing easy interpretability with the non-negative constraint.

**Figure 1.** Overall analytical framework for SANMF

**Conclusion**

By understanding longitudinal SDOH patterns and their clusters at the individual and neighborhood levels, we may be able to generate hypotheses for future work focused on developing timely and multi-component social interventions and policies. The examination of these clusters by race may also help us to better understand the larger structural and social factors underpinning the differences in CVH we see across racial groups. Future work incorporating these SDOH exposures into predictive models for CVH will provide a better understanding of which SDOH exposure patterns may be associated with and predictive of CVH, and at what time during young adulthood. We will present findings from this study at the AMIA 2021 Informatics Summit in March 2021.
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Introduction

Early detection of primary cancers is a key research area that facilitates optimal treatment in precision oncology. As information technology is largely adopted in healthcare, clinical data utilization offers great promise for disease prediction (1), where diverse types of electronic health record (EHR) data can improve the prediction (2). With the development of the genetic test, gene mutations can be identified, which provides the potential for cancer prediction. On the other hand, conventional predictive models are usually based on bag-of-features (BOF), where the features are treated independently and patterns cannot be fully explored. In contrast, network-based representation of data that embed potential correlations shows great potential (3). Here, we propose a work that leverages Fast Healthcare Interoperability Resources (FHIR) (4) and Resource Description Framework (RDF) (5) to harmonize the phenotypical and genotypical features for cancer prediction. The full version of the study is now under a review process.

Method

Figure 1. The framework of network-based cancer prediction with FHIR and RDF.

Five types of cancer data, “genetic information”, “lab tests”, “diagnosis”, “medication” and “family historical records”, are represented with FHIR resources and further converted to RDF (Figure 1). A graph embedding algorithm, Node2vec, is used to learn the features from the RDF network, and multiple classification models are adopted for the prediction. We have conducted a proof-of-concept study based on a collection of genetic reports of 1,011 cancer patients from Foundation Medicine, and the corresponding EHR data from the Mayo Clinic pan-cancer cohort to predict nine cancers, which are the colon (ICD-9: 153.9), pancreas (157.9), ovary (183), prostate (185), connective and other soft tissue (171.9), thyroid gland (193), breast (174.9), liver (155), and bronchus and lung (162.9).

Results

We designed six tasks to evaluate our work, in which we briefly show four here due to the page limit. We employed seven predictive models, which are Random Forest (RF), Naive Bayes (NB), Logistic Regression (LR), Support Vector Machine (SVM), Deep Neural Network (DNN), Convolutional Neural Network (CNN), Graph Convolutional Networks (GCN). In Task 1, we compared all the combinations of the feature generation and classification methods. Figure 2 shows the best result was achieved by using BOF+Node2vec and Random Forest (AUC = 96.19%).
In Tasks 2 and 3, we designed evaluation strategies via different validation methods, prediction of primary cancer with internal validation and prediction of the cancer of unknown primary (CUP) cases. For the internal validation, all the cancers except colon, bronchus and lung, show promising results (AUC ROC > 95%). For the CUP cases, only breast, connective and other soft tissue show promising results (AUC ROC > 90%).

![Figure 3](image3.png)

**Figure 3.** Tasks 2 and 3 prediction for nine cancers based on the internal validation and CUP cases.

In Tasks 4, we showed how the prediction would be affected by the time-dependent data sources. The ideal model “Diagnosis”+“Medication”+“Lab test”+“Gene” (DML+G) shows impressive prediction results, where it reaches ARUC ROC 91% at 24 months in advance. Compared to the ideal model (DML+G), the best-performed model “Diagnosis”+“Medication”+“Lab test” (DML) among all the possible models only achieved promising results (>90%) within 3 months.

**Discussion and conclusion**

In this study, we developed a network-based framework leveraging the FHIR resources and RDF for cancer prediction. Our contributions can be summarized as, 1) exploration of utilizing FHIR RDF technology to provide a network-based solution for the prediction of primary cancers; 2) exploration of the diverse data sources to generate the features in prediction, especially the contribution of leveraging genetic information with phenotypic features observed in the experiments. Despite the profound value of the work as proven in this study, there are several limitations needed to be further addressed. First, we could not differentiate the germline mutation and somatic mutation in our model due to the strategy used in Foundation Medicine for sample collection in the genetic test, which introduces bias to the system. Second, the DML+G may be infeasible as most genetic tests are usually based on the specimen collected from the biopsy or surgery. We consider that the DL model has more potential as it is more practical to learn a large number of phenotypical information for cancer prediction. Third, the notable failures for CUP cases indicate that the patterns learned in the training data can be applied for predicting CUP cases. The CUP cases usually do not have phenotypical symptoms at the origin site when spread at the early stage thus they are not considered as a single type of cancer. Our future work endeavors to address the limitations to improve the developed predictive models.
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Introduction
In the past, people have had an increased rate of contracting illnesses outside health and physiological factors, such as race and income. One example of the effects can be exhibited with the recent onset of COVID-19. Studies have shown that Black populations are more likely to contract this strain of the coronavirus compared to their White counterparts.1,2 This increased risk can be attributed to external factors, such as income and location. With these factors in mind, we conducted a preliminary study in which we aim to investigate the demographic (race, location, income) aspects of COVID-19 positive patient data.

Methods
The Regenstrief Institute registry, CoRDaCO (COVID-19 Research Data Commons), contained data ranging from January 2018 to July 2020 from the Indiana Network for Patient Care. This health information infrastructure includes data from 5 major hospital systems around Indiana. The counts and proportions of race, ethnicity, and gender were extracted with R and the number of patients per unique zip code. From there, the zip codes that had 1-5 COVID-19 positive patients were discarded, and the data was generally visualized with calculated rates. This information was then combined with data from public websites with information on income and population. Racial breakdowns were obtained from the five lowest and five highest income zip codes and analyzed using an odds ratio and rates (income with other vs. white).

Results

![Figure 1. The rate of COVID-19 positive patients in white and non-white groups within the five highest and five lowest incomes per zip code.](image1)

![Figure 2. The rate of positive cases compared to income per zip code.](image2)

Table 1. Odds ratio of COVID-19 positive non-white compared to white patients within the five highest and five lowest incomes per zip code.

<table>
<thead>
<tr>
<th>Zip code</th>
<th>Household Income</th>
<th>Odds Ratio</th>
<th>p-values</th>
</tr>
</thead>
<tbody>
<tr>
<td>46001</td>
<td>$17,438.00</td>
<td>7.18</td>
<td>0.0002</td>
</tr>
<tr>
<td>47305</td>
<td>$18,496.00</td>
<td>0.9147</td>
<td>0.9103</td>
</tr>
<tr>
<td>46402</td>
<td>$18,759.00</td>
<td>0.7752</td>
<td>0.5234</td>
</tr>
<tr>
<td>47807</td>
<td>$19,819.00</td>
<td>1.9661</td>
<td>0.0421</td>
</tr>
<tr>
<td>47901</td>
<td>$20,500.00</td>
<td>3.3436</td>
<td>0.0082</td>
</tr>
<tr>
<td>48022</td>
<td>$77,790.00</td>
<td>1.2332</td>
<td>0.0151</td>
</tr>
<tr>
<td>48278</td>
<td>$78,316.00</td>
<td>2.7286</td>
<td>0.0001</td>
</tr>
<tr>
<td>46550</td>
<td>$80,351.00</td>
<td>5.7449</td>
<td>0.0001</td>
</tr>
<tr>
<td>46693</td>
<td>$100,270.00</td>
<td>1.7682</td>
<td>0.0096</td>
</tr>
<tr>
<td>46814</td>
<td>$112,300.00</td>
<td>2.5873</td>
<td>0.0362</td>
</tr>
</tbody>
</table>

Conclusion
The data observed from different websites and hospital/census databases provided much insight into the relationships between income, race, and COVID-19. When analyzing the rates of frequencies with incomes, it was found that zip codes with lower incomes had a higher rate of positive cases of COVID-19 compared to zip codes with higher incomes (Figure 1). Moreover, when conducting this analysis on the five highest and five lowest incomes, we observed that non-whites had a higher rate of COVID-19 than their white counterparts when at the same income level (Figure 2). In terms of the ten specific zip codes that were analyzed, most of the zip codes had an odds ratio higher than one, indicating that people of other racial backgrounds were being infected at a higher rate than those of white populations (Table 1). For the most part, the odds ratio was higher in areas where the majority of the population was white. Such conclusions could be attributed to a variety of factors that can be markers for unequal wealth distribution, along with there being fewer non-white people living in the area. Though such analysis provides insight into external factors related to COVID-19, there are some limitations, including the number of zip codes used for the odds ratio, gaps in the data, difficulty obtaining information about zip codes, and caveats with standardized and collecting healthcare data. Further exploration will focus on utilizing census tracts and more complex analysis of the data. By accomplishing these tasks, greater insight into the relationship between these factors can be delineated.
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Weight-based Integrated Algorithm for Modeling Time-to-Event Data of Multiple Databases without Data Sharing
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**Background:** Modeling for time-to-event for clinical events of interest, called survival analysis, is popular in clinical study in that it can estimate the prognosis of a disease, not whether or not a disease has occurred, and that patients with different follow-up periods including censoring data can be included in the model. A generalizability of time-to-event model can be improved by considering follow-up data of various patients in the model through multi-institution data. Despite the benefits of utilizing multi-institutional data, it is difficult to share the medical data of individuals with confidential characteristics. A methodological solution should be considered to model time-to-event data of multi-institutional data without sharing patient-level data.

**Methods:** The weight-based integrated algorithm (WIM) for Cox proportional hazard model is carried out in two stages. In the first step, 200 Cox models are generated through resampling at each institution, and the 200 integrated coefficients are calculated by integrating coefficients of the Cox model for each institution based on weights assigned to each institution. In the second step, 200 survival functions were estimated through 200 weight-based integrated coefficients. Based on 200 weight-based coefficients and survival curves, point and interval estimation of WIM for Cox model are performed using the mean and percentile method. We conducted an experiment using real multi-institutional data to verify the developed WIM for Cox model. It selected 10 hospitals (a total of 5,614 ICU stays) from the electronic Intensive Care Unit (eICU) Collaborative Research Database. The outcome was length of day from the date at ICU admission to the date at mortality during hospitalization, and 7 features were used. To evaluate validity of our model compared to centralized model, which was built by combining all the data of 10 hospitals, we used proportional overlap of confidence intervals (CIs)¹ (0.5 or less indicates a significant difference at a significance level of 0.05; 2 indicates two CIs overlapping completely).

**Results:** In the experiment, the proportion of overlap of the CIs for 7 features in both WIM for Cox model and the centralized Cox model was over 1. The median time from hospitalization to an event was 3.6 days, and a patient with average values of features was selected for estimation of survival rate. The 3.6 survival rates of WIM and centralized Cox model were 92.24% (95% CI, 91.78%-92.76%) and 92.44% (95% CI, 91.62%-93.26%), respectively (Figure 1). The proportion of overlap for the 3.6-day survival rate was 1.21. The 95% CI estimated by WIM for Cox model included survival rate of centralized Cox model at all time points.

**Figure 1.** Cumulative survival rate curve. A black solid and dashed line indicate survival rate and 95% CI for centralized Cox model, respectively. A red solid and dashed line indicate survival rate and 95% CI for WIM for Cox model. Grey solid lines indicate survival rates for 10 Cox models of 10 hospitals.

**Conclusion:** The proposed WIM for Cox model is a privacy-protecting analytic method for modeling time-to-event data. Through the experiment using real multi-institutional data, the WIM for Cox model was shown that not only the coefficient of the model but also the survival curve can be estimated with high accuracy.
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Introduction
Pharmacological knowledge bases (PKBs) provide current medication-related information1 that healthcare personnel use on a regular basis. Understanding how PKBs are selected, accessed, and used in clinical practice can reveal barriers to widespread adoption and use. To better understand medication-related information needs and use of PKBs across clinical environments, we surveyed current PKB users at a large, tertiary academic medical center, Vanderbilt University Medical Center (VUMC), located in Nashville, Tennessee.

Methods
Participants were invited via email by clinical or informatics leaders. Consenting clinical staff within VUMC across a variety of clinical environments and settings (inpatient/outpatient, adult/pediatrics) including pharmacists, providers, nurses, and others who have used PKBs in the past year were eligible to participate in a survey exploring use PKBs. In order to better understand a specific user experience and workflow, we asked additional survey questions to participants that focused on a single PKB, Micromedex®. Surveys were administered and study data collected using REDCap according to best practices for anonymity, confidentiality, privacy and security.2 We compared the types and frequencies of information sought, modes of use, and overall experience and perceptions about the PKBs. Results were stratified by role, practice area, and years of experience; significance of differences were calculated by (Chi square analyses). Factors that influenced the usage of PKBs were evaluated in this survey using a series of open-ended, free-response questions and thematic analyses conducted by three researchers. The study was determined exempt by the VUMC Institutional Review Board (IRB).

Results
We surveyed a total of 155 medical personnel. Respondents included nurses (31%), residents (25%), fellows (19%), pharmacists (8%), nurse practitioners (7%), attending physicians (5%), and others (5%). PKBs were accessed through web browser (82%), mobile application (55%) and/or the electronic health record (EHR) (48%). In response to open-ended questions regarding factors which influence usage of PKBs, users cited accessibility as the most important feature driving use of a PKB, followed by reliability and general ease of use. Of the 63 Micromedex users further surveyed, the most common uses involved side effects/indications (26%), drug-drug interaction (24%), dosing/dosing adjustment (24%), IV compatibility (23%), and administration (19%). Information in Micromedex was most often accessed using a keyword search (62%), followed by navigation of headings (59%). We found statistically significant differences (P = 0.008) between user roles and frequency of use of Micromedex; nurses and pharmacists used Micromedex daily or several times per week; nurse practitioners and residents used it several times per month; fellows used it less than once per month. There were no significant differences in mode of use of Micromedex by role, years in role, or practice area.

Discussion and Conclusion
PKBs help hospital staff care for patients in numerous ways related to medication management. Ease of accessibility and minimal interruption of the individual’s workflow were the factors most associated with PKB use. Thus, how the EHR affords access to the PKB is critical. Micromedex, frequently used by nurses and pharmacists, is most often consulted for drug information needs including side effects, interactions, dosing, IV compatibility and administration. The relationship between user role, training, modes of access (web, EHR, or mobile application), previous exposure to similar tools, and specific modes of information retrieval are currently under further investigation.
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Age Aware Model of Phenotype Risk Score
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Introduction

Electronic health records (EHR) have provided a powerful resource in studying different diseases and their genetic etiology. In the case of mendelian disorders, however, this can be a challenging task since they are generally rare in the population. Common strategies, such as genotype and phenotype association studies, are often inadequate in capturing the full phenotypic pattern of rare diseases as they examine phenotypes independently.

The Phenotype Risk Score (PheRS) is a method developed to address this problem by scoring patients based on their similarity to the clinical features of a mendelian disease as described in the Online Mendelian Inheritance in Man (OMIM)¹². This method allows us to identify individuals with different combination of mendelian phenotypes who share the same genetic cause. The PheRS was able to distinguish between cases and controls of a number of mendelian diseases and uncovered potentially pathogenic variants that were previously unknown.

The Current PheRS model combines sub-phenotypes characterizing each mendelian disease weighed by their log inverse prevalence in the population. This weighting scheme assigns the same weight to all individuals with a particular phenotype and does not take into account time dependent factors, such as the timeline and frequency of phenotype emergence. Previous research has shown that modeling the risk of having a disease phenotype as a function of age increases the power for detecting significant associations in genome-wide association studies (GWAS)³. We hypothesize that, similarly, an age aware PheRS model will more accurately summarize the phenotypic characteristics of mendelian disorders and quantify the risk of harboring them.

Materials and Methods

We are calculating the PheRS for each mendelian disease through a weighted aggregation of its clinical sub-phenotypes. For this, we use the annotations provided in the Human Phenotype Ontology (HPO) using the OMIM mapping. These annotations are then mapped to diagnostic codes extracted from Vanderbilt University Medical Center (VUMC) Synthetic Derivative (SD), a de-identified version of VUMC’s EHR.

Using Cox proportional hazard regression, we can quantify the risk of developing each disease sub-phenotype given the age of first visit and either the age at which the phenotype is first recorded in the EHR or the age of last visit. The risk values can then be used to construct new weights that are inversely related to the patient’s predicted probability of having different sub-phenotypes.

To evaluate the final PheRS model, we are using a set of 16 mendelian diseases with known cases. We can then compare the performance of the two models based on how well each can distinguish between cases and controls of the gold standard set. Additionally, we can test the sensitivity of the new PheRS model in capturing significant pathogenic variants using genetic association studies.

Conclusion

The age aware model of PheRS can be used as a high throughput approach to generate evidence for pathogenicity of rare variants or identify unknown protective variants. PheRS can also provide the means to study mendelian disease inheritance patterns.
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Introduction
As pediatric cancer remains the leading cause of death in children past infancy, the National Cancer Institute recently introduced the Childhood Cancer Data Initiative with a goal to effectively use and share pediatric cancer data. With the emergence of clinical data warehouses, which provide a comprehensive view of a single patient by consolidating medical, operational, and clinical data¹, extracting cohorts of patients through various streams became much more feasible. Because cancer care is highly complex, and summary labels such as validated diagnoses or treatment plans are often not available, pediatric cancer patients must also be identified through various data sources. In this study, we discuss a three-fold approach to discovering this cohort of patients and address the discordance in the three analytical approaches taken.

Methods
Clinical source data stored in the EHR-based data warehouse at the Children’s Hospital of Philadelphia were used to extract inpatients and outpatients with cancer from January 1, 2000 to August 24, 2020, using one of three criteria:

- **Method 1**: Visits to an oncology service
- **Method 2**: International Classification of Diseases (ICD) 9/10 CM codes indicating a malignant neoplasm diagnosis: ICD9: 140-239 EXCEPT 210-229 OR ICD10: C00-C96
- **Method 3**: Hospital Tumor Registry (Patients with any of the following primary or metastatic malignant conditions: Leukemia, central nervous system tumors, neuroblastoma, bone tumors, rhabdomyosarcoma, kidney tumors, liver tumors, retinoblastoma, germ cell and gonadal tumors, Hodgkin’s disease, non-Hodgkin’s lymphoma, and other malignant tumors)

Results
A total of 37,092 unique patients were identified. The overlap in patients is shown in Figure 1. In the registry cohort of patients, about 7.9% did not have visits to any oncology clinic. Instead, visits were largely in a radiology or endocrinology department. About 77.3% of those patients were identified as having thyroid tumors, leukemia, central nervous system tumors, neuroblastoma, or other malignant tumors. For those patients only with visits to an oncology service and identified as having malignant ICD codes, 45.1% were present in the registry with 75.9% having conditions that were instead ‘neoplasm ruled out’, ‘benign central nervous system tumors’, ‘histiocytic disorders’, ‘neurofibromatosis’, and ‘non-malignant tumors.’ For patients with only visits to an oncology service, 24% were recorded in the registry with 77.6% of these having a diagnosis of ‘neoplasm ruled out’, ‘hematopoietic stem cell donors,’ ‘non-malignant hematologic disorders’, ‘conditions predisposing to cancer’, and ‘non-malignant tumors.’

Conclusion/Discussion
Consolidating disparate sources is crucial when seeking to discover a hospital-wide cohort of patients. This is especially true for pediatric cancer as patients with different conditions have largely heterogenous care pathways. Visits to an oncology service alone often indicated false positive patients, however this conclusion requires further exploration. Similarly, patients were at times falsely diagnosed as having a malignant condition through ICD visit diagnoses. Often, it was in the tumor registry where a diagnosis was confirmed as malignant. Nevertheless, registries should not be used as the only source of truth for diagnoses given the latency of this manual process in identifying patients. In the case of this cohort, remaining inclusive while establishing sub-cohorts by degree of confidence as having cancer, may allow us to more effectively capture a general pediatric cancer population by condition.
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Introduction

Using anonymization or de-identification, data is transformed to reduce the risks to the privacy of individuals when data is processed for secondary purposes or disclosed to third parties. Developing tools which support this process is challenging due to the technical complexity of many anonymization methods and associated scalability and usability issues. The ARX Data Anonymization Tool is a comprehensive open source software for anonymizing structured individual-level health data. It was first presented at the 2014 AMIA Annual Symposium [1], has been continuously developed and extended with further functionalities [2] and is freely available on the project website (https://arx.deidentifier.org). The objective of this poster is to provide an overview of the current features of the software, a comparison with related projects, and an outlook on future developments.

Methods

Using ARX data can be transformed semi-automatically while privacy risks are traded off against output data utility. The tool can be used to de-identify data according to the Safe Harbor and Expert Determination methods defined by the Health Insurance Portability and Accountability Act (HIPAA) Privacy Rule and for applying quantitative anonymization approaches required by the EU General Data Protection Regulation (GDPR). The three most distinctive properties of the software are: a comprehensive set of supported features, high scalability, an intuitive graphical frontend. In the poster, we will provide an overview of the software along three important axes:

1. **Transformation models** – The software supports more than 10 different ways of transforming data, including methods, such as generalization, top- and bottom-coding, suppression, sampling and micro-aggregation.
2. **Privacy models** – ARX supports more than 10 different methods for quantifying and protecting privacy, including traditional syntactical models, such as k-anonymity, statistical models for population uniqueness, and state-of-the-art semantic models including a game-theoretic approach and (κ,δ)-differential privacy.
3. **Utility models** – The tool supports more than 10 different models for quantifying the utility of data during the anonymization process, including general-purpose methods reflecting data fidelity or changes to value distributions as well as application-specific models, e.g. for creating privacy-preserving machine learning models.

In addition, selected highlights will be presented, including plugins for Extract-Transform-Load (ETL) tools and an integrated reliable computing framework that ensures that ARX delivers on the promised privacy guarantees. Furthermore, we will present future extensions, including data masking features, risk assessment based on Minimal Sample Uniques and an integration of the R statistical programming framework for utility analyses. Based on the presented features, ARX will be compared to related open source tools, including the UTD Anonymization Toolbox, the Cornell Anonymization Tool, sdcMicro, Amnesia, Open Anonymizer and μ-Argus (see [3] for an overview of some related tools).

Results

The results of our comparison will show that ARX supports a much broader spectrum of methods than any comparable open source tool. Moreover, almost all methods supported can be combined arbitrarily and all methods are supported through the graphical user interface. Also in terms of scalability, ARX outperforms related tools.

Conclusion

This poster provides an overview of the features supported by ARX and shows that it is much more comprehensive than related tools. That these are important features of the software is demonstrated by its broad adoption and international recognition, which we will focus on in another poster at AMIA 2021.
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Introduction

Healthcare is expected to generate 2.3 zettabytes of unstructured data in 2020, which presents regulatory and computational challenges for research purposes. To comply with the Health Insurance Portability and Accountability Act (HIPAA), Protected Health Information (PHI) must be redacted to enable researchers' easier access. This project highlights the implementation process of a de-identification pipeline at the Wake Forest Baptist Medical Center using natural language processing (NLP). This process has been approved by the Institutional Review Board (IRB) and the Chief Privacy Officer of this institute.

Methods

MITRE identification Scrubber Toolkit\(^1\) (MIST) software is a widely used NLP based tool for identifying PHI in unstructured data. In our data set, PHI includes NAME, LOCATION (related to patient), DATE, PHONE, HOSPITAL, IDNUM, and AGE. These tags are chosen per the safe harbor method. Similar identifiers are grouped, e.g., IDNUM encapsulates any alphanumeric identifiers. NAME encapsulates both the patient and the doctor's name. This project initially considers pathology reports (N=368,355). A random representative sample of n=860 reports are extracted, and any PHI is manually tagged. These records are randomly chosen to get a relatively uniform distribution of records (~100) from each year and percentage equivalents of each type, allowing for changing formats. The extracted reports are randomly split (80/20) into a training set (n\(_1\)=688) and a test set (n\(_2\)=172).

The tagging is completed via MIST's web-based interface. The final pipeline includes calling MIST functions and internally developed masking python code. The pipeline is ported into a Docker container for easy deployment and is linked to an external oracle database which stores the unprocessed and NLP based de-identified notes.

Results and Discussion

<table>
<thead>
<tr>
<th>MIST label</th>
<th>True labels (hand-tagged)</th>
<th>Non-PHI</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>PHI</td>
<td>1497</td>
<td>64</td>
<td>1,561</td>
</tr>
<tr>
<td>Non-PHI</td>
<td>47</td>
<td>62,809</td>
<td>62,856</td>
</tr>
<tr>
<td>Total</td>
<td>1544</td>
<td>62,873</td>
<td>64,417</td>
</tr>
</tbody>
</table>

Table 1: Confusion Matrix containing the overall PHI vs. non-PHI at token level

The test set contains 64,417 labels in \(n_2\) = 173 reports. Performance on the test set is measured by the precision, recall, and F-measure scores. Our model has a 95.9% precision (positive predictive value), 97.0% recall (sensitivity), and F-measure 96.43% (95% CI = 95.82%, 97.09%). A 95% bootstrap confidence interval for the F-measure was calculated by taking 1,000 samples of size 64417 (from Table 1). The percentage of PHI redacted is considerably high, at 96.95% (1497/1544). Notably, the tags for NAME, IDNUM and DATE have a recall above 99%.

Notably, this performant pipeline averages processing 1 report per 0.077 seconds. This model is applied to all N=368,355 reports to obtain de-identified reports indexed by Elasticsearch. We have created visualizations and made these notes searchable through Kibana dashboards. This is accessible to CITI-trained researchers at the Wake Forest School of Medicine for exploration of de-identified reports in the preparatory research phase. The novelty of this approach lies in the performant implementation and streamlined availability of indexed de-identified notes which has been approved by our IRB. This approval has laid the foundation for models to be created for other types of notes to further benefit our research community.
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Introduction
The Sequential Organ Failure Assessment (SOFA) scoring system was developed in an attempt to quantify the severity of illness to estimate risk of mortality [1]. While hospital triage systems have used SOFA score as an element of resource triage decisions, it has not been well validated for estimating mortality in COVID-19 patients. In this analysis, we evaluate predictive performance of the SOFA score in COVID-19 ICU patients for outcome (mortality) prediction.

Methods
All patients with a positive COVID-19 PCR test who were admitted to an ICU for at least 24 hours at Barnes-Jewish Hospital, a large tertiary-care academic medical center in St. Louis, MO, between 03/12/2019 and 10/24/2020 were eligible for inclusion. All inpatient information, including demographic, vital sign, laboratory, flowsheet, mortality, and admission/discharge/transfer data were extracted from the electronic health record. The SOFA score was calculated according to established criteria [1]. Based on the results, each patient was assigned a score out of 24, with a higher score indicating a greater severity of illness. Replacement criteria was applied for all missing values. Missing mean arterial pressure (MAP) and Fraction of inspired oxygen (FiO2) was calculated from blood pressure and O2 flow rate, respectively following established methods [2,3]. If O2 flow rate was missing, we assumed an FiO2 of 21%, equivalent to room air. Missing PaO2 values were estimated from SpO2 values [4]. For all other missing data, mean, median, last observation carried forward and K-Nearest Neighbor (KNN) imputation techniques were tested. Data with no prior measurements was assumed to be missing not at random due to clinical judgement and imputed as normal. Mortality rate, initial SOFA score, maximum SOFA score, mean SOFA score, and ΔSOFA score (difference between maximum SOFA score and initial SOFA score) was calculated for all patients within the first 24 hours of admission.

Results
Out of 4527 COVID-19 positive patients, 864 patients met the inclusion criteria. Out of the 864 patients, in-hospital mortality occurred in 306 (35.42%). The area under receiver operating characteristic (AUROC) curve and area under precision recall curve (AUPRC) for mortality prediction within the first 24 hours of admission are shown in Figure 1. SOFA score with no imputation presented larger area under curve (AUC) in comparison to the SOFA score with other imputation techniques (AUC with no imputation = 0.7404; AUC with median imputation = 0.7349; AUC with mean imputation = 0.7344; AUC with KNN Imputation =0.7343).

Conclusion
This initial retrospective analysis attempts to validate the SOFA score for mortality prediction in COVID-19 ICU patients. Our results indicate that maximum SOFA predicts patient mortality relatively well in our COVID-19 ICU cohort and may be a useful predictor of outcome. Future direction includes integrating Acute Physiology and Chronic Health Evaluation (APACHE) II score and building a machine learning pipeline with electronic health record variables to determine the comparative validity.
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Background and Need

The Program Performance and Data Analytics team are tasked with providing analytical and statistical support for the Department of Veterans Affairs (VA) Veterans Health Information Exchange (VHIE). Reports generated by this team support VA leadership in strategic decision-making, inform VHIE Community Coordinators as to the status of exchange within their area of management and assist VHIE operational managers with analyses and trends in system quality and interoperability over time [1]. A primary objective is to inform VA business needs: improve Veteran care through effective clinician utilization of health information exchange. Progress toward this goal is monitored through Key Performance Indicators (KPIs) (e.g., rate of exchange) and Critical Success Factors (CSFs) (e.g., eHealth Exchange adaptor system uptime). Consequently, measurement of progress and achievement of VHIE goals, objectives, KPIs, and CSFs are all derived from distinct data points that dictate the architecture of an analytic reporting system (Figure 1). For example, a key indicator of VA clinician adoption would include transactional information on inbound HIE traffic trends to VA requiring upwards of three different audit tables to formulate. The more detailed poster that will describe this research will expose the understanding derived from mapping these direct connections and the broader impact on performance evaluation throughout the evolution of the VHIE system.

VHIE Analytic Performance Reporting Platform Schema

As VHIE systems continue to evolve and migrate to commercial platforms, it will be essential to understand the impact and level of effort required to develop VHIE Analytics reporting platforms so that they can continue to measure, and monitor progress and performance [2].

This poster will describe the data used and how those data are mapped against VHIE goals, objectives, KPIs, and CSFs. These data are retrieved from VHIE repositories and logs that include systems such as the Veterans Authorizations and Preferences, the Master Veteran Index, and the VHIE gateway and adaptor. These systems are used to monitor reporting domains for Veteran consent collection, patient matching success, and volume of retrievals and disclosures of patient health summaries. Schemas such as this will provide a valuable blueprint for similar HIE efforts.
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Introduction

The COVID-19 pandemic has claimed over 310,000 lives in the United States¹. A promising resource for discovery in COVID-19’s symptom progress is data documented in electronic health record (EHR) systems as part of clinical care. Such data are stored in disparate locations within the EHR, requiring multiple extraction methods. We compared the symptom detection rates of three extraction methods to assess the comparative utility of each source of COVID-19 related symptoms within the EHR.

Methods

Symptoms were extracted from EHR data for all patients who were tested for SARS CoV-2 through May 31, 2020 from a single large healthcare system in the state of Washington. Three methods were used: 1) extraction of ICD-10 codes, which reflected symptoms and diagnoses documented for medical billing, 2) regular expression matching of clinical notes using a COVID-19 note template developed for standard use across the health system, and 3) a previously reported and evaluated Natural Language Processing (NLP) pipeline²,³ applied to clinical notes. Patients were considered to either have or not have each of 11 different symptoms (fever, cough, shortness of breath, sore throat, rhinorrhea, headache, GI symptoms, general aches and pains (myalgia), anosmia, ageusia, and chills) by each of the 3 methods if they were documented in the EHR in the 10 days prior to SARS CoV-2 PCR lab test. ICD codes and NLP and pattern parsing outputs were matched to the symptom totals and overlap between extraction methods. A small sample of notes was manually annotated for symptom presence by the authors and compared to automatically extracted symptoms to validate NLP performance.

Results

SARS CoV-2 PCR tests were conducted across 25,115 unique patients, who were given 32,924 total tests between February 29 and May 31, 2020. COVID-19 related symptoms were extracted at differential rates across sources within the EHR (see Figure 1). On average, tested patients had 1.1 (SD 1.9) symptoms documented within 10 days before a SARS CoV-2 PCR test, with cough (24%), myalgia (23%), and fever (20%) being the most common. However, 65% of tests had no associated symptoms identified. NLP detected the most symptoms of all the extraction methods, namely 88.2% of all symptoms, and 66.5% were detected only by NLP. The ICD data source added 3,554 (10.0%) symptoms that were not already captured by NLP, and the parsing of notes using regular expression extraction from a known structure added 636 (1.8%) more symptoms. In a small sample of 10 manually annotated notes, NLP demonstrated an average sensitivity of 79% and an average specificity of 77%.

Discussion & Conclusion

All three extraction methods contributed to COVID-19 symptom detection, with NLP detecting the large majority of symptoms and template parsing detecting the least number of symptoms. A standardized note template containing a discrete checklist of COVID-19 related symptoms led to simple and highly accurate text parsing; however, the template was used infrequently, and NLP extraction was able to parse most of the template-derived symptoms. ICD codes directly provide discrete symptom data; however, NLP captured more symptoms than ICD codes, possibly because clinical narrative tends to be more detailed and captures information peripheral to the chief complaint. Given NLP methods resulted in the highest extraction rate of COVID-19 related symptoms, using only methods such as note template parsing and structured data extraction of ICD codes may miss a significant amount of symptom data.
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Introduction
While healthcare systems have focused on overall case reporting to inform the COVID-19 response, finer information on patient demographics, respiratory illness, tests and results is also important. For example, population shifts in respiratory symptoms for patients not yet tested for COVID-19 may be difficult to identify with currently mandated data. The CDC does not typically have access to joint trends in patient characteristics, as these require a robust and interoperable health information infrastructure. Our objective was to demonstrate an example of public health analytics for COVID-19 by using our clinical data warehouse to provide a synthesis of demographic and clinical data from our healthcare system.

Methods
We queried the Stanford Medicine STARR-OMOP¹ de-identified data warehouse, which conformed to the OMOP-CDM schema² and can be accessed via Google BigQuery. We composed SQL queries for three phenotypes: 1) visits related to respiratory illnesses identified by related concept families of ICD10CM codes, 2) SARS-CoV2 Nucleic Acid Amplification tests identified by LOINC codes, and 3) results associated with those SARS-CoV2 tests. To characterize the relationship between testing and symptoms, we additionally filtered SARS-CoV2 tests that resulted up to 14 days after respiratory diagnoses. The data were then stratified by age, gender, race, and ethnicity. Metadata conveying processing parameters were also included in the final export.

Results and Lessons Learned
From 6/10/2020 to 7/21/2020, we supplied 5 data updates, cumulatively reporting on 44,240 patients with respiratory symptoms and 79,200 patients receiving SARS-CoV2 tests. We were able to extract clinical data and create a public health update in less than three minutes, which could be re-run on-demand. Example reports are available publicly at tinyurl.com/stanfordcovidcdmwr

There were several factors contributing to our success, including the availability of de-identified STARR-OMOP data for prototyping prior to establishing a data transfer agreement with public health agencies and the use of a common data model enabled rapid design iteration as the health questions evolved. The use of a standardized schema allows our analysis pipeline to be transferred to other institutions to enhance public health reporting. Doing so would be a major step ahead in addressing the data woes surrounding COVID19 response³. Limitations of the data include missing values in certain fields, which may reflect workflow issues or limitations of the data transformation for our analytic warehouse.

Conclusion
Data from the OMOP-CDM can facilitate serving an urgent public health need. Compared to traditional analytics, which often involve tailored queries, a common data model can facilitate rapid and iterative reporting for clinical trends during a pandemic.

References
Ranking-based Convolutional Neural Network Models for Peptide-MHC Binding Prediction

Ziqi Chen, Ph.D. student\textsuperscript{1}, Martin Renqiang Min, Ph.D.\textsuperscript{2}, Xia Ning, Ph.D.\textsuperscript{1,3,4}
\textsuperscript{1}Computer Science and Engineering, The Ohio State University, Columbus, OH, USA;\textsuperscript{2}Machine Learning Department, NEC Labs America, Princeton, NJ, USA;\textsuperscript{3}Biomedical Informatics, The Ohio State University, Columbus, OH, USA;\textsuperscript{4}Translational Data Analytics Institute, The Ohio State University, Columbus, OH

Introduction Computational predictive models have been widely used to predict the binding between peptides and major histocompatibility complex (MHC) genes [1]. In this study, we developed two new deep convolutional neural networks (CNNs) with attention mechanism for allele-specific peptide-MHC binding prediction. We conducted a comprehensive study on the model architectures and ranking-based learning objectives so as to accurately prioritize the most promising peptides that need be experimentally assessed for the design of peptide vaccine.

Methodology We developed the following CM model and SCM model for peptide-MHC binding prediction. CM, as presented in Figure 1, is composed of 1D convolutional layer, a self-attention layer and a fully connected layer. The 1D convolution layer applies multiple kernels of length \( k \) to learn the \( k \)-mer embeddings. The self-attention layer is employed to assign an attention weight to each \( k \)-mer embedding. The weighted sum of all the \( k \)-mer embeddings is then used as the input to the fully connected layer for the binding prediction. The SCM model, as presented in Figure 1, extends the CM by having global kernels to extract global features for peptides. The global features are concatenated with the peptide embeddings for the binding prediction. We also proposed three learning objectives based on pair-wise hinge loss functions to prioritize promising peptides. Given a pair of peptides of different binding levels, these objectives require the score of peptide of higher binding level greater than that of lower binding level by a margin \( m \). The first objective \( L_v \) defines the margin \( m \) between two peptides using the difference of their binding affinities. The second objective \( L_l \) defines the margin using the difference of their binding levels. The third objective \( L_i \) extends \( L_l \) by requiring similar peptides to have similar predicted scores. These objectives are compared with the baseline objective \( L_{ms} \) which uses mean square loss as in many regression models.

Datasets and Experimental Results We assembled dataset from the Immune Epitope Database (IEDB) with 202,510 binding affinity measurements across 128 alleles. We built our models by combining CM and SCM with different learning objectives, and compared our models with the state-of-the-art baseline MHCflurry [1] with \( L_{ms} \). We evaluated these methods with 5-fold cross validation and report their best performance in terms of the average of all 7 metrics across the 128 alleles. Table 1 presents the average improvement over MHCflurry + \( L_{mv} \) on IEDB dataset. The results show that the combination SCM with \( L_v \) has the highest improvement over the baseline among all the models (e.g., 12.45\% improvement over the baseline on ROC\textsubscript{10}). The loss function \( L_v \) enables significant improvement on most metrics (e.g., for MHCflurry, \( L_v \) enables improvement over all metrics). This demonstrates the strong potential of our new deep learning models in prioritizing the most promising peptides.

Table 1: Performance Comparison (%)

<table>
<thead>
<tr>
<th>method</th>
<th>( \text{loss} )</th>
<th>( \text{AR}_{100} )</th>
<th>( \text{HR}_{100} )</th>
<th>( \text{AR}_{500} )</th>
<th>( \text{HR}_{500} )</th>
<th>( \text{AUC ROC}_{10} )</th>
<th>( \text{AR}_{10} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM</td>
<td>( L_v )</td>
<td>8.12</td>
<td>7.82</td>
<td>1.30</td>
<td>3.46</td>
<td>2.88</td>
<td>7.71</td>
</tr>
<tr>
<td></td>
<td>( L_l )</td>
<td>3.40</td>
<td>4.56</td>
<td>0.47</td>
<td>3.38</td>
<td>2.21</td>
<td>4.87</td>
</tr>
<tr>
<td></td>
<td>( L_i )</td>
<td>6.89</td>
<td>7.72</td>
<td>2.60</td>
<td>3.64</td>
<td>3.23</td>
<td>7.42</td>
</tr>
<tr>
<td></td>
<td>( L_{ms} )</td>
<td>-8.37</td>
<td>-0.54</td>
<td>-8.04</td>
<td>-3.45</td>
<td>-1.73</td>
<td>-7.07</td>
</tr>
<tr>
<td>SCM</td>
<td>( L_v )</td>
<td><strong>12.11</strong></td>
<td><strong>10.46</strong></td>
<td><strong>6.84</strong></td>
<td><strong>8.63</strong></td>
<td><strong>4.87</strong></td>
<td><strong>18.26</strong></td>
</tr>
<tr>
<td></td>
<td>( L_l )</td>
<td>7.41</td>
<td>7.46</td>
<td>4.90</td>
<td>5.94</td>
<td>3.92</td>
<td>13.79</td>
</tr>
<tr>
<td></td>
<td>( L_i )</td>
<td>8.63</td>
<td>6.40</td>
<td>5.87</td>
<td>6.85</td>
<td>4.27</td>
<td>13.48</td>
</tr>
<tr>
<td></td>
<td>( L_{ms} )</td>
<td>5.55</td>
<td>6.93</td>
<td>2.56</td>
<td>3.82</td>
<td>2.35</td>
<td>13.71</td>
</tr>
<tr>
<td>MHCflurry ( L_v )</td>
<td>10.62</td>
<td>10.04</td>
<td>5.81</td>
<td>5.27</td>
<td>3.86</td>
<td>12.09</td>
<td>9.12</td>
</tr>
<tr>
<td>MHCflurry ( L_l )</td>
<td>7.99</td>
<td>7.69</td>
<td>5.06</td>
<td>4.33</td>
<td>3.97</td>
<td>10.30</td>
<td>7.27</td>
</tr>
<tr>
<td>MHCflurry ( L_i )</td>
<td>7.28</td>
<td>6.58</td>
<td>5.88</td>
<td>5.83</td>
<td>4.10</td>
<td>9.97</td>
<td>8.20</td>
</tr>
<tr>
<td>MHCflurry ( L_{ms} )</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

*ARx* denotes the average rank of peptides with binding affinity less than \( x \) \( \mu \text{M} \). **HRx** denotes the hit rate of peptides with binding affinity less than \( x \) \( \mu \text{M} \). ROC\textsubscript{x} denotes the area under the ROC curve up the x-th false positives. The numbers in the table are percentage improvement compared to the baseline MHCflurry with \( L_{ms} \) loss. The best performance under each metric is in bold.
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Introduction
The incorporation of pharmacogenetic (PGx) testing in clinical practice has become an increasingly recognized strategy for optimizing medication use. PGx data can support different electronic health record applications including clinical decision support, dashboard surveillance, or as a reference tool. A clinical decision support application should provide succinct alerting with recommended prescribing actions to take and why. A dashboard application might include a patient’s medication list along with actionable genetic results and drugs for which testing may be considered. A referential workflow might involve a comprehensive report of a patient’s genetic test results, whether actionable or not.

Data model
A pharmacogenetic information model for clinically relevant drug-gene-phenotype triads (“triads”) for different PGx applications must account for gene-based recommendations that depend on a variety of factors. These factors can be broadly grouped into the following areas: (1) variant specificity, (2) treatment intent, (3) drug formulation characteristics, and (4) patient characteristics. Variant specificity includes single and multiple gene results, genotype, phenotype, activity score, and presence or absence of certain low function alleles that can affect drug response. Treatment intent refers to the drug’s reason for use, as recommendations may be specific to a drug’s indication (e.g., clopidogrel/CYP2C19 phenotype in ACS-PCI patients) or to uses that require higher initial doses (e.g., tricyclic antidepressants/CYP2D6). Drug formulation characteristics are important since recommendations may apply to certain routes of administration but not others (e.g., systemic versus topical tacrolimus/CYP3A5). Patient characteristics such as age (e.g., pediatric vs adult recommendations for atomoxetine/CYP2D6 phenotype) and ancestry or race may also influence gene-based guidance.

PGx recommendations should be stratified in a manner that can enable interruptive alerting when clinician action is appropriate versus those that simply provide informational content expected within a “look-up” or referential application. Separate recommendations may be associated with genetic test status (e.g., result present, pending, never ordered). Mechanism of drug-gene interaction (e.g., polymorphic drug disposition, adverse drug reaction susceptibility) as well as potential clinical consequence (e.g., increased toxicity, poor efficacy) with reference citations and evidence ratings should also be included.

Our PGx model, which is based on iterative review of PGx information in drug labeling and practice guidelines, includes attributes that allow for variant comprehensiveness, drug and patient characteristics, interoperability and alert construction and classification. Due to the lack of current PGx lab interoperability and standardization, our model also accounts for variations in result terminologies used across laboratories and health systems and can accommodate future lab interoperability standards should they be implemented. Examples of pharmacogenetic information modeling and sample alert constructs for display in clinical decision support systems will be presented.
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Introduction: Ovarian cancer (OvCa) is the most lethal gynecological cancer with the highest rate of recurrence. OvCa patients request abundant information on the internet across the continuum of cancer care. Social media has emerged as a resourceful hub for patients to share their experiences and seek help from each other. It has also provided a salient database for clinicians and researchers to extract unique self-reported patients’ experiences, which are not commonly reported in clinical data. Previous studies have shown that patients who suffered from chronic illness use online health communities (OHCs) to discuss similar health issues and symptoms with peers. Leveraging OHCs to understand the unmet needs of OvCa patients would add value to cancer research; however, there is a dearth of research examining the OHCs among OvCa patients. Thus, the objective of this study is to use topic modeling to understand the most influential topics among OvCa patients through the analysis of online forum posts.

Method: Data were extracted from an online OvCa forum (i.e., National Ovarian Cancer Coalition), which contains more than 900 posts that include initial thread and comment. We extracted the id, user no., URL, title of the post, post content, and post comments from the forum. We used lemmatization and synonym grouping functions to filter words with the same meaning with Python 3.8.0 programme NLTK package. After tokenization, stemming, stop words removal, symbols removal, and synonym matching, Latent Dirichlet Allocation (LDA) was used to identify topics. We explored the dataset with a manual investigation to determine the appropriate number of topics. Topic and keywords distributions are displayed by pyLDAvis (Figure 1). The access of data has been approved by NOCC and reviewed by the institutional review board in our institution.

Result: 909 posts were extracted from 460 users in the OHC. Stage, treatment, new, chemo, cancer, surgery, trial, question, tumor, recurrence, year, cell, group, expert, clinical were the most frequent fifteen words that appeared from the entire corpus. We identified fifteen topics from our LDA model, which covered across the cancer trajectory (Table 1). Among 15 topics, treatment-related (n=6) played a preponderant role, while keywords of chemotherapy (n=3) and recurrence (n=3) prevail in the forum discussion. Daily life sharing (n=4) about chemotherapy story, gratitude, support, and emotions are commonly found and associated with broad discussion scope.

Conclusion: The topics classified in this corpus reflected the diverse information needs of OvCa patients. OHCs can extract more daily life cancer challenges and difficulties from cancer patients. Clinicians can prioritize their time with patients and caregivers to discuss their most concerned topics from our study. This study shed light on generating meaning from unstructured text. Future research can explore the topic differences and interconnectedness between cancer stages and treatment phases with text network analysis.
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Figure 1. Topic modeling results from pyLDAvis
Enabling Data Liquidity for Health Data Science: Initial Experiences with a Suite of APIs for EHR Data

Ryan Craig, MMCi¹, Shelley Rusincovitch, MMCi², Ricardo Henao, PhD², Ursula Rogers¹²
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Background
Gaining secure, reliable, and efficient access to the right data sources is critical to the development of health data science. Through a partnership with the Duke AI Health Institute, the DHTS Analytics Center of Excellence (ACE) designed and deployed an initial suite of APIs (application programming interfaces) that has allowed machine learning (ML) processes to programmatically access Electronic Health Record (EHR) data within a basis of appropriate compliance and adherence to patient privacy. The success of these APIs has laid the foundation for further expansion across both structured and unstructured EHR data, and has achieved an important goal in promoting data liquidity.

Design
The rationale for creating these APIs originated from a multitude of EHR data requests for various ML research projects. It was clear that while the cohorts differed, the data elements being requested were often very similar. These one-off data requests take time and analyst effort, therefore the capability to extract EHR data elements directly into the ML pipeline became desirable. API design involved curating common data elements, using PCORNet CDM as a base, while building in flexibility with query parameters for targeted data retrieval. Swagger design documents were created based on the REST standard Open API spec 3.0. Since our ML projects often require a large inventory of detailed data points, the US Core Data for Interoperability (USCDI) was considered and expanded upon during design, ensuring compatibility with the Fast Healthcare Interoperability Resources, Release 4 (FHIR R4) standard and other standards endorsed by the Office of the National Coordinator (ONC).

The initial use case driving the development of the API suite (Table 1) was a set of ML projects using natural language processing (NLP) with unstructured clinical narrative. Projects such as Prostate mpMRI, which analyzes biopsy results in pathology reports, using PCORNet CDM as a base, while building in flexibility with query parameters for targeted data retrieval. Swagger design documents were created based on the REST standard Open API spec 3.0. Since our ML projects often require a large inventory of detailed data points, the US Core Data for Interoperability (USCDI) was considered and expanded upon during design, ensuring compatibility with the Fast Healthcare Interoperability Resources, Release 4 (FHIR R4) standard and other standards endorsed by the Office of the National Coordinator (ONC).

<table>
<thead>
<tr>
<th>Unstructured data</th>
<th>Structured data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinical Notes</td>
<td>Demographics</td>
</tr>
<tr>
<td>OR Notes</td>
<td>Encounters</td>
</tr>
<tr>
<td>Radiology Reports</td>
<td>Procedures</td>
</tr>
<tr>
<td>Pathology Reports</td>
<td>Diagnosis</td>
</tr>
<tr>
<td>MyChart Messages</td>
<td>Ordered Meds</td>
</tr>
</tbody>
</table>

Figure 1. APIs currently available

Implementation
Figure 1 lists the initial use case APIs and additional APIs developed for complementary structured EHR data. Figure 2 illustrates the system design, which incorporates programmatic filtering to bind patient cohorts to projects and projects to end users; and Active Directory (AD) Groupers, leveraging Duke’s existing security to control access to projects. User access to these APIs takes place in the Duke Protected Analytics Computing Environment (PACE).

Future Development
As the need for real-time data becomes a high priority, future enhancements will allow for the same resource to support both retrospective analysis and near real-time events without placing technical burden on the production EHR. This will be accomplished by pointing the APIs to a real-time data lake. This shift will allow for downstream developers to focus on creating action-oriented applications, support a breadth of data science needs and help us reach our ultimate goal of data liquidity.
Application of an informatics needs assessment to guide discussions on the development of a roadmap for an informatics-savvy injury center

Melvin Crum¹, MS, Kamran Ahmed¹, MD MS, Mamadou Misbaou Diallo¹, MD MPH, Jeffrey Gordon¹, PhD
¹Centers for Disease Control and Prevention, Atlanta, Georgia, USA

Introduction
An informatics-savvy health agency vision statement is a strategic resource guiding its development. A clear informatics vision is essential to prioritizing strategic objectives as well as organizing informatics resources to improve the efficacy and efficiency of evidence-based decision-making. Driving these improvements is the need to assess a health departments informatics-savviness across all phases of its operations. This presentation highlights the preliminary findings of the National Center for Injury Prevention and Control’s (NCIPC) Office of Informatics (OI) baseline informatics needs assessment and describes how its outcomes guided discussion in developing an informatics-savvy injury center roadmap.

Approach
The NCIPC informatics needs assessment was adapted from the Public Health Informatics Institutes (PHII) Informatics-savvy Health Department Self-Assessment Tool¹. The assessment was completed by NCIPC informatics staff and included 26 questions evaluating the centers informatics needs around three focus areas, including: the informatics vision and strategy, information system modernization efforts, and workforce development. The assessment outcomes were used to set strategic priorities and guide discussions for developing the NCIPC informatics-savvy injury center roadmap.

Discussion
The informatics needs assessment found that efforts around the office of informatics vision and strategy as well as workforce development plan had been documented, but the process was not fully systematized; while ongoing and systematized efforts were underway with regards to the offices system modernization efforts. These findings informed the development of an actionable roadmap to increase the center’s informatics capacity. The development of a strategic roadmap around the center’s data and information systems modernization efforts and informatics vision and strategy were prioritized as outcome data from these focus areas were highly-variable and the components most closely aligned with the CDC’s Data Modernization Initiative, an effort aimed to transform public health data systems and save lives². Additionally, the development of the NCIPC strategic roadmap guided the development of NCIPC informatics assets toolbox and engagement plan. Future efforts will build on the Office of Informatics current work by enhancing NCIPC informatics systems usability, functionality, and interoperability, increasing NCIPC’s access and use of its informatics assets, and providing input for targeted trainings to support workforce development efforts.

Conclusion
This presentation shows how an informatics needs assessment outcomes can be used to guide discussions on the development of an informatics-savvy injury center roadmap. Additionally, the informatics needs assessment added value to the center’s work by supporting the development of a center-wide informatics engagement plan as well as helped to prioritize implementation of strategic objectives identified within the roadmap.

References
Social Determinants Associated with COVID-19 Mortality in the United States
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INTRODUCTION: The US has experienced hundreds of thousands of COVID-19 deaths. These deaths are not uniformly distributed, and several counties are experiencing higher-than-average death rates. It is hypothesized that social determinants have contributed to these disparities in COVID-19 mortality. Social determinants, such as a county’s access to healthcare, rates of education, indicators of health, environment quality, and economic status can affect the impact of a disease, so a growing amount of literature highlights the need to identify the social determinants of COVID-19 [1]. Yet, there is a lack of diverse screening of the social determinants of COVID-19.

METHODS: To address gaps in the literature and leverage readily available data, this study identifies which social determinants are associated with significant changes in COVID-19 mortality rate at the county level as of July 6, 2020. Uniquely, we account for a comprehensive list of comorbidities and the impact of differing state policies such as closings and reopenings. The study consists of an initial study to find significant high-risk factors from 24 reported in the literature. Then, using the significant high-risk factors as controls, 41 social determinants are evaluated to find those associated with COVID-19 mortality. Both the initial study to identify controls and the association study utilize negative binomial mixed models to analyze county level data (n=3093 counties), statistically corrected for possible false discoveries using the Benjamini-Hochberg Procedure. Model performance and fit are validated using a procedure from Wu et al. [2]. Further details on the data sources and analysis are described in the full manuscript [3].

RESULTS: The statistically significant results (Benjamini-Hochberg corrected p-value < 0.05) from the association analysis are shown. The social determinants are listed on the y-axis. The x-axis shows the Mortality Rate Ratio, which is the change in COVID-19 death rate per unit increase of social determinant. The social determinants that increase risk of mortality are red, while determinants that decrease the risk of mortality are blue. Our models showed robustness in this process, as the false discovery rate was acceptably below 0.05 at 0.0217.

DISCUSSION: After adjusting for high-risk factors and differing state policies, we identify that ethnic minorities, poor access to healthcare, immigrants, socioeconomic inequalities, and early exposure to COVID-19 are associated with increased COVID-19 mortality, while the prevalence of asthma, suicide, and excessive drinking are associated with decreased mortality. Overall, our results indicate that social inequality puts disadvantaged populations at risk, which must be addressed through future policies and programs. We also reveal possible relationships between lung disease, mental health, and COVID-19. Because of the limitations of an ecological study, these associative relationships found in county-level data need to be further explored on a clinical level.
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Introduction

In silico methods have been extensively developed to prioritize promising drug candidates in order to speed up drug discovery. To tackle the compound prioritization problem, learning-to-rank methods have recently gained attention. However, these methods typically use fixed molecular fingerprints to represent compounds. Taking advantages of Graph Neural Network (GNN) representation learning, we develop a comprehensive learning-to-rank method for effective compound prioritization that jointly learns molecular graph representations via GNN and a scoring function using the representations. We denote our method as gnnCP.

Methods

We consider the compound prioritization problem as to correctly rank compounds in terms of their binding affinities with respect to a protein target. To achieve so, gnnCP represents compounds using latent features that are learned from molecular graph structures via a new, self-attention directed message passing neural network (A-DMPNN). A-DMPNN generates the compound representation, using pooling with a self-attention mechanism over the learned atom features out of directed message passing (DMPNN). A linear scoring function is then applied on the learned representations to score and rank the compounds. The gnnCP methods minimizes a ranking-based objective function that approximates the fraction of miss-ordered pairs in the ranking list. We evaluate all the methods using a set of 105 single-target bioassays from PubChem Bioassay via 5-fold cross validation using concordance index (CI), recall@k (R@k), Normalized Discounted Cumulative Gain@k (ndcg@k), R@k% and ndcg@k%. We compare gnnCP with the following feature vectors with the same scoring and loss functions: (i) binary Morgan fingerprints (Morgan), (ii) Morgan count fingerprints, (Morgan-c), (iii) bioassay-specific compound features computed using Tanimoto coefficient on binary Morgan fingerprints (Morgan-ba), and (iv) 200-dimensional RDKit descriptors (RDKit200).

Results

Table 1 presents the performance comparison between A-DMPNN, DMPNN and the baselines. We observe that A-DMPNN and DMPNN perform significantly better than all the baselines across all performance metrics. This demonstrates that the learned representation out of gnnCP can effectively encode useful molecular substructure information, and thus are more effective for compound prioritization. We also observe that A-DMPNN achieves substantial improvement over DMPNN especially in terms of recall metrics. Unlike mean pooling in DMPNN, attention mechanism in A-DMPNN can differentially focus on atoms based on the relevance of each atom to the prioritization problem.

Discussion and Conclusion

We developed a comprehensive learning-to-rank method gnnCP to better rank the compounds based on their binding affinities. Our experimental results demonstrate that gnnCP significantly outperforms the molecular fingerprint-based methods in compound prioritization. Future work could include 1) interpretation of self-attention weights and understanding compound substructures that are important for prioritization, 2) compound prioritization via GNN with respect to multiple compound properties, etc.
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Introduction

Spirituality has been identified as a crucial component of nursing care and includes experiences of connectedness with the transcendent or the sacred. Psychospiritual interventions go beyond and encompass psychotherapy techniques with spiritual practices to help patients achieve spiritual and psychological growth in life stressors such as terminal illness. Existing evidence suggests that patients become more involved with religious practices in clinical settings, and a sense of spirituality magnifies with age. To date, little is known about the nature and frequency of psychospiritual interventions provided by nurses and their impact on patient outcomes. The purpose of this study was to examine psychospiritual care and its relationship with patient age by analyzing nursing care of hospitalized patients documented in electronic health records (EHRs) coded with standardized terminologies.

Methods

A secondary data analysis was conducted using de-identified nursing care plan data from 9 units in 4 hospitals retrieved from the Hands-on Automated Nursing Data System (HANDS), an electronic application and database that nurses use to enter and track standardized nursing diagnoses, interventions, and outcomes during a patient’s continuous stay on a unit (i.e., episode of care) producing interoperable data. Based on the Nursing Interventions Classification (NIC), we determined psychospiritual intervention as the plan of care having one or more of the following 9 interventions during a hospital stay: Spiritual Growth Facilitation; Spiritual Support; Presence; Active Listening; Therapeutic Touch; Meditation Facilitation; Religious Ritual Enhancement; Emotional Support; and Calming Technique. Descriptive analysis, group comparison, and binary logistic regression were used to examine psychospiritual care provided and its association with patient age. Fixed effects estimation approach was adopted at the institution level to account for hospital and unit unobserved characteristics.

Results

Among 34,466 episodes of care, psychospiritual interventions delivered by nurses were provided in 3,858 (11%). The number of psychospiritual interventions in each episode ranged from 1 to 4, with 1 intervention delivered in 93% of episodes. The nursing interventions commonly provided were Active Listening (59%), Emotional Support (21%), and Calming Technique (16%). 15% of patients between 18 to 64 years old received psychospiritual care compared with 8% of those 65 and older. The prevalence of psychospiritual interventions by hospital/unit can be found in Table 1. The small community hospital (3/Med) provided psychospiritual care to 54% of patients, in contrast to 2%-14% in other hospitals. In the small community hospital, the primary outcome for patients who received psychospiritual intervention was pain control (94%). The delivery of psychospiritual interventions was associated with the patient being younger (p = .002).

Table 1. Psychospiritual nursing interventions by episodes and settings

<table>
<thead>
<tr>
<th>Hospital/Unit</th>
<th>1/Geron</th>
<th>1/ICU</th>
<th>1/Med</th>
<th>2/Geron</th>
<th>2/Med</th>
<th>3/Med</th>
<th>4/Cardiac</th>
<th>4/ICU</th>
<th>4/Neuro</th>
</tr>
</thead>
<tbody>
<tr>
<td>Episodes (n)</td>
<td>7,536</td>
<td>691</td>
<td>4,231</td>
<td>1,490</td>
<td>3,151</td>
<td>3,953</td>
<td>5,079</td>
<td>1,323</td>
<td>7,012</td>
</tr>
<tr>
<td>Psychospiritual (%)</td>
<td>2%</td>
<td>11%</td>
<td>14%</td>
<td>6%</td>
<td>8%</td>
<td>54%</td>
<td>8%</td>
<td>6%</td>
<td>2%</td>
</tr>
</tbody>
</table>

1. Large Community Hospital; 2. Large Community Hospital; 3. Small Community Hospital; 4. University Hospital.

Conclusion

Using interoperable nursing data, we generated evidence that psychospiritual care is being provided differentially in hospital medical-surgical units and more frequently to younger patients suffering from pain. This study provides insight into the needs and characteristics of psychospiritual care in hospital units and may guide future nursing care plans. While we found being younger to be significantly associated with receiving psychospiritual interventions, further research is needed to understand this relationship. Future studies are planned that will examine the relationships among subsets of psychospiritual interventions, age, diagnoses, and outcomes.
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Introduction

Gestational Diabetes Mellitus (GDM) is an adverse pregnancy complication linked to many short- and long-term consequences for both mothers and babies. We explored machine learning techniques to develop models to predict GDM in overweight and obese Caucasian women in early second trimester. Our preliminary results based on baseline maternal characteristics and blood biomarkers are presented in this manuscript.

Method

This research is a secondary analysis of the PEARs study (ISRCTN 29316280), a randomized controlled trial on the prevention of GDM using a behavioural antenatal lifestyle intervention in overweight and obese women. As the majority of the participants are Caucasian, we focused on this ethnic group only in this research.

The candidate features for the early prediction of GDM are maternal anthropometry, demographic characteristics and blood biomarkers at 14.91±1.65 weeks gestation. Features with greater than 20% missing values were excluded and the remaining were imputed using multiple imputation by chained equations (MICE). 70% of the women were randomly selected as the training set and the 30% as an independent test set. An ensemble of p-values from Mann-Whitney-U test, the Pearson product-moment and the Spearman rank correlation coefficients using a fast correlation based filter, beta-coefficients of logistic regression, error-rate-based and Gini-index-based variable importance measure in random forest, was used to select the features. Synthetic Minority Oversampling Technique was applied to balance the training set. Five machine learning algorithms (C5.0 decision tree, random forest (RF) and support vector machine (SVM) with linear, polynomial and radial kernel) were trained in five-fold cross validation repeated five times optimizing the area under precision-recall curve (AUC-PR). The models were evaluated on the independent test set.

Results

Of the 439 Caucasian women included in this research, 13.90% (61) were diagnosed of GDM. The features selected are: maternal age, weight, fasting glucose, insulin and C-peptide. As shown below, SVM with polynomial kernel performed best with highest AUC-PR of 0.60 and second highest area under Receiver Operating Characteristics curve (AUC-ROC) of 0.81 on the test set. At 5% and 10% false positive rate, this model achieved sensitivity of 0.44 and 0.67 respectively.

<table>
<thead>
<tr>
<th></th>
<th>C5.0</th>
<th>Random Forest</th>
<th>SVM Linear</th>
<th>SVM Polynomial</th>
<th>SVM Radial Basis</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUC-PR</td>
<td>0.53</td>
<td>0.48</td>
<td>0.58</td>
<td>0.60</td>
<td>0.55</td>
</tr>
<tr>
<td>AUC-ROC</td>
<td>0.79</td>
<td>0.79</td>
<td>0.81</td>
<td>0.81</td>
<td>0.83</td>
</tr>
</tbody>
</table>

Discussion

This research explored the development of prediction models for GDM with a novel focus on the overweight and obese Caucasian group while carefully addressing the class imbalance problem. The models achieved good performance, showing potential in assisting the early prediction of GDM in a clinical setting. Further research will be conducted on data modeling using remotely accessible maternal characteristics only to reduce hospital visits during the COVID-19 pandemic.
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Introduction
The Integrated Clinical and Environmental Exposures Service (ICEES) is a novel, regulatory-compliant, disease-agnostic service that provides open access to UNC Health clinical data that have been integrated at the patient level with a variety of public environmental exposures data. ICEES is accessible via an OpenAPI, either by command-line calls or a Swagger user interface. ICEES allows users to openly and rapidly conduct exploratory statistical analyses designed to uncover important relationships between exposures and health outcomes. Importantly, we have validated ICEES in the context of an asthma use case. The Environmental Polymorphisms Registry (EPR) is a ~20-year study of nearly 20,000 participants. The EPR is based at the National Institute of Environmental Health Sciences (NIEHS), which is located ~13 miles from UNC Hospitals, creating overlap in UNC Health patients and EPR participants. Given the overlap, and recognizing the value of integrating UNC Health clinical data, EPR survey and SNP data, and public exposures data, we aimed to: (1) quantify the overlapping population; (2) securely transfer a subset of EPR data to UNC; (3) integrate the data; (4) openly expose the data via ICEES; and (5) use ICEES to replicate independent UNC and EPR findings on asthma.

Methods
All study procedures were approved by the Institutional Review Boards at UNC and NIEHS. For integration of UNC and EPR data, we used a custom software tool termed DAREL and created a crosswalk using the following identifiers: date of birth; first three letters of first name; first eight letters of last name; and sex. These identifiers were used as they were determined to be optimal in a pilot study. We estimated overlap with UNC Health for both the overall EPR cohort and an asthma-specific cohort. We then integrated the UNC Health and EPR data, with rows representing patients and/or participants and columns representing UNC Health or EPR variables. The de-identified integrated feature table was then exposed via the ICEES OpenAPI. The data were accessed using the Swagger interface and command-line CURLs. ICEES results were returned as JSON output and in tabular form. ICEES queries focused on two dependent variables that are indicative of asthma exacerbations: emergency department (ED) or inpatient visits for respiratory issues (UNC Health metric) and self-reported ED visits for asthma (EPR metric). Race and exposure to airborne particulate matter were chosen as independent variables as prior independent work at UNC and EPR demonstrated their significance. The significance threshold was set at $\alpha = 0.05$.

Results
In December 2019, 2,770,607 patients were part of UNC Health, and 19,388 participants were enrolled in the EPR. 7,233 EPR participants were also UNC Health patients (37.3% of all EPR participants). 4,130 EPR participants were included in the EPR asthma cohort. Of those, 947 (22.9%) had a self-reported diagnosis of asthma and complete survey and SNP data. Of these 947 EPR participants, 218 (23.0%) were also UNC Health patients and included in the UNC asthma cohort. We then queried ICEES to determine the impact of race and exposure to particulate matter on asthma exacerbations, using both UNC and EPR metrics. Our results indicated an increase in the proportion of asthma exacerbations among African Americans compared to Caucasians ($P < 0.001$ EPR) and persons exposed to relatively high levels of particulate matter $\leq 2.5$-$\mu$m diameter compared to those exposed to lower levels ($P < 0.001$ UNC, $P < 0.001$ EPR). While the effect of race was not significant for the UNC metric, a trend was apparent.

Conclusion
Our results demonstrate that ICEES can be used to openly access integrated data from UNC Health and EPR and conduct rich integrative statistical analyses designed to generate insights into asthma and other diseases.
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Challenges in capturing comorbidities using Medicare data
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Introduction

Using comorbidities for risk-adjusting clinical outcomes (e.g., mortality) is a standard practice. Claims data, coded using International Classification of Diseases (ICD) codes, are often used to capture comorbidities. This approach is not only widely used in health systems research, but also is used by Agency for Healthcare Quality and Research (AHRQ) to calculate risk-adjusted outcome measures for each hospital based on claims data submitted for Medicare patients. Similar measures and risk-adjustment approaches are used by various ranking and reimbursement programs focused on healthcare quality. Medicare only accepts up to 25 diagnosis codes for each admission, while many admissions are assigned more than 25 diagnosis codes. Our objective was to quantify how many comorbidities may be missed due to this arbitrary threshold and compare those with comorbidities that are captured in the Medicare data.

Methods

We used in-house coded diagnosis data for one year of inpatient discharges from one large academic medical center in the northeast United States. We used the Elixhauser comorbidity index for this study; specifically, we used the AHRQ version. We restricted the data to patients with Medicare as their primary or secondary insurer. No other exclusion criteria were applied. The data was run through the Elixhauser algorithm twice; once including all diagnosis codes for each admission, and once using only the first 25 diagnosis codes. We compared the output descriptively and using standard parametric statistical tests. The study was exempted from IRB review.

Results

Of 15,394 encounters (10,828 patients) included in the study, 2,415 (15.7%) were assigned more than 25 diagnosis codes. At least one Elixhauser comorbidity was exclusively associated with the diagnosis codes 26 or after in 735 cases (4.8% of all admissions). Table 1 shows the most common comorbidities captured in the first 25 diagnosis codes (i.e. in Medicare data), as well as the most common comorbidities found exclusively in position 26 and after (i.e. not in Medicare data). The mean number of comorbidities per encounter was 3.39 when restricted to the top 25 diagnoses, and 3.46 when including all diagnoses (p < .001). Due to the logic of the AHRQ Elixhauser algorithm, we found 2 edge cases (0.01%) where the inclusion of diagnosis 26 and after resulted in the removal of a comorbidity that would be captured using only the first 25 diagnosis codes.

Conclusion

For a substantial number of encounters, Medicare’s limit on the number of diagnosis per encounter resulted in incomplete capture of comorbidities at a large academic medical center. The missed comorbidities appeared categorically different than those captured through the first 25 diagnosis codes. This limits the accuracy of studies that use Medicare data and utilize comorbidity indices for risk adjustment.
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Preliminary Experience with Teleophthalmology in Residency Education
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Abstract (50-75 words)

In this preliminary study, we present our institution’s initial experience with a teleophthalmology tool for use by ophthalmology residents to share findings with supervising ophthalmologists during emergency department consultations. Over a six-month period, the device captured over 400 images during 56 unique clinical encounters. The device was used most often in assessment of optic nerve pathology such as papilledema and optic neuropathy (30%), visual acuity/visual field deficits (18%), and visual changes related to diabetic retinopathy (13%).

Introduction

Emergency department (ED) attendance has been steadily increasing in the United States over the past several decades, from 108 million visits in 2000 to 130 million visits in 2010. Integration of telemedicine services is one approach to reduce the increasing burden on EDs. As telemedicine continues to expand, it may also be useful in augmenting resident education. The use of fundus photography and ocular coherence tomography (OCT) imaging in the ED setting among ophthalmology resident physicians to communicate their examination findings remotely to supervising ophthalmologists has not been studied. The current study presents preliminary data on the implementation of teleophthalmology tools in resident education at our institution.

Methods

The study was conducted at the Johns Hopkins Hospital Wilmer Eye Institute (Baltimore, MD, USA) and was approved by the Institutional Review Board. Our ophthalmology residency program acquired a TopCon 3D OCT-1 Maestro System (TopCon Medical Systems Inc., Oakland, NJ, USA). Five first-year ophthalmology residents were trained on use of the device in capturing OCT images and photos of the retina and were asked to utilize the device in their evaluation of patients presenting to the ED with urgent eye complaints. Use of the device was at the discretion of the resident based on the clinical scenarios for which such images would be useful for diagnosis and clinical management, such as measurement of optic nerve thickness or documentation of retinal lesions. Residents communicated their findings remotely with supervising ophthalmologists via the electronic health record, where images were exported. Images were extracted from the device and retrospective chart review was conducted to obtain information on demographics and the final diagnosis recorded by the ophthalmology resident. Images obtained on the device were reviewed by two independent graders for subjective image quality on a scale of 1 (lowest) to 3 (highest).

Results

From December 1st, 2019 to May 25th, 2020, the device was used to assess patients in 56 unique encounters, capturing 453 fundus photos and OCT images of the retina and optic nerve (average 8 images per encounter). The average age of patients was 50.5 years old and 45% were male. In terms of race/ethnicity, 48% of patients were white/Caucasian, 36% were African-American, 9% were Hispanic/Latino, and 7% were Native American or Asian. Average subjective image quality was 1.8 out of 3 between the two independent raters. The imaging device was utilized most commonly for pathology of the optic nerve, such as confirmed or suspected papilledema (n=12, 22%) and optic neuropathy (n=5, 9.8%); this was followed in prevalence by assessment of new-onset visual acuity/visual field defects (n=10, 18%) and visual changes relating to diabetic retinopathy with or without hemorrhage (n=7, 13%). Less common diagnoses included retinal tear-detachment (n=5, 9%), workup of embolic events such as stroke and central retinal artery occlusion (n=4, 7%), and workup of traumatic eye injuries (n=4, 7%).

Conclusion

Teleophthalmology tools in our residency program were utilized by resident physicians most often in assessment of potential pathology of the optic nerve, followed by non-specific visual changes and pathology of the retina relating to diabetes. Future research will focus on potential improvements to the resident user experience, such as troubleshooting for images of suboptimal quality, as well as an imaging protocol for specific diagnoses that can compare outcomes of patients assessed with and without teleophthalmology.
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Disparities in patient portal enrollment and telehealth use among oncology patients
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Abstract
Patient portals allow patients to access their medical information and communicate with providers, which may be particularly important to coordinate complex oncologic care. Disparities in patient portal usage may become more exaggerated as patients become increasingly reliant on remote communication during the COVID-19 pandemic. Here, we identify disparities in portal enrollment amongst oncologic patients and show that portal activation is associated with increased telehealth visits.

Introduction
Care for oncologic patients requires multidisciplinary, longitudinal coordination. Patient portals allow patients to access their medical information from electronic health records (EHR) and easily communicate with providers, which can improve treatment coordination and increase patient participation in their care. Unfortunately, disparities in portal usage may affect care. The COVID-19 pandemic may exaggerate the downstream effects of these disparities as patients become increasingly reliant on remote communication. Building on prior smaller studies, we present a large longitudinal study utilizing a right-censored approach to investigate patient portal enrollment among oncology patients. The objective of this study was to evaluate disparities in time to portal enrollment across age, race, ethnicity, language, and marital status, and assess the relationship between portal enrollment and telehealth use.

Methods
We conducted a retrospective review of all adult oncology patients seen at the University of California, San Francisco cancer center from January 2011 to December 2019. Data regarding patient demographics, telehealth encounters, and portal enrollment was extracted from the EHR. Patient time to enrollment in the portal over the study period and associations with demographic characteristics were assessed using the Kaplan-Meier method, log-rank test, and Cox proportional hazards method. The relationship between portal enrollment and telehealth visits (conducted on a platform independent from the portal) in patients with a single portal enrollment status and at least 10 total visits was assessed using multivariate logistic regression (the 22% of patients who switched enrollment status partway through the study were excluded). Analysis was conducted in Python 3 and R (Version 4.0.1).

Results
Among 261,027 patients, 128,516 (49%) activated their portal account over the study period. Median time to activation was 278 days. Patients who did not activate in this period had median follow-up of 14 days. Primary non-English speakers (HR 0.40, 95% CI 0.39-0.41; p<0.001), Black patients (0.54, 0.52-0.55; p<0.001), Hispanic or Latino patients (0.74, 0.73-0.76; p<0.001), single patients (0.74, 0.73-0.75; p<0.001), and male patients (0.92, 0.91- 0.93; p<0.001) were less likely to activate. Activation decreased with age (0.99 per year, 0.99-0.99; p<0.001). These disparities persisted in a multivariate model.

Of the 4,095,865 encounters that occurred over the study period, 736,438 (18%) were conducted via telephone or video. Of these, 508,289 (69%) were with patients with activated portals. Controlling for demographic factors, activated patients had a greater likelihood of having had at least one telehealth visit (OR 1.32, 95% CI 1.23-1.41; p<0.001). Activated patients also had more telehealth visits over the study period compared to non-activated patients (median 5, IQR 1-11 and 1, 0-5, respectively; p<0.001). Black and Hispanic/Latino patients were more likely to have at least one telehealth visit compared to white patients (1.18, 1.03-1.36; p=0.02 and 1.38, 1.21-1.57; p<0.001).

Conclusion
Despite high levels of overall enrollment over time, there are significant disparities in telehealth engagement among oncology patients. Patients who do not speak English as a primary language and those who identify as Black or Hispanic/Latino have the lowest rates of portal enrollment. Portal activation is associated with an increased likelihood of telehealth visits, although it is interesting to note that race and ethnicity has less of an effect on telehealth than portal enrollment. Addressing disparities in digital access, particularly among non-English speakers, should be prioritized to prevent exacerbations to already existing disparities in cancer care during the COVID-19 response.
Explore the Usage of a Multi-modal Social Risk Decision Support Tool in Primary Care and Patient Characteristics

Weiwei Ge, MS1, Suranga N. Kasthurirathne, PhD1,2, Joshua R. Vest, PhD, MPH1,2
1Indiana University, Indianapolis, IN; 2Regenstrief Institute Inc., Indianapolis, IN

Background

A pilot study1,2 was implemented to better address safety-net patients’ need for wraparound services referral using a clinical decision support system (CDSS). This project is to explore usage of the CDSS that facilitated referrals to social service providers in response to real-world disruptions and changes. The CDSS provided individualized patient risk scores to primary care providers in two fashions: a scheduled line listing report (batch) that summarized groups of patients simultaneously and a near-real time one patient view via a user interface (UI) to support one-on-one patient care. Three key events occurred after CDSS go-live: 1) a security fix that took UI offline; 2) UI returned after upgrades and feature enhancements; and 3) the COVID-19 pandemic (stay-at-home order began on 3/24/2020).

Method

Using system access log files, we tracked the weekly access of the 441 batch listings and the 444 UI accesses between April 2019 and May 2020 across 15 provider locations. We described the temporal usage graphically and with frequencies. For patients whose scores were accessed through the UI, we were able to link patient characteristics using electronic health records (EHR) to describe the demographics, comorbidities, insurance types, emergency department (ED) revisit and inpatient stay readmission of the patients.

Preliminary Results

Scheduled patients (batch) appointments increased after stay-at-home order began and one patient perview (UI) decreased overtime, especially after stay-at-home order began.

Figure 1. CDSS usage trend by week.
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Content-based Recommendation Systems to Improve Reusability of Gene Expression Omnibus Datasets
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Introduction
Recent scientific discoveries have generated an extensive amount of data and these datasets are being stored in different repositories. Most of these datasets are used only once. Several biomedical dataset repositories are available integrated with search engines, which can help researchers looking to find specific types of datasets. DataMed (https://datamed.org) or Google Dataset Search may be helpful to researchers in finding relevant datasets. Researchers who generally want to find datasets related to their interests, but do not have a particular interest in mind, could benefit from a dataset recommendation system. Further, it is difficult for researchers to keep track and search for new datasets related to their research field in the complex search environment. A dataset recommendation system will help solve the above searching problem and reduce the effort for searching suitable datasets. Once a dataset is found, a researcher may need to find relevant literature in the dataset’s domain. We developed content-based recommendation systems for finding datasets suitable for researchers and literature in the domain of datasets.

Materials and Methods
We collected the researcher’s publications from PubMed using a web crawler and 122,222 datasets from Gene Expression Omnibus (GEO) repository for developing the dataset recommender. To identify the researchers’ area of research, we implemented the Dirichlet process mixture model (non-parametric clustering algorithm) to cluster publications into several research areas. The top datasets were then recommended for each cluster using cosine similarity of dataset vectors and publication cluster vectors. Datasets (title and summary) and publications (title and abstract) were converted to vectors using TF-IDF.1 For developing a literature recommender, we collected PubMed publications from MEDLINE archive. The most similar publications were recommended for each dataset using BM25.2 Figure 1 provides an overview of dataset and literature recommenders.

Results
The dataset recommendation system was evaluated by five annotators (with 32 publications on average). Each researcher judged 40 recommended datasets on average by providing 1 to 3 stars. The cluster-specific dataset recommender achieved the maximum precision at 10 (P@10) strict (S) and partial (P) of 0.31 and 0.45, respectively. Here, we divided the cluster-specific P@10s with the number of clusters and then averaged over all evaluators. We also merged the recommended datasets together for all publication clusters based on Round-robin algorithm. Now each researcher can have only 10 recommended datasets, which resulted better than previous and it achieved the P@10 (S) and P@10 (P) of 0.61 and 0.78 based on the five annotators. Three annotators reviewed the literature recommended for 36 datasets. The literature recommendation system achieved the maximum P@10 (S) and P@10 (P) of 0.83 and 0.90, respectively.

Conclusion
To the best of the authors’ knowledge, there were no such recommendation systems available. A user-friendly and efficient web-based platform that implements these recommenders is freely accessible at http://genestudy.org/. We hope these recommenders can improve the re-usability of GEO datasets. These recommendation systems can easily be extended to other datasets.
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Introduction
Brain cancer is the tenth leading cause of death among both men and women1 and also the second most common cancer among children of age 0-14. It affects more than 700,000 people in the US every year2. The 5-year survival rate for the most common malignant brain tumor - Glioblastoma (GBM) was only 5.5% in 2019. While scientific research in understanding the biology of these tumors has helped improve survival of patients with these deadly tumors, further investigation is necessary to develop targeted therapies that can be personalized to a patient's genetics, clinical diagnosis and treatment history. Biomarkers must be identified and validated to allow for modern clinical trials to be designed based on matching molecular features of tumors to targeted therapeutics.

The Food and Drug Administration (FDA) is leveraging crowdsourcing for regulatory science advancement through their precisionFDA platform. It allows for analyses of large biological datasets, while encouraging collaboration, interaction, and data sharing. precisionFDA engages the public to advance regulatory science through crowdsourcing challenges, soliciting voluntary contributions from a group of individuals. Recently, the Lombardi Comprehensive Cancer Center, Innovation Center for Biomedical Informatics at Georgetown University Medical Center and precisionFDA launched the Brain Cancer Predictive Modeling and Biomarker Discovery Challenge.3

Methods
The dataset used for this challenge was the REMBRANDT data collection2 which is publicly available via the NCBI GEO repository3. It is a large brain cancer dataset that included a total of 671 brain cancer patients with clinical data that included tumor stage, grade and outcome (overall survival status). 541 patients in this dataset had gene expression data and 263 patients had DNA copy number data.

In the challenge, participating teams were asked to develop supervised machine learning and/or artificial intelligence models to identify biomarkers and predict patient outcome (overall survival status) using gene expression, DNA copy number, and clinical data from the REMBRANDT dataset. The challenge was set up in three sub-challenges. In sub-challenge 1 (SC1), participants were provided with gene expression data, clinical phenotype and outcome data. In sub-challenge 2 (SC2), DNA copy number data, clinical phenotype and outcome data were provided. In sub-challenge 3 (SC3), participants were provided a combination of both gene expression and DNA copy number data, clinical phenotype and outcome data. The data for the challenge was released in two phases – Phase 1 and Phase 2. During Phase 1 of the challenge, participants used the Phase 1 dataset to develop machine learning models and identify the most important model features. During Phase 2, participants applied their models to predict Alive/Dead outcome status for patient samples in the Phase 2 dataset; and this was used to score model performance.

We aimed to rank participant teams whose models provided a short list of most informative features for brain cancer, and wrote an evaluation algorithm that would automatically rank the phase 2 submissions based on three metrics – accuracy, sensitivity and specificity. This scoring was done for each sub-challenge. SC3 was given twice the importance as SC1 and SC2 since it contained multiple data types that made the model building and prediction more complex. An overall score was calculated from the individual scores in each sub-challenge. In addition to the evaluation algorithm, badges were awarded to the top 5 performing teams based on several criteria including model robustness; extra credit based on short listed features for potential use in biomarker research; extra credit for utilizing domain knowledge; and overall documentation, usability and overall presentation of results.

Results
The Biomarker Discovery Challenge received 30 submission during Phase 1 and 22 submissions during Phase 2. A wide variety of machine learning models were used by participants, with gradient boosting frameworks and ensemble based methods being the most popular. The top-performing model used 46 features, selected from 40 genes, 4 cytobands, and 2 clinical attributes.

Conclusion
The PrecisionFDA Brain Cancer Predictive Modeling and Biomarker Discovery Challenge demonstrated that crowdsourcing challenges can help identify the most effective machine learning algorithms and also detect a small number of novel molecular features suitable for development of predictive brain cancer biomarkers
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Uncovering the potential biological mechanisms between a chemical and a phenotype

Christopher Hawthorne, MSc¹, Guillermo H. Lopez-Campos, PhD¹
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Introduction

An individual’s exposome is an integral part of human health and disease development and can assist the goals of precision medicine and health studies through tailored medical treatment. Biomedical informatics is highlighted as a field prepared to analyse and further exposomic data and research. We previously described a methodology and R package called phexpo which is able to establish potential chemical - phenotype relationships through shared genes. There is a need to provide a better understanding of the potential underlying biological mechanisms driving these relationships. This would provide a holistic biological insight into how environmental influences utilize biological mechanisms to cause or affect a phenotype and allow for greater direction and hypothesis generation in biomedical informatics research. To address this aspect, we have explored the possibility of building on top of our phexpo methodology, aiming to identify the biological mechanisms as pathways and/or Gene Ontology (GO) terms that underlie a chemical and phenotype relationship. We have prototyped this approach analysing warfarin, an anticoagulant applied in clinical settings against phenotypes such as deep vein thrombosis, to demonstrate the application of this method and how it can provide greater biological comprehension.

Methods

The methodology utilises phexpo to identify bidirectional chemical-phenotype relationships and uses the associated genes between a chemical and a phenotype to generate the potential biological mechanisms (represented by MSigDB v7.0’s gene set collections) by using a Fisher’s exact test. The MSigDB v7.0 dataset was further preprocessed before utilization, with the removal of Kyoto Encyclopedia of Genes and Genomes and BioCarta datasets. Additionally, outdated or non-human gene information was removed using Homo sapiens gene info from NCBI (2020-01-14).

Results and Discussion

For warfarin, chemical-phenotype relationships were filtered using a Bonferroni corrected p-value 5E-4 and results were restricted to the top three mechanisms (four if p-value was tied). We identified 5 phenotypes, 176 unique mechanisms, an average of 82 mechanisms per phenotype, a max of 150 (Venous thrombosis) and a minimum of 34 (Abnormality of prothrombin). Warfarin’s mechanisms display its known relationship as an anticoagulant through GO and Reactome terms (e.g. GO_REGULATION_OF_COAGULATION, REACTOME_COMMON_PATHWAY_OF_FIBRIN_CLOTFORMATION, …). This methodology expands the phexpo analyses but also inherits its limitations. Our results show how this methodology can provide a deeper biological relationship between chemicals and phenotypes than previously described.

Conclusion

We believe the application of this methodology represents a novel and deeper insight into the potential mechanistic relationships that link a chemical and phenotype and will provide an opportunity for greater research hypothesis creation and exploration for exposome research.
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Resynthesizing MIMIC-III Personally Identifiable Information Tags to Increase Corpus Utility: Process and Impact Assessment

Paul M. Heider, PhD¹, Gary Underwood, MS², Stéphane Meystre, MD, PhD¹²
¹ Medical University of South Carolina, ² Clinacuity, Inc., Charleston, SC

Introduction: The MIMIC-III (Medical Information Mart for Intensive Care) database¹ is a popular resource used across biomedical informatics with about 2 million unstructured clinical text notes from real patient care for natural language processing (NLP) research and development. Due to the necessity of de-identifying the notes to protect patient privacy, personally identifiable information (PII) was replaced with artificial tags. NLP models using MIMIC-III notes must be designed to either treat these artificial tags as natural text or skip spans of text which look like the tags at the risk of ignoring real data. We propose that resynthesizing PII (i.e., replacing with realistic surrogates) will result in a more useful corpus. We present our process with baseline metrics and assess its impact on NLP tasks.

Methods: PII tags in the MIMIC-III text notes come in a range of patterns consisting of a named pattern and an optional indexing number surrounded by a string of brackets and stars (e.g., ['** Known lastname **'] or ['** Hospital 2 **']). No official list of tags exists. We used pattern-based string extraction (specifically, grep) iterated with manual inspection to curate such a list. We mapped each named pattern to categories commonly used in de-identification tasks. We then used the PII resynthesis engine adapted from CliniDeID® to resynthesize the tags. The original pattern type and mapped category guided the content and form of the surrogate (e.g., 'GS' vs. 'Spelvin' vs. 'George Spelvin'). The first author reviewed 266 random tags and their contexts to evaluate the mappings of patterns to categories. We investigated downstream effects of resynthesizing notes to understand how common uses for the MIMIC-III corpus would be impacted. We hypothesized that a production NLP system would do a better job of extracting information from the resynthesized notes because the surrogates provide realistic contexts. To test this hypothesis, we ran 1000 random notes through Clinacuity's CliniWhiz system (which extracts medical problems, medications and attributes, lab tests and results, and allergies) on both corpora and manually inspected differences. Output differences were categorized such that false positives (FP) denoted an incorrect extraction in only one output corpus and false negatives (FN) denoted a correct extraction in only one output corpus. We also hypothesized that a word embedding model would perform better on NLP tasks when generated from the resynthesized corpus. To test this hypothesis, we generated a word model from each corpus with fastText. Each model was used to train five separate Bi-LSTMs (bidirectional long short-term memory) for named entity recognition (NER) and de-identification.

Results: In our manual inspection of tag contexts, we found that 72% of the categories were appropriate for the context (that is, name surrogates appeared in contexts that indicated a redacted name). Three percent were correctly identified as PII but not of the correct form (e.g., tagged the wrong type of name) or not the correct type of PII (e.g., phone number vs. ID). The remaining 25% are not likely PII. Lab values were often tagged as numeric identifiers or dates. Lab names or procedures were tagged as names or cities. Full tables of counts and frequencies of named patterns and categories will be included in the poster. The CliniWhiz outputs differed on 1108 annotations (~5%). The original corpus output had more FNs (363 vs. 135). The resynthesized corpus output had more FPs (169 vs. 70). The original text yielded fewer annotations. Finally, the average resynthesized corpus Bi-LSTM model's precision, recall, and F1-score were significantly higher (p=0.018, p<0.0001, and p<0.0001) for the 2014 i2b2 de-identification shared task² while precision (p<0.0001) but not recall (p=0.065) was significantly lower for NER on the 2010 i2b2 shared task³.

Conclusion: Resynthesizing PII tags in MIMIC-III notes appears to have a net positive effect on common uses for the corpus. More work needs to be done to refine the mapping from pattern to category to surrogate form, including the possible need to correct individual named pattern instances in the source corpus. Patching those spans of text incorrectly flagged as PII with realistic surrogates may also further increase the utility of this corpus.
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Semi-Automated Corpus Augmentation Methods
for Enriching Laboratory Test Names with Value Annotations
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**Introduction:** Reference annotated datasets are key to any machine learning-based approach to natural language processing (NLP). The 2010 Integrating Biology and the Bedside (i2b2) NLP challenge corpus\textsuperscript{1} is a broad-purpose resource with de-identified clinical notes annotated for problems, tests, and treatments. The 2019 n2c2 NLP challenge corpus\textsuperscript{2,3} normalized a subset of these annotations to Unified Medical Language System (UMLS) concept unique identifiers (CUIs). To mitigate the time and money investment of further manual augmentation, we present a general workflow for extending a gold standard corpus semi-automatically to create a ‘silver’ reference standard corpus. Our particular case adds laboratory test values to names but the general workflow can be implemented for other data gaps.

**Methods:** The first stage of augmentation is a two-stage filter to reduce the types of annotations to just laboratory test annotations. Filter 1 flags all concepts for enrichment with the UMLS semantic type of “T059” or “T034” as they indicate laboratory tests. Filter 2 flags all concepts annotated with the concept category of PROBLEM or TEST and one of eight UMLS semantic types: T195, T007, T123, T004, T129, T121, T005, or T127. Given the relatively small number, these concepts were manually reviewed for inclusion by the last author. The next stage of augmentation was a rule-based search for laboratory test values around known laboratory test names. In order, we searched for numeric expressions (e.g., “1.3”, “30%”) after the concept, then before the concept, and then categorical values (e.g., “positive”) in either direction. The first match, if any, was annotated. The next (optional) stage was to manually verify the discovered values and their relation to a laboratory test name to create a reference corpus for the other stages. The last author used WebAnno, a web-based annotation tool, to add missed values and correct erroneous relations. Finally, we trained a deep neural network (Bi-LSTM)-based sequence labeling model on the output of the rule-based approach (above) to explore boot-strapping a larger corpus from one annotated only with laboratory test names.

**Results:** The final set of extracted laboratory test values were analyzed with respect to their location relative to the laboratory test name and the text between the two. Table 1 presents the frequencies of the most common intervening text templates for the 1,106 cases of a laboratory test name followed by a value. For the NER task of annotating laboratory test values, the rule-based annotator had a precision of 91.16, recall of 80.54, and F1-score of 85.52. Averaging over five runs, the Bi-LSTM annotator had a precision of 93.31, recall of 90.17, and F1-score of 91.71.

**Table 1. Most Frequent Categories of Intervening Textual Material Between a Test Name Followed by a Value**

<table>
<thead>
<tr>
<th>Value Type</th>
<th>(Blank)</th>
<th>Copula</th>
<th>Preposition</th>
<th>Change</th>
<th>Verb</th>
<th>Other Lab Value</th>
<th>Temporal</th>
<th>Other Lab Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Categorical</td>
<td>26.0%</td>
<td>36.1%</td>
<td>3.0%</td>
<td>3.6%</td>
<td>7.1%</td>
<td>7.1%</td>
<td>0.6%</td>
<td></td>
</tr>
<tr>
<td>Numerical</td>
<td>58.9%</td>
<td>12.0%</td>
<td>15.3%</td>
<td>3.9%</td>
<td>3.0%</td>
<td>1.1%</td>
<td>1.5%</td>
<td></td>
</tr>
</tbody>
</table>

**Conclusion:** We have presented a general framework for adapting available corpora to related but more specific needs. These ‘silver’ standard corpora can be used to boot-strap annotation in an even larger corpus at a level competitive with state-of-the-art techniques (cf. Xu et al.\textsuperscript{4} with an F1-score of 95.54). Our analysis of the context surrounding and intervening between laboratory test names and values should help other developers improve their own automated systems. Our augmentations will be made available via GitHub (https://github.com/musc-tbic) in a privacy preserving manner. Future work includes boot-strapping other corpora and back-porting CUIs from the 2019 to the 2010 corpus.

**Acknowledgements:** This work was supported in part by the SmartState endowment and a SCRA SACT grant.
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Evaluation of Data Management of COVID-19 Clinical Trials Using a Cloud-Based Clinical Data-Management Platform
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Introduction

The COVID-19 pandemic presents a unique opportunity for understanding the impact of data-management technologies on streamlining and fast-tracking execution of clinical trials. Drug discovery, pre-clinical testing, and human trials are lengthy and expensive processes. IBM Clinical Development (ICD) is a cloud-based clinical data management system (CDMS) platform that is differentiated by an integrated suite of modules (e.g., automated data integration, patient engagement, advanced reporting and analytics, medical coding supported by machine learning, randomization and trial supply management, endpoint adjudication) in a single platform. This study’s goal was to evaluate how ICD can support and facilitate data-management for two COVID-19 vaccine and therapeutic drug candidate clinical trials sponsored by different mid-size pharmaceutical companies and conducted by Veristat.

Methods

ICD usage data and aggregated Veristat operational data (e.g., de-identified study attributes, ICD utilization, and key study milestones, cycle times, and performance indicators) were collected, summarized with descriptive statistics, and compared with industry benchmarks. Surveys and semi-structured interviews of Veristat clinical data managers were conducted to evaluate satisfaction, usability, workflow, performance, impact, and remote use during the pandemic. Interviews were recorded, transcribed, and analyzed using an open coding approach. Thematic analysis was defined deductively by reviewing the direct responses to interview questions and inductively by identifying emerging patterns.

Results

The average time to design and release the COVID-19 study databases in ICD was 10 business days compared to Veristat’s usual 30-40 days, a 66.7-75.0% reduction, and to an industry baseline of 68.3 days, an 85.4% reduction (Wilkinson M et al, PMID: 29714600). User interviews (n=3) and surveys (n=4) highlighted ICD’s flexibility, customizability, and ease-of-use as the main factors contributing to rapid trial launch. First, the system easily allowed code reuse in database creation, and users routinely consulted a template library to generate new builds efficiently. Bypassing de novo coding in database creation allowed users to focus efforts on study-specific customizations. Second, ICD’s mid-study update feature allowed users and sponsors to work in a parallel rather than serial fashion, speeding up trial start dates and protocol amendment. Users could ‘split’ releases of trial databases allowing sponsors to initiate trial start up while completing the databases. In comparison, an industry baseline assessment found one-third of companies are “often” or “always” releasing study-specific databases after their first patient first visit (Wilkinson M et al, PMID: 29714600). In second releases of the databases, users added or made updates to study specific electronic case report forms, edit checks, and rules. Each trial database had 3 mid-study updates after the first go live, and all were associated with protocol amendments. Trial 2 had two additional protocol amendments prior to the release of any part of the database, resulting in five protocol amendments. Compared to industry benchmarks of 1.8 amendments per protocol for a phase 1 clinical trial (Getz K et al, PMID: 30227022), protocol amendments in Veristat’s COVID-19 trials were more frequent, likely due to rapidly evolving science about the virus. 75% of survey respondents thought ICD helped to reduce the impact of mid-study updates. Usage data revealed databases were locked for only one hour on average to execute mid-study updates. 100% of respondents thought ICD aided data management and facilitated working from home. Average usability, as measured by the System Usability Scale (SUS), was 80.6, which is considered excellent.

Conclusion

Rapid execution of clinical trials is critical to addressing the global public health and economic crises created by the COVID-19 pandemic. ICD facilitated effective and efficient clinical trial start up and data management for two COVID-19 drug and vaccine trials by making database design and changes easy and flexible.
Increased utilization of telemedicine in cancer patients during the COVID-19 pandemic
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Introduction

The COVID-19 pandemic has significantly strained healthcare systems and disrupted patient care globally. Telemedicine has emerged as a viable alternative to provide quality care while accommodating reallocation of healthcare resources and meeting social distancing guidelines. Cancer patients are especially susceptible to COVID-19 morbidity and mortality. Care of cancer patients during the pandemic has centered on balancing cancer management while reducing the risk of infection. In patients at high risk, it has been recommended to reduce outpatient visits and postpone elective procedures to minimize potential exposure to COVID-19. In this study, we examined the impact of the COVID-19 pandemic on telemedicine utilization and routine outpatient care in cancer patients.

Methods

A retrospective de-identified observational study cohort was selected from the IBM® Explorys® electronic health record (EHR) database to assess telemedicine utilization and outpatient care data in cancer patients during the COVID-19 pandemic (February 01-July 31, 2020), compared with the baseline period of October 1-December 31, 2019. The study cohort included patients of all ages with any type of cancer at any stage. The cohort was stratified into cancer patients with and without a COVID-19 diagnosis, and the service utilization was compared among three periods defined as: October-December 2019 (pre-COVID), February-April 2020 (early-COVID) and May-July 2020 (late-COVID). Telemedicine and outpatient care services include any type of services and only patients with ongoing cancer diagnosis in each period were considered for comparison. The Cochran-Armitage test and two-sample proportions test were employed to examine the trends in usage across these time periods.

Results

A cohort of 2,114,839 cancer patients were identified based on the criteria, and telemedicine utilization and outpatient care of cancer patients during the three periods is shown in Table 1. In cancer patients without COVID-19, telemedicine utilization significantly increased over 60-fold from the pre-COVID to the late-COVID periods (p<0.0001). In contrast, the number of cancer patients receiving outpatient care significantly decreased during the three time periods (p<0.0001). In cancer patients with COVID-19, telemedicine utilization rate was significantly greater in the late-COVID compared to the early-COVID period (p<0.0001), whereas the outpatient utilization rate was significantly less in the late-COVID period (p<0.0001).

Conclusion

This study demonstrated a significant increase in the utilization of telemedicine in the high-risk population of cancer patients during the COVID-19 pandemic. In cancer patients who contracted COVID-19, both telemedicine utilization and outpatient visits doubled in comparison to those without COVID-19, which demonstrates intensified demand for clinical services in this population. Increased outpatient care in cancer patients with COVID-19 is likely due to management of the COVID-19 infection itself along with oncologic care that cannot be postponed such as chemotherapy. Finally, a comparison of the early- and late- COVID-19 periods showed increased telemedicine utilization and decreased outpatient visits during the late period. These findings suggest that oncologists embraced telemedicine to adapt their clinical workflows to minimize outpatient visits and protect this vulnerable population.

*Co-senior authors
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Introduction

The COVID-19 pandemic has radically transformed the delivery of ambulatory care. Telemedicine visits have seen slow uptake, but during the pandemic, new models to support compensation for virtual care along with relaxation of restrictions on delivering such care across state lines allowed for marked increases in the adoption of telemedicine. This option was particularly advantageous for mildly ill patients with COVID-19, as in-person visits put healthcare workers and other patients at risk of contracting the disease. We studied the sociodemographic and clinical factors associated with utilization of telemedicine to manage patients with COVID-19 in the ambulatory care setting.

Method

We obtained data on COVID-19 patients from the IBM® Explorys® electronic health record (EHR) database, which provides real-world, near real-time, deidentified longitudinal patient-level clinical data from over 330,000 providers and more than 72 million unique patients in the US. The cohort included adult patients (18 years and older) with confirmed COVID-19, who did not have an inpatient or emergency department encounter, from January 1 to July 31, 2020. We assessed the patient characteristics (age, sex, race, and ethnicity), the number and type of encounters, acute symptoms at the time of diagnosis, as well as underlying comorbidities including diabetes mellitus (type 1 and type 2), chronic obstructive pulmonary disease (COPD), cardiovascular disease (CVD), hypertension, cancer, renal disease, liver disease, and hyperlipidemia.

Results

A total of 51,076 individuals with confirmed COVID-19 infection were identified, including 52.5% with comorbid conditions and 12.3% showing acute symptoms at the time of diagnosis. 3461 (7.2%) patients used telemedicine services for a total of 5956 telemedicine encounters (mean 1.6 per patient; range 1 to 33). Patients who had telemedicine encounters were slightly younger than those who did not (mean age 47.7 vs 48.8 years, range 18-90 years), and the majority were female (64.6%). The demographic distribution of patients using or telemedicine use by race or ethnicity was Caucasian (8.3%, 1758 of 21295), African American (5.1%, 849 of 16824), Hispanic or Latinx (6.6%, 236 of 3582), and Asian (9.4%, 42 of 449). Patients with symptoms of cough (<0.001) or fever (<0.002) at the time of COVID-19 diagnosis had significantly more telemedicine encounters, compared to those with headache (p=0.12) or sore throat (p=0.09). Among patients with comorbidities, patients with COVID-19 and cancer had the highest telemedicine utilization (14.2%), followed by patients with liver disease (11.6%), COPD (11.5%), hyperlipidemia (10.7%) and CVD (10.43%).

Conclusion

This real-world evidence study provides some insights into the differential use of telemedicine among patients with COVID-19 in the ambulatory care setting. Telemedicine adoption remained relatively low, likely due to the unknown course of the disease in the early pandemic. Male, African American, and Hispanic or Latinx patients had lower rates of telemedicine usage compared with female, Caucasian, and Asian patients. Patients with comorbidities had high rates of telemedicine utilization, suggesting that this care delivery model was used to protect the patients most at risk for disease complications. These preliminary results suggest ongoing need for programs and policies to promote telemedicine adoption, especially for high-risk patients.
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Introduction

Researchers often use many sources to assemble a lifetime Electronic Health Record (EHR) that can support longitudinal analyses. Healthcare claims data is often linked with EHR, registry or intervention or observational clinical studies to provide (at relatively low cost) care history or follow up data or otherwise complement study-specific data collection. Since 2019, Center for Medicare and Medicaid Services (CMS) provides a dataset titled: “Projects Conducted Under Research Data Use Agreements (DUAs)” at data.cms.gov. This quarterly updated dataset provides a list of projects that use CMS Virtual Research Data Center (VRDC). We used a simple string search method to identify projects where the study title indicated linkage of CMS claims data to research studies or other datasets1.

Methods

The CMS project list has four columns: Organization, DUA Category, Project/Study Name and Close Date. We first characterized the listed projects. Next, we selected studies with ‘link’ in the title and manually reviewed each project. Besides CMS project list columns, we also used a web search engine (Google), if a project title included an acronyms (e.g., SIP 11-043: GA Study on the feasibility of linking the BCCP with GCCR and Medicare’) and to find study registry records, result journal publications or other related project websites/reports.

Results

The CMS DUA list contains 5,265 projects of which 2,475 (47%) are ongoing (have no close date). By ‘DUA Category’, 57.9% of projects use ‘Identifiable files’ while the remaining projects use ‘Limited Data Set’. Considering the ‘Organization’ field, academic institutions account for 44.8% of projects. The dataset included correct listing of our own active VRDC project. The search strategy for linkage projects identified 38 projects. Three projects were removed in manual review (e.g., ‘Leveraging claims data to identify linkages between neonatal abstinence syndrome and long-term patterns of care and health outcomes’). In the remaining 35 projects, five were related second versions of prior completed projects. Three linkage projects included a registry. Examples of linkage projects include (Organization: Title): Duke University PCORNet Medicare linkage and longitudinal follow-up; National Cancer Institute: SEER Medicare data linkage project; Fred Hutchinson Cancer Research Center: Women’s Health Initiative and CMS Data Linkage (Full Study); Eli Lilly: A Claims-Linked Comparison of Cognition and Care Changes by Amyloid Status (C5A Study); and West Virginia University and Hospitals: Linking Medicare, WV Medicaid and WV Cancer registry data to study the burden of breast, colorectal, lung and prostate cancers in WV. The project repository at https://github.com/vojtechhuser/project/tree/master/linkage contains the full list of linkage projects, review annotations, the R code for search and analysis, and additional results.

Discussion and Conclusion

Our results clearly demonstrate tens of record linkage projects and prove a growing trend to use claims data as augmenting source for registry or clinical study. Our study fills a gap in quantifying how often record linkage is pursued and catalogues a concrete list of record linkage projects for a single federal data source. Researchers considering linking claims data can use our list to argue in favor of linkage for their study by showcasing tens of other active linkage projects (this was a significant motivation for our analysis). We highly appreciate CMS’s open data initiatives and this project shows how secondary analyses of open CMS data can advance clinical research informatics research. Our study is limited by only focusing on CMS VRDC projects and using a simple search strategy. Also, having only the project title limited our manual review (6 linkage project titles were too brief or otherwise difficult to interpret). Addition of project start date (not currently provided) would also allow quantifying the linkage trend over time. This research was supported by the Intramural Research Program of the National Institutes of Health/National Library of Medicine/Lister Hill National Center for Biomedical Communications.
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Introduction
Telepsychiatry can help overcome the high rates of use of two or more psychotropic medications (polypharmacy) among the youth involved in Juvenile Justice (JJ) [1]. However, few research studies analyzed the impact of telepsychiatry in reducing polypharmacy. The purpose of our study is to evaluate the impact of telepsychiatry services for youth from JJ residential placements on the total psychotropic polypharmacy.

Methods
This study used de-identified prescription data (2013 to 2019) on a population of youth (age 11 to 17 years) serving under the Missouri Department of Youth Services (DYS) and receiving psychiatric care from a telehealth network established with the University of Missouri Department of Psychiatry (MUDP). For each unique patient identifier, a list of prescribed medications (only drugs related to psychiatric conditions) was extracted per unique encounter identifier, which was later mapped to their hierarchical classes using medication ontology. The total polypharmacy (TP) was computed as a sum of the number of medications for each patient per encounter. Z-tests were used to compare the change in TP from the first to the last televisit ("increase", "decrease," and "no change") with TP for the first visit ("No medication", "Exactly one medication", "Two or more medications", and "Three or more medications"), and for specific drug classes like antipsychotics and antidepressants. T-tests were calculated to compare mean TP across gender and race for first and last encounters. R version 3.4.4 (R Foundation for Statistical Computing, Vienna, Austria) was used for the data analysis.

Results
Our findings showed that youth patients with two or more medications and three or more medications are more likely to have reductions in total polypharmacy compared to that of patients with one or zero medication (41% vs. 4.41%, p-value<0.00 and 50% vs. 4.41%, p-value<0.00, respectively). Moreover, the rates of antipsychotics usage dropped by 10.1% from the first encounter to that of the last. Hence, our study shows evidence of polypharmacy reduction among the delinquent youth.

<table>
<thead>
<tr>
<th>Medication Usage Count</th>
<th>First Visit (%)</th>
<th>Last Visit (%)</th>
<th>Decrease</th>
<th>Increase</th>
<th>No Change</th>
<th>Z-score (p-value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No medication</td>
<td>90 (7.96)</td>
<td>81 (7.16)</td>
<td>0</td>
<td>46</td>
<td>44</td>
<td>59.1(&lt;0.00)*</td>
</tr>
<tr>
<td>Exactly one medication</td>
<td>500 (44.2)</td>
<td>502 (44.4)</td>
<td>29(5.8)</td>
<td>144 (28.8)</td>
<td>327</td>
<td>90.8(&lt;0.00)*</td>
</tr>
<tr>
<td>Two or more medications</td>
<td>541 (47.8)</td>
<td>548(48.5)</td>
<td>222(41.0)</td>
<td>62 (11.5)</td>
<td>257</td>
<td>120.7(&lt;0.00)*</td>
</tr>
<tr>
<td>Three or more medications</td>
<td>220 (19.5)</td>
<td>208(18.4)</td>
<td>110(50)</td>
<td>22 (10)</td>
<td>88</td>
<td>81.9(&lt;0.00)*</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Type of Medications</th>
<th>First Visit (%)</th>
<th>Last Visit (%)</th>
<th>Decrease</th>
<th>Increase</th>
<th>No Change</th>
<th>Z-score (p-value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Antidepressants</td>
<td>624 (55.2)</td>
<td>657(58.1)</td>
<td>134(21.5)</td>
<td>183 (29.3)</td>
<td>814</td>
<td>9.74(0.002)*</td>
</tr>
<tr>
<td>Antipsychotics</td>
<td>402 (35.5)</td>
<td>361(31.9)</td>
<td>140(34.8)</td>
<td>86 (21.9)</td>
<td>905</td>
<td>15.9(&lt;0.00)*</td>
</tr>
</tbody>
</table>

Table 1: Comparison of TP among demographics. * indicate P-values that are significant

Table 2: Comparison of Change in TP with TP in first visit. * indicate P-values that are significant
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Abstract: We studied the context of potential use of an automated quality measurement system in the VA. We used constructs from Implementation Science and Sociotechnical Models to guide our work. We used stakeholder interviews, internal VA documents, and scientific literature to assess context. We identified themes related to sociotechnical dimensions that comprise facilitators and barriers to potential adoption of the automated system.

Introduction: To study the context of implementing a new tool to automate a congestive heart failure (CHF) quality measurement1 we used the Promoting Action on Research in Health Services framework2-3 and Sociotechnical Model for Health Information Technology to facilitate implementation4. Methods: We conducted semi-structured interviews with stakeholders, an archival review of VA internal documents using the VA Intranet, and a review of VA-specific scientific literature from 2009-2015. We used an applied thematic analysis6-8. We combined the results of these data sources to synthesize findings. Results: We conducted 15 stakeholder interviews with 4 key informants and 11 subject matter experts including pharmacists, physicians, advanced practice nurses, physician assistants, and physicians in rural health care facilities. We found themes that informed our potential implementation as described in Table 1.

Table 1. Themes Related to Context of Implementation of an Automated Quality Measure at the VA

<table>
<thead>
<tr>
<th>Theme</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>VA has an overall hardware infrastructure and architecture that makes implementation of the automated system possible</td>
<td></td>
</tr>
<tr>
<td>The VA is using evidence-based HIT to improve clinical and operational workflow and communication</td>
<td></td>
</tr>
<tr>
<td>VA has a culture of continuous quality improvement, which is enhanced by its internal organizational factors</td>
<td></td>
</tr>
<tr>
<td>VA has the availability of appropriate clinical content in the form of structured, unstructured, and semi-structured data, in VA electronic medical databases, that can be extracted through automated systems</td>
<td></td>
</tr>
<tr>
<td>The VA is using HIT as a facilitator to overcome barriers to the automation of performance measures</td>
<td></td>
</tr>
<tr>
<td>VA emphasizes use of clinical decision support to improve the quality of care through timely information and advisories</td>
<td></td>
</tr>
<tr>
<td>VA encourages the development of clinical tools and extensions to support quality improvement</td>
<td></td>
</tr>
</tbody>
</table>

Discussion: We identified relevant organizational information to inform implementation of an automated quality measure in VA. Performance metrics for CHIEF are described elsewhere9. The use of stakeholder engagement based on implementation science and the Sociotechnical Model of HIT coupled with the use of interview, archival, and scientific literature can provide rich data to plan potential implementation of informatics tools in a given organization. Conclusion: Our work demonstrated that multiple sources of data can be used in an applied thematic analysis to system design and implementation of HIT for optimal uptake and adoption.

VA Disclaimer: The views expressed in this article are those of the authors and do not necessarily reflect the position or policy of the Department of Veterans Affairs, the United States Government, or the academic affiliate organizations. This work was supported by the Department of Veterans Affairs, Veterans Health Administration, Office of Research and Development, IDEAS 2.0 Center, HSR&D project IBE 09-069, and by HIR 08-374 (Consortium for Healthcare Informatics Research).
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Introduction

Current phenotyping and systems biology research requires not only integration of large volumes of Electronic Health Record (EHR) and multi-omics data, but also capturing the multitudes of relations among the concepts. Graph databases have emerged as a promising technology for such tasks, supporting not only local analysis but also global analysis leveraging graph algorithms like Centrality, Community Detection, Path Finding or Node Embeddings. Unfortunately, EHR data is rarely available in a graph format. While a naïve row-to-node conversion is possible, the resulting graph is typically attribute-heavy, resulting in suboptimal performance. To address this limitation, we developed a modelling method to convert data form the Observational Medical Outcomes Partnership Common Data Model (OMOP CDM) to the Neo4j [www.neo4j.com] graph property model.

Methods

The Successful Clinical Response in Pneumonia Therapy (SCRIPT) is a five-year systems biology study that is integrating clinical, transcriptomic, metagenomic and bacterial genomic data to support Machine Learning on host pathogen interaction. Our modeling focused on nine OMOP Standardized Clinical Data Tables (PERSON, PROVIDER, OBSERVATION_PERIOD, VISIT_OCCURRENCE, CONDITION_OCCURRENCE, DRUG_EXPOSURE, PROCEDURE_OCCURRENCE, MEASUREMENT, OBSERVATION) and four Standardized Vocabularies Tables (CONCEPT, DOMAIN, VOCABULARY and CONCEPT_CLASS) which captured the SCRIPT clinical data. Our overall strategy was to encode as much information as possible in the edge topology to take advantage of the intrinsic strengths of the graph database. In general, nominal and categorical data were converted to nodes; foreign keys to edges; and numerical values to node or edge properties as appropriate. We also implemented self-directed relationships RELATED_TO and NEXT on the Concept and VisitOccurrence node separately. The former defines the nature and type of direct relationships between any two Concepts and the later builds up the patient journey.

Results

Our finalized graph property model was implemented using a local installation of Neo4j 4.0.2 Community Edition. It includes 16 types of nodes (entities) and 22 types of edges (relationships) as well as 55 node properties. This model contains on average 3.44 attributes per node. This work is available in both a markdown and Cypher query language format in our GitHub repository, https://github.com/NUSCRIPT/OMOP_to_Graph.

Discussion

Although more data preprocessing is required to load the data into our graph property model than the naïve row-to-node conversion method, previous work has demonstrated that the analytics performance will be greatly improved. This model also reduces redundancy by eliminating the denormalization (Foreign Keys) that is often added to relational databases (e.g. person_id occurs in all other OMOP tables). The model was developed for the SCRIPT project, but the transforms can be applied to other OMOP CDM v5.x databases. Our current and future work will further demonstrate graph analytics examples using the SCRIPT EHR data.
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Introduction
Japan has been a super-aged society as more than 28% of the population is 65 years or older in 2019. Rehabilitation is an important treatment that affects the prognosis. Standardization of rehabilitation processes is difficult because there are few quantitative indicators and they depend largely on the individual therapists rather than medicines and/or instruments. As a result, there are differences in processes and outcomes among individual therapists and hospitals.

In this study, we aim to develop a standard process for rehabilitation after cerebrovascular diseases. Then, we aim to computerize the operation for dysphagia rehabilitation using Patient Condition Adaptive Path System (PCAPS), which is a model and/or system to structure clinical knowledge based on patient condition to implement it into hospitals.

Method
The inherent/empirical knowledge of medical professionals (Physicians, Therapists, Nurses) was visualized and structured, focusing on responsible lesions, dysfunctions, and required examinations, through discussion using matrix format among four hospitals in Japan. We designed and improved rehabilitation processes for dysphagia, language disorder, basic motion, and work activity. We organized assessments and interventions needed for dysphagia, and identified the components of assessments, interventions, and relationships between assessments and interventions.

We elaborated the process, assessments and interventions for dysphagia rehabilitation based on PCAPS. PCAPS structures clinical knowledge by both “Clinical Process Chart (CPC),” which describes the overall flow, and “Unit Sheet (US),” which describes the details. We computerized the operation for dysphagia rehabilitation on “PCAPS-Administrator,” which is an existing computer application to administrate processes in PCAPS format, and implemented it retrospectively into an acute stage hospital in Japan to validate the comprehensiveness of the contents.

Results
14 responsible lesions, 14 dysfunctions, and 64 examinations were structured for cerebral infarction and cerebral hemorrhage, and the relationships between them were expressed in two types of matrix format. Rehabilitation processes were structured as CPCs, focusing on acquisition and recovery process for each dysfunction. Assessments and interventions needed for dysphagia in USs was structured by 111 assessment items and 140 intervention items. The relationships between assessments and interventions were structured by 198 records.

Rehabilitation processes were identified to have patient condition-oriented structure, and the operation was rationally computerized on PCAPS-Administrator. The standard process for dysphagia rehabilitation running on PCAPS-Administrator was operated in the acute stage hospital retrospectively to record over 100 cases of clinical process during 21 months, and the comprehensiveness of the contents was confirmed, because all cases were recordable.

Conclusion
It becomes possible to operate rehabilitation process standardized based on patient conditions. By accumulating standardized assessment data, it would be possible to evaluate the effects of interventions by outcomes such as “food form,” which is the form of the meal the patient can eat, and/or process indicators such as “progress and/or speed on CPC,” in addition to compare and verify the transition of patient conditions. It was still difficult and a next issue to operate the standardized process in actual clinical practice because it takes too much time.
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Introduction
Healthcare professionals rely on interdisciplinary collaboration and teamwork to provide the ultimate care for the patient. Patients’ healthcare and health literacy can also be enhanced by allowing patients to access their medical records in order to promote more active participation in their health. Previous studies have found that providing a patient with access to their discharge summaries resulted in the patient becoming more informed about their health. However, most discharge summaries only contain information from the physician’s perspective. In fact, nurses tend to spend the majority of a hospital stay with the patient and are in charge of conducting many treatments which are often essential for a patient to continue at home, therefore, it is important that their documentation be accessible by patients as well.

By creating a personalized discharge summary that includes both nurse and physician notes, patients can become better informed about their health. However there exist large discrepancies between nurse and physician house healthcare terminology which could result in difficulty navigating through the different terms. The purpose of this study was to identify the discrepancies in healthcare terminologies between nurse and physicians from a nonprofessional’s perspective.

Methodology
Healthcare terminologies were extracted from University of Illinois Health documents of 2 patients admitted for heart failure problems. Physician terminology was manually extracted from physician discharge summaries. Nursing health terminologies were extracted from the following documents: Nursing Diagnosis, Nursing Notes, Nursing Care Plan from a Cerner Millennium EHR and transcripts of verbal Nursing Shift Handoffs. A list of all healthcare terms for each source, and all 5 lists were compared manually for similar meanings.

Results
For patient 1, physicians and nurses shared 14 terms out of a complete list of 150 (9.3%). Physician term overlap in the nursing documents above were respectively: 8, 4, 2, and 7. For patient 2, physicians and nurses shared 5 out of 97 terms (5.2%). Physician term overlap in nursing care plans and recording transcripts was respectively: 2, 4.

Conclusions
Although each document analyzed was about the same patient, both patients 1 and 2 had less than 10% of terms shared between doctors and nurses in their own respective documentation. These results indicate there is considerable variation in the terms used by nurses and doctors regarding the same patient. 13.46% and 8.97% of terms extracted from patient 1 and 2 respectively were only documented during nursing handoffs. It is important that this issue be addressed alongside the notion that providing patients with personalized discharge summaries will lead to greater long-term benefits between a patient and their health.
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Introduction: The annotation of electronic health record clinical notes is laborious. When applying natural language processing (NLP) to clinical notes, annotated text availability is limited by confidentiality protection requirements. Even when annotated text is available, annotation schemata (i.e., annotation categories and their organization) are mostly unique, making significant manual customization efforts a requirement. Successful annotation adaptation can enable effective reuse of existing text annotations. As a use case for this adaption problem, we focus on text de-identification, which involves detecting and hiding personally identifiable information (PII). This study aims to improve generalization across different annotation schemata with automated PII category alignment. We present a preliminary assessment of category alignment across four publicly available data sets (2006 i2b21, 2014 i2b22, 2016 N-GRID3 shared tasks, and PhysioNet4).

Methods: We created a statistical model to optimally map pairs of PII categories defined for two different corpora. First, we trained a Bi-LSTM (bidirectional long short-term memory network)-based sequence labeling model with source training data. The Bi-LSTM model predicted the label of each word token. We collected all the findings of the Bi-LSTM model from the target training data and aligned them with the reference PII concepts. We then calculated the probability of each source PII category mapping to each of the target PII categories. If a source PII category had the highest probability of being aligned with one of the target categories, we assigned the source category to that category of target data. For example, the phrases classified as ‘City’ by the 2014 i2b2 model were most frequently mapped to ‘Location’ type phrases in the 2006 i2b2 test set.

Results: Table 2 shows the performance of the Bi-LSTM model trained with the 2014 i2b2 training data, before and after PII category conversion. Precision (P), recall (R), and F1-scores (F1) were calculated with token matching where each PII term was evaluated on a per-token basis. We used paired t-tests to measure statistical significance. There was almost no difference in the 2016 N-GRID data due to the category definition shared with the 2014 i2b2. However, applying category conversion significantly improved the performance on the 2006 i2b2 and PhysioNet data (with P values of <.00001).

Conclusion: This study showed that our category alignment method could provide an efficient and convenient solution for combining different text collections with heterogeneous semantic annotations. Our future research involves integrating predictions from multiple de-identification models for more accurate alignment.
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Table 1. Category alignment with the 2014 i2b2.

<table>
<thead>
<tr>
<th>2014 i2b2</th>
<th>2016 N-GRID</th>
<th>2006 i2b2</th>
<th>PhysioNet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>Age</td>
<td>Age</td>
<td>Age</td>
</tr>
<tr>
<td>Date</td>
<td>Date</td>
<td>Date</td>
<td>Date</td>
</tr>
<tr>
<td>Profession</td>
<td>Profession</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient</td>
<td>Doctor</td>
<td>Patient</td>
<td>Doctor</td>
</tr>
<tr>
<td>User name</td>
<td>User name</td>
<td>Patient</td>
<td>Doctor ID</td>
</tr>
<tr>
<td>Hospital</td>
<td>Organization</td>
<td>Hospital</td>
<td>Organization</td>
</tr>
<tr>
<td>Street</td>
<td>City</td>
<td>City</td>
<td>State</td>
</tr>
<tr>
<td>Country</td>
<td>Country</td>
<td>Country</td>
<td>Zip</td>
</tr>
<tr>
<td>Zip</td>
<td>Location</td>
<td>Other</td>
<td></td>
</tr>
<tr>
<td>Location</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phone</td>
<td>Fax</td>
<td>Email</td>
<td></td>
</tr>
<tr>
<td>Email</td>
<td>Phone</td>
<td>Email</td>
<td>Profession</td>
</tr>
<tr>
<td>URL</td>
<td>Phone</td>
<td>Phone</td>
<td>Hospital</td>
</tr>
<tr>
<td>Phone</td>
<td>Fax</td>
<td>Email</td>
<td></td>
</tr>
<tr>
<td>Email</td>
<td>Phone</td>
<td>Phone</td>
<td>Hospital</td>
</tr>
<tr>
<td>Phone</td>
<td>Fax</td>
<td>Email</td>
<td></td>
</tr>
<tr>
<td>Email</td>
<td>Phone</td>
<td>Phone</td>
<td>Hospital</td>
</tr>
<tr>
<td>Phone</td>
<td>Fax</td>
<td>Email</td>
<td></td>
</tr>
<tr>
<td>Email</td>
<td>Phone</td>
<td>Phone</td>
<td>Hospital</td>
</tr>
</tbody>
</table>

Table 2. Results of the 2014 i2b2 Bi-LSTM model.

<table>
<thead>
<tr>
<th>Test set</th>
<th>Before conversion</th>
<th>After conversion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
</tr>
<tr>
<td>2014 i2b2</td>
<td>97.9</td>
<td>97.2</td>
</tr>
<tr>
<td>2016 N-GRID</td>
<td>86.8</td>
<td>84.3</td>
</tr>
<tr>
<td>2006 i2b2</td>
<td>78.4</td>
<td>72.6</td>
</tr>
<tr>
<td>PhysioNet</td>
<td>30.2</td>
<td>41.3</td>
</tr>
</tbody>
</table>
Using Natural Language Processing to Predict ICU Transfer in Hospitalized COVID-19 Patients
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Introduction
Many hospital systems, including Emory, have experienced a resurgence in COVID-19 cases since states have re-opened, with potential to overwhelm the healthcare systems due to insufficient resources. Today, hospitals are facing difficult decisions on how to allocate ICU beds and ventilators, and how to reorganize elective patients to optimize and ensure continued care for all patients. To mitigate the burden on the healthcare system, while also providing the best possible care for COVID-19 patients, efficient diagnosis and prognosis of the disease is needed. While AI can provide prediction information, current models use only the structured components of Electronic Medical Records (EMRs) focusing on a set of pre-selected clinical information and omitting the comprehensive clinical history from the modeling framework. We developed an AI tool that predicts ICU transfer for COVID-19 patients 72 hours in advance using only unstructured free-text medical notes such as history and physical, progress notes, discharge summaries, and nursing notes.

Methods
With the approval of Emory IRB, we collected 1,688 of COVID-19 confirmed patients’ data (55.1% female, 19.4% White, 48.6% African American) where a confirmed COVID-19 diagnosis was defined as either a positive SARS-CoV-2 RNA detection test or a diagnosis code for COVID-19. Each patient was labeled as Self-Isolation, Hospitalized or ICU based on their clinical timeline. Self-Isolation patients were sparse in number, so the Self-Isolation and Hospitalized classes were joined into a single Non-ICU class. We retrieved the free-text clinical notes for each patient from their COVID encounter up to a year before diagnosis, with a mean of 1,576 ± 2029 notes per patient. Notes within 3 days of the outcome and re-edited ED notes were removed to prevent prospective data leaks from improving model performance. Ultimately 381 unique patients remained for training and validation, comprising 221 Hospitalized, 17 Self-Isolation, and 143 ICU patients. The notes were embedded, word-by-word, into 300-dimension GloVe vectors that had been pre-trained on a corpus of Wikipedia articles; any words not available in the embedding map were replaced by zero-vectors of the same dimensionality. An average was taken across every embedded word from every note such that a single vector encompassed information from the patient’s entire note record. These vectors were used as inputs into a single-layer neural network (NN) classifier model with RELU activation function on the hidden layer and Softmax activation function on the output layer. The NN model was trained and its predictive performance validated using 10-fold cross-validation.

Results
Across 10-fold cross-validation, the model resulted: 90.15% sensitivity (95% CI: 85.98% - 94.32%); 83.57% specificity (95% CI: 78.28% - 88.86%); 83.91% positive predictive value (95% CI: 77.02% - 90.80%); 87.41% accuracy (95% CI: 84.79% - 90.03%); and 86.86% area under the receiver operating characteristics curve (95% CI: 84.28% - 89.44%) at predicting ICU admission.

Conclusion
Our work demonstrates the feasibility of using AI based natural-language processing models to identify patients at risk of severe deterioration 72 hours in advance. Since the model only uses clinical notes, the tool is easily transferable to a different setting and could help medical staff prioritize medical attention to patients most at-need.
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Introduction

Scaling Twitter data for pharmacoepidemiology1 requires automatically detecting users reporting that they have actually taken a medication mentioned in their tweet. The Social Media Mining for Health Applications (#SMM4H) shared tasks have addressed this challenge; however, the fact that the classifiers’ performance generally declined between 20172 and 20183 has led us to examine the assumption that models for this task would generalize to all medications. Building on our preliminary analysis4, this study assesses whether performance improves by training classifiers on tweets that mention the same types of medication for which the classifiers would be deployed for observational studies.

Methods

The #SMM4H corpora for this task comprise tweets that mention medications and are manually annotated as intake, possible intake, or no intake5. Incidentally, the types of medication in the tweets were similar across the training and tests sets in 2017, but largely different in 2018. To experiment with medication-specific training, we split the 5000 tweets in the 2018 test set into 80% (4000 tweets) and 20% (1000 tweets) sets to train and evaluate SVM and BERT classifiers. Then, we used these 1000 test tweets to evaluate the classifiers trained on the 2018 training set (17,773 tweets). Finally, we added the 2018 training set (17,773 tweets) to the 4000 tweets. The classifiers were evaluated based on the micro-averaged F1-score for the “intake” and “possible intake” classes.

Results

Based on a training/test split of the 2018 test set, SVM and BERT classifiers performed better using a much smaller training set (4000 tweets) than using the 2018 training set, with the micro-averaged F1-score of the SVM classifier improving from 0.41 to 0.55, and the BERT classifier improving from 0.56 to 0.60. When we added the 2018 training set to the 4000 tweets, the performance of the SVM classifier (0.51) was actually lower. The performance of the BERT classifier (0.64) did improve with the additional 4000 tweets. Based on a basic post-classification feature analysis, n-grams that are highly informative for distinguishing the three classes are different for the 2018 training and test sets.

Conclusion

Models for detecting medication intake on Twitter do not necessarily generalize to all medications. A BERT classifier achieved the best performance not merely with larger training data, but when the training data represented nuances in how users express whether or not they have taken specific medications. This study can advance the use of Twitter data for observing medication exposure among populations for whom traditional sources of data are limited.
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Introduction
Enterprise data warehouses for research (EDW4R) have become a required part of a robust translational research enterprise [1]. All hubs of the Clinical Translational Science Award (CTSA) funded by the National Institutes of Health (NIH) National Center for Advancing Translational Science (NCATS) have adopted some form of an EDW4R that curates and delivers electronic patient data to inform clinical studies. While there is broad adoption of EDW4Rs [2], little is known about how individual CTSA hubs have implemented EDW4R activities, limiting the effectiveness of informatics for biomedical research within the CTSA community. Maturity models applied to research IT have “shown the potential to inform a range of leadership stakeholders within institutions in a number of ways, including…defining organizational best practices for research IT support within academic medicine” [3]. Building on our prior work exploring EDW4R operational practices at CTSA hubs [4], we have created a maturity model for EDW4R operations that may be used to assess and guide an institution’s roadmap for optimizing EDW4R operations.

Methods
We conducted 34 semi-structured interviews with informatics leaders responsible for EDW4R activities at CTSA hubs. Topics included data governance, service management, workforce, relationship with enterprise IT, research access and outreach, and EDW4R metrics. Based on analysis of interview data, we created a maturity index[4,5,6] for EDW4R operations.

Results
The maturity index for EDW4R is shown in figure 1. There are six categories for EDW4R operations and each category has a list of maturity anchor statements [5] Each statement that is true for an institution results in a higher level of maturity. To determine the level of maturity in each category, institutions provide a Likert scale assessment for each survey. An overall EDW4R operational maturity score is calculated as an average across all categories.

Discussion
This model, based on broad community input, establishes a set of best practices for EDW4R operations and provides a metric that might be used by individual institutions or across a consortium of institutions to understand maturity.
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Figure 1. EDW4R operations maturity index
Leveraging Electronic Health Records Data for Predicting Alzheimer’s Disease Progression
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Introduction
Alzheimer’s disease (AD) is the most common form of dementia, a set of progressive neurodegenerative disorders associated with progressive memory loss, cognitive impairment, and general disability. AD-related brain pathology, which includes the accumulation and deposition of amyloid-β peptide and tau protein, begins almost 10-20 years before the onset of dementia symptoms. Identifying individuals with early AD brain pathological changes can lead to preventive therapeutic interventions to delay disease progression. Current gold-standard diagnosis of AD requires expensive and/or invasive procedures such as neuroimaging or sampling of cerebrospinal fluid for biomarker testing. In this research, we investigated the use of retrospective analysis of electronic health records (EHR) data, collected routinely during outpatient visits, as a low-cost, non-invasive method to predict whether patients in mild AD stage will progress to moderate/severe AD by their next outpatient visit.

Methods
Outpatient clinical data between June 1st 2013 and May 31st 2018 were extracted from the EHR of Barnes-Jewish Hospital, a large tertiary-referral academic medical center in St. Louis, MO. Longitudinal data from 1595 successive visit-pairs from 900 patients were eligible for inclusion, where each visit-pair had mini-mental state exam (MMSE) recorded at both visits and a mild AD diagnosis at the initial visit. All visit-pairs for which MMSE ratings declined from >=20 at the initial visit to < 20 at the successive visit were categorized as the moderate/severe AD group (n = 486, mean age = 78 +/- 8.5 years, male = 58%). All other visit-pairs (MMSE >=20 at both visits) were categorized as the mild AD group (n = 1109, mean age = 76 +/- 8 years, male = 40%). Patient information included 35 clinical features with demographics (age, gender, and race), vital signs, cognitive test scores, medication types and comorbidities (ICD10-CM codes). Missing data values were filled by mean, median and mode imputation for continuous, ordinal and nominal variables respectively. XGBoost, a scalable and interpretable decision tree based ensemble model was used and its performance was evaluated using 5-fold cross validation. To gain insight into model interpretability, the TreeSHAP summary plot was calculated showing both the feature importance (weights) and their impact on the model predictions.

Results
Figure 1 represents the Area Under the Receiver Operating Characteristics curve (AUROC) with a mean AUROC value of 0.804 along with the top features used in predictive modeling. The F1 scores of the mild AD and moderate/severe AD group are 0.66 and 0.80 respectively. The SHAP summary plot shows that cognitive test scores have the maximum importance with high positive SHAP score indicating greater impact of the feature on the model positively predicting moderate/severe AD in the next visit.

Conclusion
Our research examines the feasibility of predicting the progression of AD using retrospective analysis of readily available EHR data and also provides clinicians with insight into potential risk factors for the disease, with the ultimate goal of providing personalized disease treatment for each patient in a minimally-invasive and cost-effective manner. Possible reasons for the low AUROC and F1 score values of the AD group include the imbalanced distribution of the moderate/severe AD and mild AD classes and the missing feature values in a significant number of visits. Future analysis will include adding features like biomarkers and genetic factors, performance comparison with other with supervised classifiers, and extending the proposed approach to apply it to other disease progression modeling.
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Introduction
Clinical decision support (CDS) technology has the potential to improve health outcomes by offering physicians an informational resource to support review and application of best practices.1 The Multiple Myeloma Research Foundation (MMRF) and Intermountain Healthcare (IMH) conducted a study to assess the suitability of a single health system’s data for a myeloma-specific CDS tool that visualizes treatment pathways, and to assess the effort needed to support a CDS program.2 This research is part of a longer-term effort to explore how CDS technology can help:

- increase awareness of and apply treatment guidelines by visualizing pathways for specific MM patient cohorts
- improve understanding of treatment variation within health systems
- improve outcomes research by showing relationships between treatments and outcomes

Methods
IA12 data from the CoMMpass study3 was used to create a CDS tool prototype. These data were aggregated into state and transition maps to identify nodes and pathways with corresponding outcomes, including response, progression-free survival (PFS), and overall survival (OS). Intervening patient states were displayed using Sankey diagrams.

We also tested if EMR data from a community health system (i.e., IMH) could support such visualization. The team designed a study protocol and obtained IRB approval. Inclusion criteria included patients with active MM between January 2016–June 2018; adult aged 18 years to 89 years at diagnosis of active or smoldering MM. An IMH-specific data dictionary was assessed for variable importance, quantity, and ease of acquisition. IMH then manually abstracted prioritized structured (eg: labs) and non-structured (eg: notes) data for use in the tool.

Results
Ninety-six of an initial 146 patients meeting eligibility criteria had sufficient data usable for the study, reflecting 44 unique drug combinations across 9 lines of therapy. The tool was able to associate and visualize all patients and their clinical states and transitions to their outcomes. Clinical data was typically complete (99% of the time), including key clinician-derived data, such as ECOG scores (78%) and treatment response (99%). 569 person-hours were required to conduct the abstraction activity on 96 cases, averaging 5.9 hours/patient.

Discussion
The IMH portion of the study supports the hypothesis that a community health system can provide sufficient high-quality information to power a CDS tool with priority features. Only 65% (96/146) of the initial study group had usable data because some patients had received partial care outside of the IMH integrated delivery network (IDN) leaving associated data inaccessible. Initial biostatistical analysis suggests that roughly 750-1000 complete patient records would be required for statistically significant outcomes research with granularly stratified cohorts.

The MMRF is currently recruiting 5-7 additional large IDNs to obtain the patients to power more generalizable functionality.
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Abstract:
Multiple Myeloma is a hematologic cancer of plasma cells producing nonsense proteins causing end-organ damage. Launched in July 2020 to advance translational research and precision medicine, the Multiple Myeloma Research Foundation launched the CureCloud Direct-to-Patient Registry (CC-DTC). This 5000 patient registry will aggregate 8 disparate data sets. We describe an array of major challenges to implementation and operations in multiple domains including complications due to the COVID-19 pandemic. We report on the challenges encountered, as well as solutions during the implementation and launch of the CureCloud.

Methods:
In late 2017 the MMRF embarked on a follow-up plan on its 2011 CoMMpass1 program for patients with newly diagnosed multiple myeloma. Between 2017-2020, the CC-DTP was conceived, architected, constructed, and launched. With an ambitious goal to create a longitudinal registry by aggregating data from 5000+ patients in 8 different data types, the MMRF team began to create this longitudinal, 10-year journey focusing-in on patients with multiple myeloma and smoldering myeloma. Using techniques from other informatics registry efforts2,3,4 the CC-DTP began its journey. The program engaged an array of contractors to sort out the mechanics and informatics challenges associated with such an undertaking. As it took shape, the management team began to realize that unlike a typical registry that generally aggregates 1-2 data types, the work- and dataflow challenges proved to be far more complex than anticipated. After IRB approval, a pilot engagement platform was constructed and tested, the team realized that a far more comprehensive system (a rewrite) was needed to deal with many of the challenges met in the pilot. Challenges encountered were in a variety of domains including, but not limited to: Informatics, medico-legal, regulatory, social, and the complexities that arose as a result of COVID-19.

Discussion
A project of this complexity presents a myriad of privacy and confidentiality challenges - specifically around data in transit and data at rest. A comprehensive privacy and security review workstream was initiated and executed including end-to-end encryption for all data in the registry. Fully 22% of hospitals and clinics refused our e-Signatures and refused to deliver the requested data. There were multiple excuses including non-certification of the eSignature, refusal to provide for research, and simply refusing any requests not on their letterhead. We are moved to a DocuSign certified eSignature solution. Practicing medicine across state lines became a complex legal challenge when the decision was taken to return data to patients. The NGS assay had to be CLIA-certified, and a licensed clinician (in the same state as the patient) had to order the assay - and receive the results before the patient. The CC-DTP registry ecosystem is complex. It initially engaged 14 different commercial and academic partners, later winnowed to eight. All but two of the remaining vendors were private-sector organizations, with MMRF informatics team taking on program and vendor management functions, and the Prometheus team taking on the role of software developers and general informatics advisors.

COVID-19 presented an array of unforeseen challenges. The research lab we partnered with (The Broad Institute, Cambridge, MA) had to stop all CureCloud work in March as they converted to 100% focus on COVID. Our phlebotomy partner (EMSI) went out of business due a pandemic-related business failure 3 days prior to launch. A new phlebotomy company was found in under 5 weeks and integrated into the system in an additional 30 days.

Despite the enormous array of challenges from multiple domains, the CC-DTP opened its doors on July 14, 2020. In the first month of operations, 849 patients came to the site to attempt to register, 424 screened-in, and 181 completed the enrollment screener, contributed their data to the program, and engaged their clinicians to order the 70-gene NGS panel, and are fully enrolled in the registry. Despite the encountered challenges, the success of the registry appears to be on a solid trajectory.
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Perioperative Workflow Management System and Improvement in First Case On-Time Start Rates in the U.S. Department of Veterans Affairs
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Abstract
While the operating theater can generate significant revenue for healthcare provider organizations, building, staffing and operating them is costly. As such, making full use of available time is key. When the first case of the day starts late, this wastes a valuable resource. Herein we report the experience of a facility that increased their first case on-time start rates.

Introduction
Running operating theaters has a high fixed cost. It has been estimated that, excluding physician costs, the cost of operating room time ranges from $15 to $20 per minute and that at least half of this amount is fixed overhead costs.1 Thus, maximizing the utilization of available operative time is fiscally responsible.2 In addition, for facilities with operating theaters that run at or near capacity, maximizing operating theatre utilization also improves access to care for patients. First case on-time start (FCOS) rates are a process metric often tracked in operating theaters given the impact late first cases can have on cases scheduled to follow in the same operating room later the same day. Herein we report an analysis of FCOS rates before and after the implementation of a peri-operative workflow management system at a single, large, 1a (high complexity) U.S. Department of Veterans Affairs (VA) medical center.

Methods
A peri-operative workflow management improvement and analytics software system (PeriOp Manager, LiveData Inc., Cambridge, MA) was procured by the facility. The system was integrated into the system of record with an integration technology utilized enterprise wide by the VA (Integration Framework, DSS Inc., Juno Beach, FL). The system went live at the facility in May of 2018. Slightly less than two years after implementation and go-live, this small retrospective analysis was undertaken. FCOS rates collected as a part of routine health care operations were obtained for the historical period three months prior to system go live (this period included May 2018, the month system went live) and for a period three months after the month the system went live. A one-tailed paired t-test was used to compare the average baseline FCOS rates to the average FCOS rates after go-live. In the retrospective analysis, the null hypothesis was that there would be no difference in the average FCOS rate after system go live; the alternative hypothesis was that the difference would be greater than zero. Type I error was permitted to be no greater than 0.05.

Results
During the period analyzed, 1,111 weekday cases were completed (559 Pre-Go-Live or PrGL, 552 Post-Go-Live or PoGL). Of these 1,111 cases, 409 were first cases (208 PrGL, 201 PoGL). On average 68% of first cases started on time, 72% of cases started less than 15 minutes late (72% PrGL, 70% PoGL) 16% of cases started 16 to 30 minutes late (16% PrGL, 16% PoGL) and 12% of cases started > 30 minutes late (11% PrGL, 14% PoGL). A total of 35.3 hours were lost to first case late starts (20.3 PrGL, 15.0 PoGL). The baseline monthly FCOS rates for March, April and May 2018 were 49%, 55%, 69%, respectively; post-go-live FCOS rates for June, July and August 2018 were 80%, 71% and 83%, respectively. The average pre-implementation FCOS rate was 57.7% ± 10.3 (SD) as compared to the average post-implementation which was 78.0% ± 6.2 (SD); this difference was statistically significant (p = 0.03) and the null hypothesis was refuted.

Discussion
In this single facility retrospective analysis, FCOS rate improved in the time period that temporally followed deployment of a software intervention targeting workflow improvement. Further work could aim to examine these observations and sustainment over a longer timeframe; a prospective analysis would also be of potential value.
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Introduction

The COVID19 pandemic is one of the worst on record, and due to the enormity of the crisis, it is necessary for us to utilize available resources to monitor and control the spread of the coronavirus. There are many efforts to use traditional sources of information (e.g., emergency department data), but new-age sources such as social media (SM) are largely overlooked. SM is of particularly high-utility at this time as it has become the primary mode of communication for many people since the ‘lockdown’ guidelines went into effect. Curating knowledge from this noisy source is, however, difficult due to the complex nature of text and the computational infrastructure required to process the massive volume of data. As part of our COVID19 response at Emory University, we are developing a dashboard that visualizes various real time statistics derived from SM chatter via natural language processing (NLP) and machine learning methods. Our objectives for this poster are to illustrate how various types of data can be accessed through the dashboard, and to receive feedback about possible future extensions.

Methods

Data for the dashboard is drawn from Twitter and Reddit starting from January 1, 2020. Data is being continuously collected since May 8—through the COVID19 firehose stream for Twitter; and the PRAW API for Reddit—and earlier data were obtained from publicly available sources.¹² For Twitter, over 500 COVID19-related keywords are used for data collection (see cited research), and further information is mined from users automatically classified to be COVID19 positive. Several NLP modules are employed on the streaming data to extract symptoms and compute their distributions, perform sentiment and topic analysis, track approved and unapproved treatment (including unapproved and fraudulent substances). In the near future, we will integrate contact tracing and substance use information to the dashboard. We will also incorporate feedback from the AMIA Informatics Summit participants.

Results and Discussion

The dashboard was created using the Tableau software package and is available at [URL]. Between 8th May (when our streaming data collection commenced) and 8th December, our classification approach discovered 112,676 self-reports. Countries with the highest volumes of chatter are the United States, Brazil, Japan, India, and the United Kingdom. 893 COVID19-positive users were detected from Reddit. The dashboard visualizes geolocation-based (state-level in the US; nationally otherwise) self-reports of COVID19 diagnoses and symptoms, mental health conditions, topic-specific sentiments and emotions, and frequently discussed possible treatments for COVID19 (including unapproved and fraudulent substances). In the near future, we will integrate contact tracing and substance use information to the dashboard. We will also incorporate feedback from the AMIA Informatics Summit participants.

References

Research Recruitment with the Patient Portal and Clinical Data Warehouse

Adam M. Lee, MBA¹, Stephanie J. Deen²
1 University of North Carolina, Chapel Hill, NC 2 UNC Health, Chapel Hill, NC

Introduction
The North Carolina Translational and Clinical Sciences (NC TraCS) Institute and UNC Health established a process framework for patient recruitment utilizing the Epic MyChart™ patient portal within UNC Health’s Epic Electronic Health Record (EHR) implementation. This framework is open to researchers at the University of North Carolina - Chapel Hill offering three aims 1) provide an additional recruitment method and channel for research engagement and recruitment. 2) Leverage computable phenotypes for mass identification of patients within the EHR. 3) Ensure regulatory compliance, system governance, and patient privacy encapsulates the process framework.

Methods
NC TraCS offers three services using the patient portal recruitment framework to researches looking to recruit using MyChart. All services are routed through IRB, School of Medicine, and UNC Health’s and governance processes to ensure regulatory compliance and patient privacy. Additionally, all services must utilize a computable phenotype that identifies and extracts patients from the clinical data warehouse.

The first service, dubbed Foundation, utilizes foundational features and functions in Epic, such as the study management component, and leverages the CDW for controlled cohort identification. A study coordinator reviews the cohort, selects patients one-by-one, and sends recruitment requests. The EHR fully contains the whole recruitment process and updates records as patients accept or deny these requests using MyChart.

The second service is called Message. This service shifts from Foundations from being driven by a study coordinator to being processed by an honest broker. NC TraCS uses computable phenotypes to identify populations, and then a bulk message process is used to send the entire cohort population study-specific language. These messages are similar to an email message, but limited to the patient portal. While the recruitment messages may contain links to external websites or study contact information, these actions, such as clicking a link, are not tracked within the system.

The third service, Integrate, builds upon the Message functionality. Instead of untraceable third-party web links, study-specific URLs are embedded in the MyChart message and directs patients to REDCap, a research data capture tool. Researchers use the REDCap integration to capture and record study interest, then can link out to additional resources. This option allows complete cohort management and linkages between external study identifiers, the patient’s medical record, and third-party study websites.

Results
Nine studies have utilized this framework and services, engaging 29,435 patients. Effectiveness as been shown to promising, one Principle Investigator reported 69 newly consented patients after the first week of using Message, this was of a batch of 4,116 messages.

Discussion
The main discussion points revolve around consent and selection bias. UNC Health opts-in patients for research during the consent for the patient care process, with no global opt-out. Methods exist for patients to turn off Foundation messages. However, this is a communication preference and not an opt-out. The process framework does not recommend using patient portal recruitment as the sole recruitment method, as enrollment for UNC Health’s MyChart is around 40% of patients and limits recruitment opportunities for those without patient portal access.

Conclusion
Overall, TraCS and UNC Health established a repeatable, sustainable process framework in which researchers can engage patients via a trusted and secure channel for research recruitment opportunities and enhancing the UNC research informatics pipeline.

Table 1. Patient Counts by Service

<table>
<thead>
<tr>
<th>Service</th>
<th>Patients</th>
<th>Studies</th>
<th>Patients per Study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Foundation</td>
<td>1,961</td>
<td>4</td>
<td>27; 40; 49; 1845</td>
</tr>
<tr>
<td>Message</td>
<td>17,915</td>
<td>4</td>
<td>541; 4116; 4892; 8366</td>
</tr>
<tr>
<td>Integrate</td>
<td>9,559</td>
<td>1</td>
<td>9559</td>
</tr>
</tbody>
</table>
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Introduction

In the United States, the National Syndromic Surveillance Program (NSSP)—a collaboration between the Centers for Disease Control and Prevention (CDC), state and regional health departments, and federal government, academic and private partners—conducts syndromic surveillance to obtain early warnings for public health concerns, such as an outbreak. The NSSP’s COVID response focuses on emergency department (ED) data to identify potential outbreaks.1 While ED-based surveillance data has been effective in the past, COVID19 presents challenges (e.g., mildly symptomatic patients; lack of immediate confirmatory testing) that warrant the exploration of additional sources for syndromic surveillance. Social media, which has become a particularly important channel for communication during COVID19, has been shown to contain large amounts of COVID19-related chatter, which can be captured and analyzed in real-time. To effectively utilize social media data, it is crucial to develop and evaluate methods and resources that can be applied to data from distinct social networks. In this study, we utilized a COVID19 symptom lexicon from Twitter,2 expanded using a small amount of Reddit data, to discover and compare, via natural language processing methods, automatically detected COVID19 symptoms reported publicly on Twitter and Reddit.

Methods

We collected Reddit data from the /r/coronavirus subreddit. Within the subreddit, posts can be marked with a flair, and the flair ‘tested positive’ represents posts from users who have themselves tested positive. We randomly selected a small sample of these posts and manually annotated the COVID19-specific symptoms reported [62 posts; 1 annotator (AL), 1 validator (AS)]. We combined these symptoms (32 unique expressions; 277 symptoms; 27 negated symptoms) with those from a Twitter lexicon.2 After the creation of the meta-lexicon, we attempted to use it to discover all reported symptoms by self-identified COVID19 positive users on Reddit (unlabeled users). We matched the lexicon entries with possible symptoms presented by the user using a lexical similarity function (Levenshtein ratio) and a semantic similarity function (Word2Vec vector similarities). Similarities above a predefined threshold are considered to be matches. Negations were detected using a customized version of NegEx and all symptoms occurring within the scope of a negation were removed. We defined the scope as: up to 3 terms following the negation, unless a period character (‘.’) or another negation occurs. The distribution of symptoms obtained were statistically compared to known symptom distributions from Twitter to assess the feasibility of Reddit for COVID19 syndromic surveillance.

Results and Discussion

The Reddit data consisted of 8,435 posts from which 893 COVID19-positive users were detected, based on the flair information they voluntarily provided. Symptom distributions between Twitter and Reddit had significant and high correlation ($r^2=0.95$; Figure 1). Twitter lexicon, without combining with Reddit, obtained F1-score of 0.71, suggesting room for improvement by adding additional lexicon entries. Notable differences were fatigue and pain-related symptoms, with Reddit users consistently reporting pain at higher rates. Reddit users appear to consistently report higher numbers of symptoms compared to Twitter users, resulting in significantly higher reporting rates for individual symptoms ($p=0.0076$; two-tailed paired T test). However, there was no statistically significant difference in the mean number of symptoms reported per person (4.94 vs. 5.55; $p=0.0503$). While Twitter has been widely used for surveillance work, Reddit has been scarcely used. Unlike Twitter, Reddit does not provide geolocation information, but the discussions are considerably richer in information, and have the potential for use in syndromic surveillance and contact tracing. Our work shows that the symptom lexicon developed is largely portable across the networks, and that Reddit and Twitter data may complement each other. A multi-network syndromic surveillance approach over social media data has the potential of complementing and benefiting existing syndromic surveillance efforts.
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Description of the Problem
Healthcare workers (HWs) widely use electronic health record (EHR) systems as a collaborative platform to share health information in the neonatal intensive care unit (NICU)¹. The time spent on the EHR activities, including those individual or collaborative ones, could potentially impact a HW’s workload. However, few studies systematically examine activities in EHRs, and time spent on those activities. Thus it is hard to understand those activities, especially collaborative ones, and measure their relationships with clinician workload. The objective of this study is to develop an informatics framework to estimate times of collaborative activities in EHRs through the lens of audit logs.

Methods
We gathered 4 months of EHR audit log data from a large academic medical center NICU. The data include 2,840,249 actions performed by 3,303 HWs to the EHRs of 382 NICU patients. We defined an interval as a consecutive action sequence performed by a HW to EHRs of a patient; and a collaborative session as a set of overlapped intervals performed by different HWs to EHRs of the same patient. We define intervals that are part of a collaboration session as collaborative ones, and those which are not part of an individual. Using audit log data, we measure time spent on each individual and collaborative interval, and who performed the intervals, to create an intermediary data set. Next, we use this data set to measure the proportion of collaborative intervals over all intervals and the proportion of EHR time a HW spends on the collaborative intervals, which we call collaboration intensity. The one-way analysis of variance is used to test the differences in the collaboration intensity between HWs with different specialties. Gephi is used to depict the collaborative network and collaborative intensity of each HW.

Discussion of Results
We identified 15,367 collaborative sessions for 2,361 HWs. The statistical test results show there exist differences in the collaborative intensity (p<1.29e-11) between the 13 investigated specialties (e.g., NICU nurses, respiratory therapists, diagnostic radiology technologists), which have the largest amount of time spent in EHRs. The left figure shows a subnetwork consisting of 662 HWs coming from the top 7 specialties, which have the largest number of HWs involved in the collaborative activities. The size of the node shows the strength of the collaborative intensity. NICU nurses are the most active in the EHR collaboration and they spread the whole network.

Conclusion
Leveraging audit logs to examine collaborative activities, time spent on those activities, and who works with whom to complete them, can assist healthcare organizations in understanding teamwork and their efficiency. Results learned from our developed informatics framework can assist HCOs in understanding collaboration occurring in EHRs, which can potentially optimize collaboration in the NICU.
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Introduction:
Risk for chronic health conditions is often dependent on long term exposure to environmental pollutants. Residential context is one of the important loci of exposure but one that is not fixed. Therefore, residential history, defined as a person’s current and past residential addresses, is necessary to quantify the impact of long-term pollution exposure on health. However, most electronic health record (EHR) systems only record a patient’s current and former residential address when they have an encounter in the health system. This can result in incomplete information on residential history, potentially misclassifying exposure and introducing bias when we assess the impacts of environmental hazards on health. The aim of this study was to use deterministic and probabilistic linkage methods to develop a reproducible approach to link third party residential mobility data with EHR data.

Methods:
Data Sources: We used EHR data from the Duke University Health System (DUHS) to identify 3,181 patients who were diagnosed with pancreatic cancer from 2014-2019. Residential history data from 2006-2019 was obtained from InfoUSA which provides household level residential mobility data (including first/last name of three family members, residential address, family identifier [family ID]). The dataset includes approximately 200 million household units from the United States. This approach was further tested in 42,892 DUHS patients diagnosed with chronic obstructive pulmonary disease (COPD) in 2019. Data Linkage: We used deterministic as well as probabilistic linkage approaches to match patient ID from EHR data with family ID in the InfoUSA data. Deterministic linkage matched records in EHR data with InfoUSA data by shared keys including first name, last name, and address. Probabilistic linkage was implemented using R package ‘fastLink’¹, which calculates the string similarities of linkage fields based on the Fellegi-Sunter method². Pairs of records were regarded as probable linkages if string similarities were above a chosen threshold of 0.8, and manual review was used to identify false positives. Probabilistic linkage detected matches that were missed through deterministic linkage due to alternative spellings, spelling mistakes and spacing errors. These errors in data collection and missingness are argued to be inherent to some extent, given the fact that certain identifiers have more discriminatory power than others do³. The linkage procedure was first developed using pancreatic patients and then validated with COPD patients. Residential History: After InfoUSA family ID was linked to name and address from the EHR, residential history was quantified by tracking family IDs across prior years of InfoUSA data. Past addresses from the EHR were used to address discrepancies if they were recorded in EHR but was not found in InfoUSA. We compared demographic and neighborhood socioeconomic status (i.e., the Agency for Healthcare Research and Quality [AHRQ]) neighborhood index) among patients we were and were not able to link.

Results:
Our data linkage approach was able to match 89% of pancreatic cancer patients from the EHR with residential mobility data in infoUSA. Deterministic linkage matched 85% of pancreatic cancer patients and probabilistic linkage approaches added an additional 4%. When we extended these approaches to COPD patients, a total of 83% of COPD patients were linked to InfoUSA via deterministic approaches; probabilistic linkage further increased the matching rate by 1%. Patients for whom we were unable to link EHR data with InfoUSA data were more likely to be male, younger, and Black. There were no appreciable differences in the blockgroup neighborhood SES of linked and unlinked patients.

Conclusion:
We developed data linkage approaches that were able to quantify residential history for a large proportion of patients across two clinical areas. A small proportion of patients were unable to be linked and tended to be male, younger, and Black. Quantifying residential history may allow for a more accurate classification of prior exposure.
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Table 1: Characteristics of linked and unlinked patients

<table>
<thead>
<tr>
<th>Age, years (Mean)</th>
<th>Pancreatic Cancer</th>
<th>COPD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linked</td>
<td>Unlinked</td>
<td>Linked</td>
</tr>
<tr>
<td>&gt;65</td>
<td>73</td>
<td>66</td>
</tr>
<tr>
<td>25-65</td>
<td>27</td>
<td>32</td>
</tr>
<tr>
<td>18-25</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Race (%)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Linked</td>
<td>Unlinked</td>
<td>Linked</td>
<td>Unlinked</td>
</tr>
<tr>
<td>Caucasian/White</td>
<td>69</td>
<td>57</td>
<td>69</td>
</tr>
<tr>
<td>Black/African American</td>
<td>21</td>
<td>26</td>
<td>26</td>
</tr>
<tr>
<td>Asian</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>2 or more Races</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Other</td>
<td>8</td>
<td>13</td>
<td>3</td>
</tr>
</tbody>
</table>

AHRQ nSES score (median) | 51 | 50 | 51 | 51 |
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Abstract

We compared two methods of geocoding (Google API and ArcGIS) using 91,166 unique addresses from the Penn Medicine electronic health record (EHR). We found high agreement between methods; 88.6% of addresses yielded coordinates within 200ft of each other.

Introduction

Geospatial information greatly enhances the possibilities of medical research with the EHR. For example, neighborhood-level variables such as education level, poverty, crime, and pollution are all determinants that can profoundly influence health, but are not well documented in the EHR.¹ Geocoding, the process of converting text-based addresses into geographic coordinates, is a crucial step to studying social determinants of health. Furthermore, discrepancies in geocoding results may lead to contradictory policy decisions. While geocoding technologies are widely available, their performance is not well understood.²

Methods

For this IRB-approved pilot study, we selected EHR emergency department encounters that occurred from October 2011 to November 2014, that contained a Philadelphia zip code, and that had been previously geocoded using Google API from our EHR system. From these encounters, we selected four address fields: street address, city, state, and zip code. We performed preprocessing on the address field to strip off superfluous information, i.e., apartment or floor number and geocoded them using ArcGIS. We then compared the two distinct geocoding methods: Google API versus ArcGIS in terms of coverage, concordance, and location of geocoded addresses.

Results

Of the encounter, 323,315 encounters fit our criteria and had valid address information; 91,166 of these were unique addresses. Using the Google API, the 91,166 unique addresses were geocoded: 89,282 (97.9%) were successfully geocoded and 1,884 (2.1%) were not matched. In comparison, using ArcGIS, 88,494 (97.1%) were successfully geocoded and 2,672 (2.9%) were not matched. In some cases, the coordinates returned by the two methods differed. Overall, we found that 86,630 (95.0%) addresses were successfully geocoded by both Google API and ArcGIS, but the coordinates were sometimes different. Regarding concordance across methods, we observed that 80,778 (88.6%) coordinates were within 200 ft of each other. We manually reviewed the discordances in the geocodes and determined that the Google API autocorrects street name and zip code errors, which could explain higher coverage, but also have introduced other errors. We determined that most of the addresses that produced large geocode disagreements were addresses with invalid street numbers and geocodes that had been determined by interpolation.

Conclusion

Following pre-processing steps, we observed high coverage and concordance between geocoding methods. When considering either method, Google API or ArcGIS, for geocoding addresses to conduct an epidemiological study, researchers should consider differences in coverage as a result of variable approaches taken by each system which could have important implications for reproducibility.
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Abstract
ACT is a federated query tool that searches the clinical data of more than 130 million patients at 47 CTSA institutions across the country. With the rapid increase of COVID-19 cases in March 2020, ACT decided to adapt the network to support COVID-19 research. We designed, implemented and tested changes to the ACT ontology to include COVID-19 related concepts and to the data import processes to ensure up-to-date data on patients with COVID-19.

Introduction
Launched in 2017, the ACT network allows investigators to phrase queries based upon a medical ontology, execute the queries across the federated network, and receive aggregate results from each site indicating the number of matching patients¹,². With the rapid rise of COVID-19 cases in March 2020, ACT leadership decided to focus ACT efforts on improvements that would enable it to query the clinical data of patients with COVID-19.

Methods
We made four changes to the ACT network to support COVID-19 research: (1) The first and most important improvement was developed by the Data Harmonization working group as additions to the query ontology for rapidly changing COVID-19 coding. These were vetted with domain experts and given to the ACT test network sites for trial implementation. Query ontology additions went through multiple iterations as different approaches were implemented and evaluated. Through this process we identified a necessary new feature needed within the ontology – derived terms. These are query terms that do not relate directly to EMR codes but rather contain multiple codes and Boolean logic to allow users to query COVID-19 concepts such as stage and severity of the illness. (2) Historically, sites in the ACT network refreshed their data (from their EHR to ACT database) monthly. To provide more recent data, which is critical since COVID-19 rates and standard of care change rapidly, the test network sites were asked to increase data loading frequency to twice weekly. In many cases this required a complete revamp of a site’s ETL process. (3) The ACT Governance working group developed changes to documentation, agreements and processes that allow for the ACT network to be used for research. (4) Finally, the network operations group monitored progress, validated implementation and provided the most recent status of each site to users within the ACT query application itself for convenience.

Results
Each of these improvements were fast tracked, fully implemented in our test network and validated for production use in a rapid 8-week period. We began production network rollout of the COVID-19 improvements in June of 2020. We shared the final ontology with other informatics groups, national and international, to assist their COVID-19 efforts.

Conclusions
The combined improvements to the ACT network transformed it into an effective COVID-19 research tool available to all researchers at the 47 participating CTSA sites. Investigators can query both patients with COVID-19 as well as any of the other 130M patients in the ACT network for control groups (e.g., negative COVID-19 test results, other infectious diseases, etc.). In a retrospective of this overall effort, we now have a template for future changes to the ACT network to support any new disease area. This will be a critical new capability for ACT going forward.
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The COVID-19 pandemic has prompted researchers to seek electronic health record (EHR) data to predict disease spread, understand health outcomes, and develop and test interventions. However, researchers’ ability to use EHR data has been challenged by COVID-19’s novelty, and thus the lack of available data standards and inconsistent use of existing standards. Thus, it is important to share lessons learned in using EHR data for COVID-19 research. In this study conducted at University of Florida Health, we describe trends in diagnosis and laboratory terminology standard usage in EHR data in the early stages of the pandemic, and related lessons learned for using these data in COVID-19 research. We analyzed a de-identified research dataset extracted from the UF Health’s enterprise data warehouse. The dataset included EHR information on all known COVID-19 positive patients, all patients tested for COVID-19, and patients with COVID-like symptoms recorded between January 1, 2020 and July 22, 2020.

When the World Health Organization declared a public health emergency in January of 2020, there was no COVID-19 International Classification of Diseases (ICD) diagnosis code. The ICD-10 code, U07.1, was made available for emergency use on April 1, 2020. In our analysis, we found that only about one-third of patients with a record of a positive laboratory test for COVID-19 also had diagnosis code of U07.1 in their EHR. Reasons for this inconsistency included laboratory results recorded before April 1, current (as of July 22) inpatients or recently discharged patients whose discharge diagnoses were not finalized, and patients whose laboratory tests were conducted at our institution, but for whom no other EHR information was recorded.

We identified records containing a U07.1 diagnosis code for patients where no COVID-19 laboratory test was recorded (approximately 2,000 patients) or where recorded tests had negative results (approximately 1,600 patients). Many of these cases may be attributed to the early stage of the pandemic when laboratory tests were not widely available. This example also suggests that U07.1 was used regularly to identify suspected COVID-19 or intent to test for COVID and not a definitive diagnosis. Thus, researchers should be cautious in identifying COVID infection using ICD-10 codes.

Relative to ICD diagnosis codes, we have found laboratory test results to be more reliable indicators of Coronavirus infection. However, tests for COVID-19 have been developed by various companies. Each of these tests have been assigned a Logical Observation Identifier Names and Codes (LOINC) code. Given patient surges and supply limits, healthcare organizations, including our own, have used test kits from multiple companies and outsourced some testing to commercial labs without knowing the exact test that was used. In these cases, we found that laboratory result records remain without a LOINC code for extended periods of time. Thus, using LOINC codes to identify COVID-19 positive patients in EHR data may lead to patient undercounts.

Aggregating data from multiple sites has also been used in analysis of COVID-19. Our organization covers three campuses, each of which includes one or more hospitals and affiliated clinics. Each campus developed its own protocols and processes for COVID-19 testing. These processes varied based on the availability of tests, the presumed positivity rate of the local population, and other factors. As a consequence, the presence of a COVID-19 test in the EHR for patients across campuses, especially in the early stages of the pandemic, may be the result of very different clinical decisions or protocols. When conducting research on COVID-19 test data, it’s important to understand variation across location and time of testing protocols and processes.

Lastly, due to COVID-19’s effect on hospitals’ capacity, and the novelty of the disease some patients are being tested, hospitalized, or otherwise served by health systems from which they have not typically sought care in the past. At our organization, almost one-quarter of COVID-19 positive patients have no EHR data at our institution prior to January 1, 2020. This may limit the comprehensiveness of EHR data for conducting COVID-19 research.

In conclusion, COVID-19 has highlighted both new and well-known limitations of using EHR data in research. Thus, researchers using EHR data to study COVID-19 should be cautious in their analyses and conclusions, and thoughtful in understanding the processes by which COVID-related data are generated in EHRs.
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Introduction
Alzheimer’s Disease (AD) is a progressive neurodegenerative disease with a significant and growing socioeconomic burden without effective preventive or therapeutic agents. The multitude of complex and varied neurobiological mechanisms contribute to the difficulty in developing effective interventions. Routinely collected observational data such as clinical notes may contain clues concerning risk-modifying targets for AD. However, to distinguish associations from genuine causal relationships from such data, we need to identify confounders (common causes of the exposure and outcome), mediators (intermediate variables between the exposure and outcome), and colliders (common effects of the exposure and outcome), as per Figure 1. This knowledge tells us whether or not to adjust for a variable: adjusting for a collider or mediator will induce bias. However, such causal knowledge is complex, the literature is vast but incomplete, and machine reading may be inaccurate.

Methods
We developed a pipeline to refine knowledge mined from the literature to infer causal variables using a knowledge graph (KG), a graph-theoretic formalism for processing the semantics of computable knowledge. After consulting with a health sciences librarian to construct a Pubmed query to scope the literature, we extracted and harmonized outputs from two machine reading systems, INDRA\(^1\) and SemRep\(^2\). Next, we combined the extracted knowledge with a robust ontology-based KG framework developed by computational biologists\(^3\). Finally, to search for variables linking depression and AD, we transformed standard epidemiological definitions of causally relevant variables into queries that apply Dijkstra’s shortest path algorithm to search the KG. To gauge plausibility, we compared our output with papers proposing pathways linking depression and AD\(^{4,5}\).

Results
A total of 13,365 PubMed-indexed articles were returned from PubMed. 226,997 subject-predicate-object triples were extracted by the machine readers, including 10,120 unique UMLS concepts. 2504 concepts were mapped to the merged ontologies in PheKnowLator. Variable search methods identified 126 confounders, 18 mediators, and 28 colliders. Curiously, related conditions involving hypersensitivity to blood glucose levels, e.g., hypoglycemia and T2DM, were identified in all three categories of causal variables.

Discussion and Conclusion
The many identified confounders, mediators, and colliders confirm the complexity of third-factor variables. The existence of problematic variables that fulfill multiple causal roles strongly suggests the value of a combined machine-human strategy. The next steps include a review by subject-matter experts of the variables and to use the KG-derived adjustment sets to help answer causal questions about AD from EHR-derived data.
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Introduction

The Virtual Research Date Center (VRDC) provides Medicare claims data for institutional and professional claims. Institutional claims are submitted by facilities, mainly hospitals, while professional claims are submitted by healthcare professionals. Institutional claims are filed on form UB-04 with a maximum of 25 diagnosis (Dx) slots, while professional claims are filed on form CMS-1500, with 12 Dx slots. In contrast, Electronic Health Record problem lists have no such restrictions on the amount of diagnostic data able to be recorded. From a data scientist perspective, our hypothesis was that the lack of Dx slots on claim forms (different for each form) might be arbitrarily limiting the volume of diagnostic data and the removal of such restrictions may provide valuable additional diagnostic data.

Methods

We analyzed the density of diagnostic data in 2016 inpatient and outpatient Medicare data by splitting it into 4 categories, taking into account visit setting (inpatient [IP; dark shade] or outpatient [OP, light shade]) and claim type (institutional [Inst; red color] or professional [Pro; blue color]). For professional claims, we used place of service (POS) to properly classify claims as IP-Pro and OP-Pro (specifically IP-Pro: POS code 21 (inpatient hospital), OP-Pro: POS codes 11 (office) and 22 (on-campus outpatient hospital). These codes cover the most used POS codes. For all four categories, we analyzed the usage of Dx slots by calculating the percentage of claims in each category using each slot position. We also calculated what percentage of claims used all available slots allowed by the form (“hitting the wall”, shown by vertical dotted lines in Exhibit 1b) and at what diagnosis slot, claim submitters naturally run out of diagnostic information they wish to provide (point where less than 2% of claims utilize a hypothetical “last” Dx slot, we refer to this as “hitting the floor.”

Results and Conclusions

![Graph showing proportion of claims by slots used](image)

Exhibit 1. a) Claim metrics b) Proportion by slots graph.

We analyzed 842,855,146 claims with a total of 2,528,263,266 diagnostic events. By count of diagnoses, OP-Pro is the largest (57.5%) but the average number of Dx slots utilized is the fewest (2.68) (see Exhibit 1a). The graph in exhibit 1b shows how the proportion of claims (y axis) decreases based on the amount of diagnosis slots used (x axis). IP-Inst claims use of slots drops at the slowest pace: looking at the red boxes the graph shows that 100% of IP-Inst claims use at least one diagnosis slot. It decreases to 75.2% that use at least 10 diagnosis slots and further decreases to 23.4% using at least 20 slots. For the three categories that hit the floor, alternative thresholds can be considered; see points with black outline in the graph (e.g., OP-Inst: 14 slots of 25). 10.01% of IP-Inst claims are hitting a wall (use all available slots). Removal of UB-04 form restrictions may be in the interest of data scientists (based on our prediction [points with red outline] and may add 1.1 million diagnostic events [red triangle]). This, however, would not be in the interest of healthcare plans (case severity impacts reimbursement levels [an IP specific phenomenon]). As future work, we plan to analyze this density and limits phenomenon in non-US data and examine the impact of length of stay on IP Dx density (including multi claim stays).
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Introduction
Understanding health insurance options is important during health plan selection as consumers often lack health insurance literacy.¹ While decision support tools exist, they are often limited in their functionality beyond expected cost information. Benefits Mentor (BM) is a decision-support tool which promotes health insurance literacy through interactive features to help consumers select a plan that best fits their needs. This includes a conversational agent that uses natural language processing to answer users’ questions about health plans, an embedded glossary that contains over 35 medical and health benefit terms, and video content that explains options and benefits. The system uses employees’ prior claims data to estimate utilization and inform plan choice. In this exploratory study, we describe user engagement and satisfaction with the tool during annual health plan selection.

Methods
Health plan decision support was deployed at 12 diverse employer organizations in the US including insurance, manufacturing, pharmaceutical, banking, technology, higher education and government sectors. A retrospective, post-implementation study examined usage data and satisfaction ratings by employees during annual health plan enrollment from 8/2019 to 12/2019. After users completed or exited their session, we measured factors related to engagement and satisfaction including (1) time, (2) number of steps/transitions in a conversation or ‘turns’ (with one turn representing one question-response pair), (3) number of glossary requests, (4) number of videos the user accessed, (5) number of videos viewed, in whole or in part, and (6) average willingness to recommend the system, from 0 (unwilling) to 10 (very willing) using an online survey. The study was exempt from human subjects’ research review per the Western Institutional Review Board.

Results
The usage rate among employees eligible to use the tool was about 23%. There were 37,793 unique users from 12 employer organizations with one or more conversational sessions during the study period, resulting in a total of 52,148 sessions. We identified 31,291 unique users that had a single conversation with the system, representing 82.8% of all sessions. Users averaged 25 turns per conversation with the conversational agent. Average willingness to recommend the tool was 8/10; most conversations included at least one glossary request and video view (Table 1).

Table 1. Engagement with Benefits Mentor features across all sessions (N=52,148)

<table>
<thead>
<tr>
<th>Measure</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Median (First Quartile, Third Quartile)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length of conversation (minutes)</td>
<td>0</td>
<td>94</td>
<td>3.27 (1.22, 6.87)</td>
</tr>
<tr>
<td>Number of transitions in a conversation</td>
<td>1</td>
<td>266</td>
<td>20 (11, 34)</td>
</tr>
<tr>
<td>Number of glossary requests</td>
<td>1</td>
<td>10</td>
<td>1 (1, 2)</td>
</tr>
<tr>
<td>Number of videos user exposed to</td>
<td>1</td>
<td>5</td>
<td>1 (1, 1)</td>
</tr>
<tr>
<td>Number of videos the user saw</td>
<td>0</td>
<td>4</td>
<td>1 (1, 1)</td>
</tr>
<tr>
<td>Willingness to recommend</td>
<td>0</td>
<td>10</td>
<td>8 (7, 10)</td>
</tr>
</tbody>
</table>

Conclusion
Deployment of health plan selection decision support resulted in high levels of engagement, with avid use of conversational agent functionality and multimodal information sources and high satisfaction scores. This study is limited by only examining users. Additional ongoing work is investigating long-term user satisfaction with health plan choices, literacy, and cost savings with non-users as a comparison group. We are also exploring user experience.
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Introduction

The novel severe acute respiratory syndrome virus 2 (SARS-COV-2) has infected millions worldwide, resulting in significant mortality from coronavirus disease 2019 (COVID-19). With the potential for severe clinical complications from this new pathogen, information regarding the disease and prevention is needed. Stakeholders including public health departments and local governments have taken steps to help communities control the spread of disease through curation and dissemination of information related to COVID-19. Providing accurate and timely information is challenging, especially in the face of rapidly evolving science. To address this, automated information delivery with the use of conversational agents, which use natural language processing to answer user questions, shows promise.

System Description

Watson Assistant (WA) is a platform for building a natural language conversational interface into any application, device, or channel such as a website or automated voice system, which can be trained to include customized information related to a specific language, locale, or organization. The core natural language capabilities of WA include: (1) understanding content, (2) classifying topics, (3) retrieving information from a knowledge base, and (4) generating natural language responses. When a user enters common questions about COVID, WA interprets the question to identify the intent (target of a user’s query) and match it to an internal list of intents and entities (for example, a drug or condition) that answer the question. WA can dynamically search, identify, and abstract information on a daily basis from unstructured documents and trusted websites, leveraging evidence-based sources such as guidance from the United States (U.S.) Centers for Disease Control and Prevention (CDC). To provide the latest information, WA treats the user input as a search query. It finds information that is relevant to the query from an external data source, such as the CDC, and returns it to the user. For COVID-19 conversational agents built with WA, content validation was performed by a team of clinical and public health experts.

Usage

Between March 30, 2020 and June 22, 2020, WA for COVID was used by 51 organizations in 15 countries. The types of organizations implementing the tool were primarily government (N=27), hospitals and public health departments (N=16), employers (N=6), and health plan providers (N=2). WA for COVID was used in the U.S. and Canada (N=33), Europe (N=12), Asia Pacific (N=3), Latin America (N=2), and the Middle East (N=1). Most organizations deployed a web-based textual conversational approach (N=49); two organizations used voice technology.

Table 1. Usage Metrics from March 30, 2020 to June 22, 2020.*

<table>
<thead>
<tr>
<th>Organization Type</th>
<th>Total Number of Messages</th>
<th>Number of Messages (Mean)</th>
<th>Conversational Turns (Mean)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Government (N=18)</td>
<td>2,937,299</td>
<td>163,183 (min = 406; max = 1294866)</td>
<td>2.96 (min = 1.75; max = 7.46)</td>
</tr>
<tr>
<td>Hospitals, Public Health Depts. (N = 5)</td>
<td>6,923</td>
<td>1,385 (min = 617; max = 28665)</td>
<td>3.29 (min = 2.07; max = 6.76)</td>
</tr>
<tr>
<td>Employer (N=3)</td>
<td>4,794</td>
<td>1,598 (min = 448; max = 2979)</td>
<td>2.52 (min=2.08; max=2.90)</td>
</tr>
<tr>
<td>Health Plan (N=1)</td>
<td>2,643</td>
<td>2,643 (min = 2643; max = 2643)</td>
<td>2.06 (min=2.06; max=2.06)</td>
</tr>
</tbody>
</table>

*Available data provided by 27 participating organizations

Conclusion

We demonstrate the ability of a wide variety of organizations including governments, employers, providers, and payers to use conversational technologies to provide current information related to COVID-19. The WA platform enabled implementation of a set of conversational agents for a wide variety of use cases. Usage data show demand for and adoption of these technologies during a rapidly-evolving public health crisis. Our ongoing research is investigating user satisfaction and experience with COVID-19 conversational agents.
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Introduction

Asthma impacts 1 in 12 children and 1 in 13 adults in the U.S., causing unplanned hospitalizations due to unhealthy and hazardous environmental conditions. Our study is one of the first to combine pollutants and weather conditions with insurance claims to correlate and predict asthma prevalence rates to target and alert at-risk patients\(^1\),\(^2\).

Study Design and Data

Our data includes de-identified CMS hospital inpatient data for both pediatric and adults patients (CMS Medicare and Medicaid) and Medical Claims summaries (CMS 2013-2017) as well as daily county-level temperature, precipitation, and pollution data for 2017 (EPA and NOAA). We focus on the seven counties in southwestern Pennsylvania surrounding Allegheny where 10% of adults and 10% of school-aged children live with asthma\(^3\). We examine over 200,000 patient records alongside county-specific minimum, maximum, and average values for NO\(_2\), PM\(_{2.5}\), PM\(_{10}\), SO\(_2\), and O\(_3\). Our aim is to understand how asthma prevalence, hospitalization, and readmission rates correlate with seasonal weather and pollution data. Given patient demographics, clinical history, and environmental exposures, we use logistic and linear regression models to predict the probability of hospitalization and readmission.

Predictive Results

Our results show that asthma prevalence, asthma-related hospitalizations, and hospital readmissions are negatively correlated with external temperature (Figures 1, 2, and 3). Figures 4 and 5 show the ROC metric at 78\% accuracy in predicting readmission and hospitalization risk. We find that the most predictive pollutant measures are PM\(_{2.5}\) and NO\(_2\). Hospitalization rate is negatively correlated with PM\(_{2.5}\) and positively correlated with NO\(_2\).

Conclusion: Our study using CMS claims and external weather data shows that winter months (when temperature is low and pollution levels are moderate) correlate strongly with higher asthma rates and hospitalizations. Pollutants get trapped closer to the earth’s surface due to winter smog and other factors. Our risk models, which combine clinical information with external indicators, can alert both hospitals in regions with large at-risk populations as well as vulnerable patients living in areas with unhealthy levels of pollution that can exacerbate asthma.
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Introduction

Natural Language Processing (NLP) can facilitate information processing efficiently. MetaMap, an NLP application, identifies key medical concepts from texts and maps them into the Unified Medical Language System (UMLS). Both MetaMap and UMLS, popular NLP tools and resources, are developed and maintained by the National Library of Medicine. One application of NLP is in precision medicine to extract clinically actionable genomics information automatically. Variations in MetaMap’s different configurations and their combinations create significant changes in the outputs of MetaMap, which present a challenge among MetaMap users. We conducted this pilot evaluation to compare the performances of MetaMap’s configurations to set up a methodology foundation to seek the most optimal results in processing clinically actionable genomics texts in the future.

Methods

A medical professional manually marked relevant phrases in three input texts about actionable genomic information on cystic fibrosis to create gold standards, i.e., the hypothesized ideal value. We tested 17 Behavior configurations, individually, with the default settings: “Relaxed Mode”, UMLS 2018AA, USABase to test if the selected configuration makes MetaMap perform better than the default settings (without any selected configurations). We compared each output to their golden standard and deemed them as exact, similar, or incorrect. Then, precision, recall, and F-measure ($\beta = 0.33$) were calculated for each of the 17 configurations. F-measure represents MetaMap’s ideal performance in considering both its precision and recall in processing the input texts. We deemed configurations as relevant, if the F-measure was $\geq50\%$, or irrelevant, if the F-measure was $<50\%$. The top 3 most relevant configurations were then combined and applied to all three texts to compare the MetaMap performance versus the default settings. The NLP evaluation principles were followed.

Results

Table 1 shows the top 8 most relevant configurations of MetaMap, under Behavior configurations, based on its corresponding F-measures by using the three input texts. According to the F-measures, Unique Acronym/Abbreviation Variants Only, Use Word Sense Disambiguation, and Allow Large N are the top three configurations. When combining these three configurations, the corresponding F-measures for the three input texts are much more effective/relevant than either the default settings or individual configurations.

<table>
<thead>
<tr>
<th>Behavior Configuration</th>
<th>Input Text #1's F-measures</th>
<th>Input Text #2's F-measures</th>
<th>Input Text #3's F-measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use Word Sense Disambiguation</td>
<td>65.40%</td>
<td>83.44%</td>
<td>76.90%</td>
</tr>
<tr>
<td>Allow Large N</td>
<td>65.50%</td>
<td>83.44%</td>
<td>63.70%</td>
</tr>
<tr>
<td>No Derivational Variants</td>
<td>58.90%</td>
<td>83.44%</td>
<td>63.70%</td>
</tr>
<tr>
<td>Enable NegEx</td>
<td>51.70%</td>
<td>83.40%</td>
<td>47.00%</td>
</tr>
<tr>
<td>No Text Tagging</td>
<td>51.70%</td>
<td>95.41%</td>
<td>51.20%</td>
</tr>
<tr>
<td>Composite Phrases</td>
<td>71.00%</td>
<td>69.52%</td>
<td>51.20%</td>
</tr>
<tr>
<td>Threshold (600)</td>
<td>65.50%</td>
<td>58.01%</td>
<td>63.70%</td>
</tr>
<tr>
<td>Default Settings (No Configurations)</td>
<td>39.30%</td>
<td>30.00%</td>
<td>71.00%</td>
</tr>
<tr>
<td>Combined Top Three Configurations</td>
<td>91.00%</td>
<td>94.00%</td>
<td>84.00%</td>
</tr>
</tbody>
</table>

Conclusions

This study aims to evaluate MetaMap’s performance based on its Behavior configurations. We evaluated these 17 configurations, individually, and compared their corresponding performances to the default settings. The two authors (OM and ST) assessed the results based on the same metrics, independently first and obtained the agreement later. Our results show that the top three most relevant Behavior Configurations: Unique Acronym/Abbreviation Variants Only, Use Word Sense Disambiguation, and Allow Large N, have the highest F-measures and, therefore, perform better than the default settings in processing the selected clinically actionable genomics texts. Because, we only have one clinical annotator and three input texts in the pilot evaluation a more generalizable conclusion about MetaMap needs a more comprehensive test, including a diverse range of input texts to represent all biomedical domains. 17 Behavior configurations in MetaMap were tested for this pilot study; the evaluation of the permutations and combinations of all 17 configurations have not been conducted. We also consider automating the evaluation processes. Nevertheless, our methodology is a beneficial addition in evaluating MetaMap configurations and potentially improving NLP processing performance. In the future, we plan to use our limitations to guide future explorations in this project. (This work was partially supported by NIH under Award Number R15LM012941 and P20 GM121342).
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Introduction

The ARX Data Anonymization Tool is a comprehensive open source software for anonymizing structured individual-level health data. Anonymization or de-identification can be performed to mitigate privacy risks when data is used for secondary purposes or shared with third parties. However, little has been published about real-world applications of anonymization tools, often because of legal uncertainty regarding the validity of anonymization processes. As a first step towards bridging this gap, we investigated the impact of ARX based on publicly available information.

Method

We searched Google for “ARX” or “arx.deidentifier.org” (the URL of the project website) in combination with one or more of the following terms: “anonymization”, “data”, “tool”, “deidentification” and “privacy”. Additionally, we searched for all scientific articles citing one of the 20 original papers published by the ARX development team using Google Scholar. We reviewed the 389 search results as well as the 435 scientific articles and selected references to ARX from three different kinds of resources: (1) guidelines and reports by authorities, (2) international research projects and (3) research data management guidelines and software. Finally, we report download numbers tracked via the project website and indicators for interest in the software provided by the development platform GitHub.

Results

We found 14 different reports and guidelines by national and international authorities referring to the software. They were released between 2015 and 2019. The institutions publishing these resources, their countries of origin and the titles of the publications are shown in Figure 1. In addition, we found 17 projects funded by the European Horizon 2020 program, which produced deliverables making use of or referring to ARX. We found five different academic research data management toolboxes mentioning ARX and five large software products, including SAP HANA Data Anonymization and the KNIME data analytics platform, that utilize the software or one of its core technologies. The graphical anonymization tool was downloaded 24,852 times and the programming library 3,741 times since the initial release in 2012. On GitHub the project has 346 stars, 164 forks, 20 contributors and is under active development receiving frequent updates.

Figure 1. Guidelines and reports by national and international authorities mentioning ARX

Conclusion

We found that ARX is used for various purposes and is internationally recognized not only in the academic field, but also by authorities and government agencies, commercial enterprises and specialists from various fields. The download numbers suggest that the graphical user interface is an important aspect contributing to its success. Further information is available on the project website (https://arx.deidentifier.org).
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1. Introduction

Clinicians, analysts, and patients alike are often preoccupied by the technical or administrative processes of interoperability in health care; though intended to be helpful, these processes often distract health care actors from interoperability’s primary goal: improving patient care. True interoperability grants each clinician access to the same complete and high-quality patient data across the health care ecosystem. To achieve true interoperability, every actor in the health care ecosystem must understand that they have a role to play in improving clinical data quality that facilitates research and better care decisions for meaningful patient experiences and outcomes.

The Veterans Health Information Exchange (VHIE) Clinical Data Quality Management Program contributes to achieving optimal interoperability through its program of 1) continuous monitoring of the clinical quality of the nation’s largest exchange of Health Level Seven (HL7) production messages, 2) educating health care actors of the team’s discoveries and exposing opportunities on how these actors can play a part in attaining clinical data that is fit for purpose across the ecosystem, and 3) participating in improving national standards that influence interoperable exchanges of information.

2. Methodology – Mixed Approach

Analytics and metrics provide the cornerstone to build the data quality story for each specific organization. The C-CDAs exchanged are the primary insight stream to develop quantitative assessments and trends.

Clinician-facing issues are collected through semi-structured interviews conducted by VHIE Community Coordinators nationally across VA’s health care system. These front-line users detail their usability challenges with specific data exchange partners. Additionally, a community-based participatory approach is used to engage with commercial health care organizations (e.g., software vendors and/or health care organizations) to gain understanding into pain points.

3. Evaluation Results

Vendor/organization findings are presented by the VHIE Clinical Data Quality Team with a clear focus on impactful data quality challenges. For example, in one Health Information Exchange’s Allergy domain, 46.2% of data is missing a code and/or code system. In one Medications domain, 55.9% of data is missing a code and/or code system, immunizations are misplaced in the CCD-A, and fields are mis-aligned in format. Both of these examples show huge issues in data quality. The collaborative presentation includes Community Coordinator input, engages and develops consensus plans to resolve issues, and in the example above, reviews the domain code/code system mapping tables for specific stakeholders as a starting point. As a deliverable, a workbook of de-identified data issue examples (at the C-CDA document level) provide an easy tool for the source health care team to identify roles that can address specific data issues.

Too often the data exchange is a technical success, but clinical usability fails, leading to clinician frustration with the reality of missing, miscoded, or misplaced external data. Our research has also shown that vendors face challenges with multiple standards documents (e.g., standards, companion guide, implementation guide), leading to differences in implementations.

4. Conclusion

Informatics is the field responsible for developing the technology to collect, store, and use health care data and information with the purpose of improving patient care. However, when poor clinical data content is exchanged, even the most sophisticated cutting-edge technology will not be able to live up to expectations. Reasons for failure are often complex, and resolution must involve a spectrum of health care actors working together with a focus on the quality of the clinical content exchanged, not just a successful technical exchange. We can achieve this with education, collaboration, and involvement; everyone has a part to play. We can collectively shape the future of healthcare.

5. Attendee’s Take-away Tool:
The entire health care interoperability ecosystem and every health care actor within it is responsible for the clinical quality of data.
Listening to your Data: 
Analyzing Medical Concept Mentions in Longitudinal Clinical Notes
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Introduction
Computerized processing of clinical texts is important for tasks such as Disease Prediction and Clinical Decision Support.¹ Unlike the structured data included in medical records, clinical notes are a written description of any medically relevant information included by the physician. Because of their unstructured nature, clinical notes do not provide a consistent list of variables that can be easily analyzed in aggregate. For this reason, downstream applications often rely on medical concepts from the Unified Medical Language System™ (UMLS)² extracted from clinical notes rather than the full text of the notes themselves. While concepts have been used for medical NLP for many years, there has been little work exploring how the distribution of concepts changes over the course of the average patient’s hospital admission. In this poster we provide several statistics about how concepts vary throughout a patient’s stay using in the MIMIC-III critical care database. Specifically, we provide information about the time-distribution of concepts during a hospital admission as well as data about how different concepts correlate with specific patient outcomes.

Data
We used the MIMIC-III critical care database. MIMIC-III includes de-identified patient information from 46,520 patients comprising 58,976 distinct hospital admissions including 2,082,294 clinical notes (giving an average of 35.3 notes per admission).

Methods
As in Goodwin et al. (2020),³ we represent hospital stays as a discontinuous sequence of “snapshots” of the patient’s clinical picture, where each snapshot is represented by the set of concepts extracted from any notes provided on the same calendar day. These snapshots include 8 to 1216 medical concepts, with an average of 82 and standard deviation of 86.3. We analyzed (1) how the distribution of concepts changes over time, and (2) any correlations between concepts and outcomes including 25 disease phenotypes and mortality. Specifically, we calculated smoothed Pointwise Mutual Information (PMI), Fisher’s Exact Test and χ².

<table>
<thead>
<tr>
<th>Concept</th>
<th>Mortality Prediction</th>
<th>Phenotype Prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blood in the esophagus</td>
<td>48 h 1.95</td>
<td>Repair of trachea</td>
</tr>
<tr>
<td>Mesenteric Lymphadenitis</td>
<td>48 h 1.83</td>
<td>Other upper respiratory disease</td>
</tr>
<tr>
<td>Radiography of kidney-ureter-bladder</td>
<td>48 h 1.83</td>
<td>Mucin 5AC</td>
</tr>
</tbody>
</table>

Results
The average Jaccard similarity between adjacent notes in the same admission was 26% and between the first and last note in each admission was 12%. Table 1 displays the three most-correlated UMLS concepts for mortality prediction and phenotype prediction.
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Introduction

The use of Patient-Reported Outcome (PRO) measures in the clinical setting can help clinicians track patient symptoms and function over time, elevating the voice of patients in their own care. However, given their more recent introduction into clinical care, it is unclear how patients view PRO questionnaires and why patients often fail to complete PROs in advance of their clinical appointments. This poster presentation will share the patient view of PROs, the challenges they identified, and a prioritized list of recommendations.

Methods

The Electronic Health Record (EHR) Access to Seamless Integration of PROMIS (EASI-PRO) consortium consists of nine universities integrating PROs into EHRs. To learn about patient viewpoints, EASI-PRO researchers conducted 23 patient interviews across five clinics at one site. Transcripts were reviewed to examine patient experiences regarding PRO completion, reactions to PRO questions, and physician interaction.

Results

Patients noted a number of barriers to PRO completion, including a lack of patient portal access, email overload resulting in difficulty identifying important messages, confusion between PROs and healthcare satisfaction surveys, challenging physical health, and technical factors. Patients described their experience interpreting email prompts and advised how to make PRO requests more likely to be answered. Patients expressed confusion regarding the purpose of PROs and how they would be used and voiced a desire to learn how results would impact their clinical care.

Patients reported that PRO measures themselves were generally understandable but they described some difficulty with interpreting answers and matching those answers to the nuance of their experience. PRO length and content were appropriate. Comments demonstrated the importance of selecting PRO measures that are highly relevant to the patient population. Patients reported that completing PRO measures can result in feelings of introspection and gratitude.

Patients expressed a strong desire for quick communication of concerning scores even outside of appointment times and voiced their hope that physicians would utilize PRO results to enhance their care. Many patients assumed that the physician would take their PRO results into account and use results to prepare for their medical appointments.

Conclusion

In our study, most patients were willing to complete PROs, but barriers to completion hampered their response. In this poster presentation, we will present practical recommendations to address barriers, such as revising the call center script, creating descriptive messages, setting tablets at maximum time-out, communicating expected PRO completion time, framing PROs as a way to give providers more information before they start a face-to-face visit so that the time is maximized, informing patients about the purpose of PROs and their role and importance in clinical care, and refraining from using the word “survey.” Recommendations also focus on patient desires concerning use of PROs in patient care, encouraging clinicians to acknowledge PRO completion and use in the clinical setting.
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Abstract

Realistic synthetic replacement text for personal health information removed from clinical text may not be provided by de-identification software or in manually curated clinical data sets. This is a problem for machine learning and natural language processing algorithms that rely on the availability of realistic text for training. We present BRATsynthetic, an open source tool that generates realistic synthetic text replacements.

Introduction

The creation of application relevant, realistic, synthetic text by computer algorithm remains an open problem in Natural Language Processing (NLP), even with recent advances made by models such as GPT-3¹. One application is the creation of synthetic data to replace personal information (PI) from text removed due to privacy, ethical or legal considerations. In the United States, the governing legal framework for privacy is Health Insurance Portability and Accountability Act (HIPAA), which under Section 164.512 of the Privacy Rule describes a “safe harbor” method that details categories of data elements for removal. While software exists to remove these elements², de-identification software may not replace identified PI with synthetic text or be unavailable to the broader community. This is unfortunate, because redacted text (such as text replaced simply by the category type of the PI removed) does not resemble the original text, making it difficult to train machine learning algorithms. The challenge of creating high quality de-identified synthetic text for use with machine learning may lead even large tech corporations to skip the process entirely, leading to PI leaks³. To address this issue, we have developed software to create synthetic data from the widely used BRAT⁴ annotation software.

Method

BRATsynthetic utilizes regular expressions and the open source library faker to convert BRAT .ann formatted files and the associated text file to generate realistic text for 24 categories of PI from the I2B2 2014 challenge⁵, with the addition of a TIME category. For each category we generate a range of data using regular expressions and basic text analysis to create synthetic data matching the format of the original text.

Results

Software is available on github at https://github.com/uabnlp/BRATsynthetic A preliminary qualitative evaluation reveals the generation of realistic text substitutions in the same format as the original text. For example, an original date of “June 2nd” will be replaced by a random date in a similar format such as “October 5th”. Similarly, a hospital abbreviation (UAB) is replaced by another hospital abbreviation (BMC) from a replacement list. Some errors are still present, for example substitution of profession “cook” for “carpenter”, when the person was injured in a restaurant.

Conclusion

In conclusion, we have released a new software tool to generate synthetic text covering all I2B2 2014 de-identification task categories. A formal evaluation of the software and an assessment of its impact for training is pending.
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Introduction
The highly infectious clinical syndrome Covid-19 is caused by the severe acute respiratory syndrome Coronavirus 2 (SARS-CoV-2). The virus can be transmitted from person to person through droplets in close contacts. As COVID-19 can spread quickly, the traditional contact tracing methods of contacting cases and identifying contacts could become cumbersome. In this study, we propose an approach using the application of network analysis on electronic health records to identify those healthcare workers (HCWs) with higher risk interactions with COVID-19 patients and other HCWs they interacted with (contacts). Our findings can help inform hospitals’ future decision makings regarding the allocation of resources, safety protocols, and contact tracing in case of future pandemics.

Methodology
We used electronic health records to develop a small-world contact network of HCWs within a hospital system to facilitate contact tracing and infection control efforts. The study period was between April 1st to June 30th, 2020, when there were surges in the number of COVID-19 patients in the hospital. The patient population included those who were not initially hospitalized for COVID-19 but had to go to COVID isolation sometime after their admission as they were tested positive. We identified all HCWs who cared for these patients before they went into isolation and flagged them as having high-risk contacts with patients. For each HCW, we identified the last day they cared for a patient before the patient went into COVID isolation. We identified other patients of the HCW in the next 14 days after their last high-risk contact and all other health care workers of those patients. We only considered HCWs who had definite or potential contacts with patients. To distinguish different types of contacts, we categorized health care workers into groups (such as clinicians, administrative). We extracted the clinical events related to each group from the electronic health records. A physician and a resident went over the clinical events separately and categorized them into potential, definite, or no contact with patients. We removed the administrative staff who had no potential or definite contacts with patients. We generated a network of HCWs based on patient-sharing relations. The nodes represented HCWs, and the edges represented patients shared between them. The edge weights represented the number of patients shared between health care workers. We identified important HCWs in the network using centrality measures. We used the Louvain community detection algorithm to identify groups of HCWs more densely connected. We also identified the central HCWs in each community using the centrality measures.

Results
During the study period, 863 patients went into COVID isolation sometime after their admission. The total number of patients used for generating the network was 21,060. The network was undirected, weighted, and connected with 3932 nodes (health care workers), 367,803 edges (patient shared between health care workers), and a network density of 0.047. Healthcare workers shared an average of 2 patients (average edge weight). We calculated degree, weighted degree, closeness, and betweenness centrality measures for the network nodes. Based on degree and weighted degree, the central node was a respiratory staff with direct high-risk contact with COVID-19 patients (patients who were not initially admitted for COVID-19 and went into COVID isolation sometime after their admission). Based on the betweenness centrality, the central node was a doctor with no high-risk contact with COVID patients. Based on the closeness centrality, the central node in the network was dialysis staff with high-risk contacts with COVID patients. The Louvain community detection algorithm detected 8 communities in the network with ranges from 132 to 1421 nodes. The network modularity was 0.4. We calculated centrality measures for all nodes in each community. Respiratory staff, patient care technicians, and registered nurses were identified as central nodes in the communities.

Conclusion
This study approach could inform the policies regarding infection control procedures and enhance contact tracing efforts in hospitals.

References
Chronicles of Nationwide Health Information Exchange (HIE) Told through Data Profiling of the Veterans HIE Audit Log

Eric Pan, MD, MSc, FAMIA, Nelson Hsing, ScD, Omar Bouhaddou, PhD, Nathan Botts, PhD, Bharathi Vedula, MS, Jim Malpass, Jeffrey Anderson, MD, Jonathan Nebeker, MD
Veteran Health Information Exchange, Clinical Informatics and Data Management Office, Department of Veterans Affairs, Washington, DC

Problem Statement and Methodology

Given its nationwide footprint, the Department of Veterans Affairs (VA) exchanges health information with a large number of organizations and consequently has a unique opportunity to experience and share most issues affecting interoperability. The history of these exchanges is recorded in the Veterans Health Information Exchange (VHIE) log files, including details about the patient, sender organization, user requesting the information, description of the documents requested as well as the documents themselves, purpose of use of these documents, and date and time. The primary use of the auditing information is to report an accounting of disclosures (a privacy requirement). The audit data is also transferred to an analytics platform where it is leveraged to monitor operations (system response time), assist in measuring the value of different features (such as value of pre-fetching data ahead of an appointment), assess data quality (completeness and relevance), and evaluate the impact of HIE on clinical and financial outcomes.

This study profiles the 10-year data in the audit logs of VHIE to chronicle the story of nationwide health information exchange and draw lessons learned. Several studies have used HIE audit logs to draw conclusions on utilization and potential benefits of HIE [1]. To our knowledge, none have provided a detailed description of these audit logs whose schema can be critical for effective HIE monitoring and evaluation.

Results

There is an exponential growth of nationwide record exchange, especially in the last four years. Robust technology platforms with scalable architecture (hub and single on-ramp). Veterans patient population served with these exchanges has been limited, due to a strict consent requirement. This was addressed with a recent policy change (MISSION Act). Patients have information with one external private sector organization (78%), two (17%), and three or more (5%). The Purpose of Use is 99% treatment, 0.5% benefits determination and 0.5% other. Expansion will require configurable policy engines. The document types are the CCDs (53%), progress notes (24%), consultation notes (7%), radiology studies (4%), and others (12%). A third (34%) are unstructured documents. More modular data packages like FHIR resources may be needed. Healthcare staff or clerical users represent 66% and healthcare professionals 20%, which is expanding based on better integration between EHR and HIE. Unfortunately, the current audit logs do not tell the whole story. They miss essential elements, such as an indication of the actual use of the data and the user-perceived value of the information at the time of use. Extended auditing covering end-to-end workflows are needed.

Conclusion

Health information exchange is the current way providers keep each other informed about their shared patients. Audit logs of these HIEs record the exchange transactions. Profiling the 10-year VA HIE audit logs tell the story of development and usage characteristics of nationwide HIE. The story shows exponential growth in the volume of transactions, and a growing number of users and roles who are exchanging a diverse set of document types, for many purposes. Compliance with standards is variable and actual end-user usage is missing from the story. Maintaining and extending these log files are critical for analyzing existing exchange patterns and forecasting future HIE needs and trends.
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Abstract

Federated tensor factorization has been proposed recently to analyze massive medical data. Existing methods either introduce high communication overhead or lead to inferior results. We propose a communication efficient approach called LocalTF, where the local sites only communicate after several iterations of local updates. Experiments on real medical datasets verify the accuracy improvement and communication reduction of LocalTF.

Introduction

Nowadays, more and more institutions store clinical histories in the form of Electronic Health Records (EHRs). Recent studies proposed federated tensor factorization to combine EHR data from different institutions for tensor analysis. Current federated methods either introduce high communication overhead [1] or lead to inferior results due to auxiliary penalty [2]. In this research, we propose localTF, a communication efficient and privacy preserving distributed tensor factorization approach based on Local SGD.

Methods

Suppose we have a three-order tensor with modes of patients, procedures and diagnoses. Since our algorithm is a distributed one, we have to compute phenotypes while protecting the privacy of the patients in local sites. As a result, the local sites only send procedures and diagnoses to the global server. We set a batch size b and we only globally communicate after b local updates and then add Gaussian noise. After global communication, the server sends the updated information back to the local sites and local sites continue their local updates. The process continues until convergence.

Results

We report the factorization accuracy under Root Mean Square Error (RMSE). LocalTF achieves the best accuracy, and CP-ALS ranks the lowest. CP-ALS has the best stability. We use the mortality prediction task to measure how useful the phenotypes are. We evaluate the prediction result with the AUC score. CP-ALS has the best AUC score, and LocalTF ranks the second. For communication costs, both DPFact and LocalTF significantly reduce communication cost compared with methods based on Distributed SGD, and LocalTF has a slightly lower cost than DPFact.

Conclusion

LocalTF is a useful tensor factorization method that guarantees strict privacy and reduces communication costs. Our model outperforms the state-of-the-art federated tensor factorization method and also achieved comparable results when compared with centralized methods. Future works include the evaluation of the methods on more datasets (e.g. higher order) and evaluate the quality of the phenotypes with guidance of domain expert.
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Introduction: Negative impacts of opioids continue to rise, with little published evidence on how they are affected by social and demographic factors. It is further unclear whether a diagnosis of opioid use disorder (OUD) is a strong predictor of opioid overdose (OD). The purpose of this study is to evaluate the association between social and demographic factors and the likelihood of developing an OUD or having an overdose (OD), in patients who are prescribed opioids and are covered under a commercial insurance plan.

Methods and findings: The study design is a longitudinal retrospective cohort in IQVIA Pharmetrics data covering a 9 year period from 2007-2015. The index date was established as the date of the first opioid prescription, and OUD and OD were identified using ICD-9 codes. We built simple and multiple logistic regression models, adjusting for confounders, to assess the association between social and demographic factors and the risk for either developing an OUD or having an overdose event, and we then examined the association between OUD and OD.

Findings: The study population includes 927,395 individual patients with at least one opioid prescription (Figure 1).

We found that middle age (OR 7.09, CI 2.23-22.49), and residing in the southern region (OR 1.99, CI 1.32-3.01) were associated with a higher likelihood of OUD, whereas women (OR 0.71, CI 0.56-0.89) had a lower likelihood of an OUD. For OD, we found that southern region of residence was associated with a lower likelihood of OD (OR 0.09, CI 0.01-0.54), while the presence of OUD was associated with an exponential increase in the risk of OD (OR >999.9, CI 3.70- >999.9)

Conclusion: In this commercially insured population, we found that the likelihood of OUD is lower for women, and it is higher in middle age patients and in those residing in southern regions. The fact that there was no association between any socio-demographic factor and OD except place of residence and OUD, may suggest an over-reporting or over diagnosis of OUD in this commercially insured geographical population. These results support the call for ongoing dissemination and implementation research in opioid and clinical practice systems.
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Background
The purpose of this study is to develop an electronic Clinical Quality Measure (eCQM) that uses electronic health record (EHR) data to assess both the venous thromboembolism (VTE) and major bleeding rates for patients following elective primary Total Hip Arthroplasty (THA) and/or Total Knee Arthroplasty (TKA) at the clinician group level for adults 18 years and older. This measure is needed because THA/TKAs are the most common implant surgeries performed on Medicare beneficiaries¹ and are increasingly performed for younger and more active recipients². However, patients undergoing these procedures are at risk of developing VTE, which includes deep vein thrombosis and pulmonary embolism. Studies have estimated that about 5% of patients undergoing THA/TKA develop VTE without anticoagulants, which, when overprescribed, can cause major bleeding and death³. The proposed measure aims to assess the balance between over-prescribing (bleeding) and under-prescribing anticoagulants (VTE) following surgery to assist providers in finding the appropriate prescribing regime.

Results
Denominator Statement: Patients, 18 years of age or older, undergoing an elective primary THA and/or TKA procedure who did not meet any exclusion criteria (Figure 1).
Numerator: Patients, 18 years and older, who had a major bleeding and/or VTE event occur from the date of the THA/TKA procedure to 35 days after the procedure.

Alpha testing: The target population consisted of 17,374 THA/TKA patients from January 2016 - December 2019 at Mass General Brigham (MGB). Exclusion analysis (Figure 1) and results (Figure 2) are provided below.

Conclusions and Next Steps
This study reports on the initial testing of a THA/TKA VTE/Major Bleeding eCQM, demonstrating an MGB Major Bleeding and VTE rate of 3.51% and 0.51%, respectively, producing an overall rate of 4.02%. A risk-adjustment will be performed to determine the overall MGB risk-standardized rate as well as to determine the risk-standardized rates across the six individual MGB provider groups. Additional testing is underway at a geographically distant site using a different EHR system to confirm the feasibility of implementing this eCQM on another health system. Once validated, this VTE/Bleeding eCQM will enhance the Quality Payment Program by providing a performance measure capable of analyzing clinician performance in an area where there is currently a measurement gap.
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Problem Description

Clinical Decision Support (CDS) provides clinicians with referential information to make the most informed clinical decisions at the point of care. CDS tools are incorporated into electronic health records (EHRs) in many forms: alerts, order sets, and checklists. To deploy the most up-to-date, accurate and high-performing CDS at the right point of care, healthcare systems should establish governance over the CDS lifecycle — receipt of new requests, management of CDS inventory, and periodic review of CDS tools. Our CDS committee had previously performed these governance functions using a variety of disconnected organizational systems including Excel (database), Trello (tracking governance process), and PowerPoint (project intake). Consequently, the process was inefficient, requiring manual data entry, duplication of effort, and reconciliation among systems. Furthermore, these processes resulted in compromised data integrity and lack of data transparency to the CDS community. These challenges have been described at other institutions. Our CDS governance committee sought to find a novel solution that would streamline CDS lifecycle workflows and overcome these challenges. Ideally, this solution would not be a niche product to CDS and could help solve other health IT challenges to maximize the return on investment.

Solution

We initiated the project to implement Collibra’s Data Governance Platform, a web-based software, for CDS in August 2019. The CDS committee collaborated with the software development team to design the database, model the CDS governance workflows within Collibra, and create the integrations with the Epic EMR and Tableau. Ultimately, the initiative went into production in July 2020 and supplied the framework for all CDS stakeholders to perform the CDS lifecycle in one location.

Our revised workflow begins with new CDS alert requests submitted through Collibra. Because Collibra is integrated with our enterprise active directory, all authorized users could submit a request. Once an initial request is completed, the CDS committee reviews the request within Collibra. Collibra provides customized views to CDS requesters and committee members to track progress of individual requests to ensure they are properly completed. A CDS governance member then approves or rejects the request and that decision is automatically communicated via email to the operational owner. The CDS team updates the metadata for the new CDS in Collibra. Following implementation in the EHR, on a nightly basis, key CDS metadata documented in the EHR is uploaded automatically to the corresponding CDS record in Collibra.

CDS chairs can also initiate periodic review of existing CDS alerts within Collibra. The operational owner would receive an email notification to review the alert metadata. From Collibra, they may review an alert’s performance by selecting a link that automatically opens that CDS’s dashboard in Tableau. To ensure an accurate, up-to-date knowledge base, owners and CDS implementers are responsible for updating important artifacts directly in Collibra such as screenshots of the alert or decision trees. Upon completion, the owner approves the updates in Collibra and concludes the review.

Thus far, Collibra has been successful in mitigating the challenges associated with our previous CDS lifecycle. Since July 2020, we have used Collibra to publish 91 new alerts. We hope to iterate more improvements in the future and translate our success with Collibra Data Governance to manage other knowledge assets at our institution.
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Abstract
Care transitions are vulnerable to communication failures. When such failures occur, patients are at risk for potentially preventable medical errors (PMEs). Prospective, multi-center studies have demonstrated standardized verbal and written handoff reports can reduce PMEs. Herein we describe the architecture of a U.S. Department of Veterans Affairs (VA) hospital information integrated system for improved patient safety at care transitions usable across mobile and desktop devices.

Introduction
Preventable medical errors can cause patient harm and even death. Reported results from prospective, multi-center clinical research have shown that interventions targeting the reduction in communication failures during the transfer of the professional responsibility for patients can decrease PMEs¹. Herein we report the system architecture of a mobile and desktop device capable VA hospital information system integrated platform for standardized communications during care transitions.

Methods
Requirements were established and a Veterans Health Information Systems and Technology Architecture (VistA) remote procedure call (RPC) application programming interface was developed utilizing the Massachusetts General Hospital Utility Multi-programming System (MUMPS). Additional integration was accomplished via a Health Level Seven International v2.4 (HL7) interface developed using a VA wide integration technology (Integration Framework, Document Storage Systems, Inc., Juno Beach, FL). The integrated solution (Patient Case Manager, Iconic Data Inc., Norcross, GA) was then tested in a VistA sandbox environment prior to subsequent testing and deployment in a VA facility.

Results
Provider teams create lists of patients under their care in the solution via automation or manually. Structured data elements including patient demographics, patient location information, visit data, provider information, test results, vitals, code status, orders, clinical charting, and other key data is pulled in real time from VistA. This data is complemented with team annotations entered by providers used for internal team communications. Various projections of this information can be generated by the system. In particular standardized reports to aid discussions at care transitions can be generated and populated with key data pulled in real-time from the system of record. Clinical documentation memorializing the participants in the care transition, when the care transition occurred, and the content communicated during the care transition can be generated automatically and entered into the formal medical record, if desired. Data and care transition reports can be accessed with appropriate credentials via desktop workstations and / or mobile devices on the VA network.

Discussion
The safety of care transitions is improved when communication failures are minimized. In addition, information available at the time of care transitions that participants are not aware of can lead to delayed care and potentially care decisions made without the benefit of new data. The system and architecture herein reported has the potential to reduce the incidence of communication failures and the frequency with which decision making might occur without the most current information. This in turn can potentially reduce PMEs. Future work could aim to understand and quantify the impact of such VA systems.
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Introduction

Several risk factors impact COVID-19 severity, such as type 2 diabetes mellitus (T2DM), which worsen outcomes of COVID-19 infection, increasing serious complications and mortality rates.\textsuperscript{1} Another such risk factor is long-term exposure to air pollution (AP), which has been found to increase COVID-19 mortality via chronic systemic inflammation and increased susceptibility to the virus. It was found that one µg/m\textsuperscript{3} increase in PM\textsubscript{2.5} concentrations increased mortality risk from COVID-19 by 8%.\textsuperscript{2} However, to our knowledge, there have not been any studies assessing the combined effect of AP and T2DM on COVID-19 outcomes. Unsupervised machine learning methods, such as k-means clustering, have been used to successfully categorize AP data with health outcomes,\textsuperscript{3} and is the method we choose for the current analysis.

Methods

County-level cumulative COVID-19 cases and deaths, from March 11, 2020, when WHO declared COVID-19 a pandemic, to July 24, 2020, were downloaded from Johns Hopkins University Coronavirus Resource Center (https://coronavirus.jhu.edu/us-map). Case-fatality rates were then calculated. T2DM county-level prevalence per 1000 among adults 20 years and older was downloaded from the US Centers for Disease Control and Prevention (CDC, https://www.cdc.gov/diabetes/data/index.html). Daily AP data (NO\textsubscript{2}, SO\textsubscript{2}, O\textsubscript{3}, PM\textsubscript{2.5}, and PM\textsubscript{10}) was obtained from the US Environmental Protection Agency (EPA, https://aqs.epa.gov/aqsweb/airdata/download_files.html), and a 5-year mean level was calculated for each US county. All variables were matched by county. Where multiple EPA monitoring stations existed per county, an average was used. The number (k) of the k-means clustering was unknown prior to analysis. Therefore, the Elbow method combined with Davies-Bouldin indexing was used establish the k which maximizes the Euclidian distance between clusters and minimizes the distance within clusters.

Results

Nine clusters resulted from using k-means for COVID-19 case-fatality rates, diabetes prevalence, and concentrations of air pollution constituents at the county level. Mean values for each cluster are seen in Table 1.

Conclusion

Case-fatality rates were positively related to T2DM, PM\textsubscript{2.5}, and NO\textsubscript{2}, but negatively related to ozone. k-means clustering proved to be a useful tool in assessing this multidimensional data. Future research will include additional variables that explore how social determinants of health impact clustering outcomes.
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Introduction
As electronic medical record (EMR) data are increasingly used in clinical research among HIV-positive individuals, accurately identifying HIV-positive patients from EMR data is paramount. Others have developed EMR algorithms for identifying HIV-positive patients at single centers,1,2 but these algorithms have not been validated externally. The objective of this study was to develop and compare EMR algorithms to identify HIV-positive individuals in a multi-center EMR database.

Methods
We collected deidentified EMR data from the Chicago Area Patient-Centered Outcomes Research Network (CAPriCORN) for all patients with either a diagnosis code (ICD9 or 10) for HIV or an HIV viral load test result. CAPriCORN is a clinical data research network with linked data from EMRs for over 10 million patients from diverse healthcare systems in Chicago, including academic medical centers, community hospitals, and clinics.3 For each patient, we collected demographics, encounters, diagnosis codes, antiretroviral therapy (ART) regimens, and laboratory test results. We compared algorithms for identifying HIV-positive individuals.

Results
40,718 patients from 7 healthcare systems were included. 13,280 patients had a positive laboratory test for HIV (i.e., confirmatory HIV antibody, p24 antigen, or HIV viral load > 20 copies/mL). 24,041 patients had at least one encounter with a diagnosis code for HIV, and 17,787 patients were prescribed ART, excluding ART regimens used for Hepatitis B or pre-exposure prophylaxis (Figure 1). Table 1 describes the number of patients identified by algorithms combining laboratory results, diagnosis codes, and ART prescriptions.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Number of patients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive HIV Laboratory test OR Diagnosis code for HIV AND receiving ART</td>
<td>18,411</td>
</tr>
<tr>
<td>Positive HIV Laboratory test OR Diagnosis code for HIV AND at least 2 viral load tests performed</td>
<td>18,684</td>
</tr>
<tr>
<td>Positive HIV Laboratory test OR Diagnosis code for HIV AND at least 2 viral load tests performed OR Diagnosis code for HIV AND Receiving ART</td>
<td>20,937</td>
</tr>
</tbody>
</table>

Conclusion
EMR algorithms that combine laboratory results, administrative data, and ART prescriptions detect more HIV-positive patients in a large multisite EMR database than use of a single data type alone.
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Introduction

Providing comprehensive services to vulnerable populations is complex and requires effective and efficient collaboration across various safety net agencies. In 2018, Sonoma County implemented the Accessing Coordinated Care and Empowering Self Sufficiency (ACCESS) initiative to help residents receive well-coordinated care. An interdepartmental multi-disciplinary team (IMDT) was established to streamline care delivery through an integrated care-management and coordination system comprised of Connect 360, a data hub, and Watson Care Manager (WCM), a cloud-based platform to present data from multiple social-service sources. This study explored and analyzed the usability and impact of WCM’s usage on care coordination from the end-users’ perspectives.

Methods

In this mixed-methods study, 3 weeks of data collection took place shortly after the 2019 Kincaid Fire, a crisis that exacerbated the needs of vulnerable populations in Sonoma County. IMDT meetings were observed, and WCM end users were surveyed and later interviewed by four experts (RR, CVH, MSL, TB). The Technology Acceptance Model (TAM) was administered to assess WCM’s perceived usefulness (PU) and perceived ease of use (PEOU). Survey data were summarized with descriptive statistics; interview and observational data were analyzed qualitatively using thematic analysis, directed by a grounded theory approach.

Results

Approximately nine hours of IMDT meeting observations were conducted, and eight WCM end users were interviewed. Participants were mostly female (n=6), between 31 to 62 years of age, with undergraduate (n=4) or graduate-level (n=4) degrees. The reported level of interaction with WCM varied across end users, most having an intermediate technology skill level. TAM response details are provided in Figure 1. The median TAM score for PU, PEOU and combined PU+PEOU was 5 (range: 2-7), measured on a 7-point Likert scale (1=extremely disagree and 7=extremely agree). No association was observed between TAM scores and level of interaction, education and self-rated technology skills. From observational and interview data, three principal themes were identified for the role of WCM: supporting data integration and collaboration, facilitating data sharing and reporting, and helping to efficiently and effectively execute tasks.

Conclusion

WCM serves as an essential anchoring tool that facilitates IMDT meetings by bringing together previously siloed data into a single, shared, and secured platform. TAM scores suggested general positive perceived usability and impact. Further research is needed to measure population impact of the adoption of this tool.
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A COVID-19 Drug Repurposing Network from Integrated Text Mining and Semantic Data Mining
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Background: As medical researchers respond to the COVID-19 global health emergency, the COVID-19 literature is rapidly expanding (~80,000 articles returned in a PubMed search for “COVID” in December 2020). Computational approaches that can automatically distill key information from these articles and integrate it with relevant information from curated biological databases are essential to gain insight into COVID-19 etiology, diagnosis and treatment. Knowledge graphs (networks) are a powerful way to represent such diverse biological information and generate novel hypotheses. Several efforts are underway to investigate COVID-19 using knowledge graphs, including the COVID-19 Disease Map (PMID:32371892), iNDRA (PMID:29175850) and KG-COVID-19 (PMID:32839776). In this study, we constructed a COVID-19 drug repurposing knowledge graph based on mining of literature and databases, taking advantage of semantic web technologies (RDF and SPARQL) to streamline data integration.

Methods: Entities of interest (proteins, variants, diseases, drugs) mentioned in the COVID-19 Open Research Dataset literature (CORD-19; https://arxiv.org/abs/2004.10706) were annotated using PubTator (PMID:31114887), converted into RDF triples and stored in a Virtuoso triplestore. Drug, molecular target, and therapeutic indication information from DrugBank (PMID:29126136) was also converted into RDF triples and added to the triplestore. We used federated SPARQL queries across several endpoints such as UniProt (PMID:29425356), Protein Ontology (PMID:27899649) and DisGeNET (PMID:27153650) to retrieve and integrate relations among genes, genetic variants, and diseases. We queried STRING (PMID:30476243) for protein-protein interactions, iTextMine (PMID:30576489) for text-mined relations among genes, variants, and effects on disease/drug response, and the COVID-19 Therapeutic Information Browser (TIB; https://covid19tib.e19hce.org/) for drug-COVID-19 co-mentions in the literature using their respective web interfaces. Custom scripts were used to combine relations from different sources into node/interaction and node property files for visualization in Cytoscape.

Results: Using the most frequently mentioned eight proteins and nine genetic variants in the CORD-19 corpus as seeds, we constructed a network with 15 proteins, 93 variants, 139 diseases, 32 drugs, and 7 disease outcome/drug response terms, connected by ~490 relations of the following types: protein-variant, variant-disease, disease-drug, disease-outcome, drug-protein (target), drug-drug response, and protein-protein (interaction). The network provides a wealth of information about drug, gene, and disease relationships in the context of COVID-19. For example, Tumor Necrosis Factor (TNF; Figure 1) is implicated in the hyper-inflammatory response, known as the “cytokine storm”, seen in some patients with severe COVID-19. TNF is included in the network because two of the most frequently occurring genetic variants in the CORD-19 corpus (rs1800629, rs361525) lie in the regulatory region upstream of the TNF gene. Of the drugs that target TNF, several (infliximab, golimumab, and adalimumab) are frequently mentioned in the CORD-19 corpus (Figure 1, drugs with red borders). Moreover, one of these drugs, infliximab, is being tested as a potential COVID-19 therapy in a clinical trial. However, other TNF-targeted drugs (etanercept, certolizumab pegol) are not mentioned. All of these drugs are recommended for use in a similar set of auto-immune diseases (blue nodes), suggesting they may have similar immune modulatory effects. Thus, based on our network, etanercept and certolizumab pegol may be drugs of interest to investigate in the context of COVID-19. This work has demonstrated the value of integration and knowledge graph representation of biological data to gain insight into a rapidly evolving biomedical problem. Network construction is highly automated to facilitate rapid updates as new information is published. Our future plans include systematic evaluation of the network to identify other drugs that have properties in common (e.g., molecular target, therapeutic indications) with promising anti-COVID-19 drugs and dissemination of the network through mechanisms such as an API and SPARQL endpoint.

![Figure 1. TNF-associated drugs, variants, and diseases in the COVID-19 network.](image-url)
Validating synthetic data derivatives using adapted inpatient cascade of care for Type II diabetes mellitus
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Introduction: More than 30 million Americans have Type I or Type II diabetes, and recent studies show population-level diabetes care hasn’t improved over the last decade. Synthetic data may allow clinicians and informaticians to evaluate, in real-time, the “cascade of care” of diabetes. The “cascade of care” framework defines diagnosis, linkage to care, and HbA1c control for population-level diabetes monitoring. This study uses the data synthesis platform MDClone (MDClone Ltd., Beer Sheva, Israel) that uses electronic health record (EHR) data to derive a statistically equivalent data set to the original while ensuring data privacy. Values that are extreme or can be identifiable are censored from the data during the synthesis process.2

Methods: We adapted the outpatient cascade of care1 to define an inpatient cascade of care using American Diabetes Association guidelines3 and consultations with an endocrinologist (Table1). We then constructed the cascade of care using original and synthetic data from the EHR of patients admitted within a day of their diabetes diagnosis to the BJC healthcare system in St. Louis, MO from 2010 to 2019. We defined linkage to care as meeting at least one of the following: insulin administered within 24 hours of admission, HbA1c measured within 24 hours of admission, a consult with a diabetes or endocrinology specialist during or after admission, and/or oral medications prescribed within 3 months of discharge. Patients had HbA1c control if they had at least 1 measure of HbA1c <7%. We compared the proportion of patients who met the criteria for the cascade, as well as the proportion of the cohort lost at each stage, between the original and synthetic data. We then computed 95% confidence intervals to assess for the precision of the estimates. We quantified the distribution of the cohort by sex, race, and age at each stage in the cascade to capture any disparities among those lost along the cascade.

Results:

Table 1: Cascade of care stage data and population demographics (Synthetic and Real data)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Synthetic</th>
<th>Censored</th>
<th>Original</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(N, %; median ± SD)</td>
<td>(N, %)</td>
<td>(N, %; median ± SD)</td>
</tr>
<tr>
<td>Diagnosed (w/o complication)</td>
<td>63862 (66%)</td>
<td>395 (&lt;1%)</td>
<td>63993 (66%)</td>
</tr>
<tr>
<td>Linked with care</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HbA1c taken &lt; 24 hours of admission</td>
<td>26166 (27%)</td>
<td>15 (&lt;1%)</td>
<td>26172 (27%)</td>
</tr>
<tr>
<td>Insulin &lt; 24 hours of admission</td>
<td>67279 (69%)</td>
<td>15 (&lt;1%)</td>
<td>67276 (69%)</td>
</tr>
<tr>
<td>Oral meds &lt; 3 months of discharge</td>
<td>21558 (22%)</td>
<td>34 (&lt;1%)</td>
<td>21577 (22%)</td>
</tr>
<tr>
<td>Diabetes or endocrinology consult during</td>
<td>5966 (6%)</td>
<td>0 (0%)</td>
<td>5966 (6%)</td>
</tr>
<tr>
<td>Controlled HbA1c (&lt;7%)</td>
<td>17204 (18%)</td>
<td>0 (0%)</td>
<td>17203 (18%)</td>
</tr>
<tr>
<td>Sex (Female)</td>
<td>46402 (48%)</td>
<td>34 (0%)</td>
<td>48147 (50%)</td>
</tr>
<tr>
<td>Race (White)</td>
<td>68757 (71%)</td>
<td>89 (0%)</td>
<td>69128 (71%)</td>
</tr>
<tr>
<td>Age at diagnosis</td>
<td>65.97 ± 14.16</td>
<td>0 (0%)</td>
<td>65.94 ± 14.16</td>
</tr>
<tr>
<td>Length of stay</td>
<td>2.4 ± 6.48</td>
<td>0 (0%)</td>
<td>2.3 ± 6.48</td>
</tr>
<tr>
<td>Cardiovascular disease (MI, Stroke, CHF)</td>
<td>31183 (33%)</td>
<td>122 (&lt;1%)</td>
<td>31364 (33%)</td>
</tr>
</tbody>
</table>

Figure 1. Inpatient diabetes cascade of care with % lost from each stage

Conclusion: The results of the synthetic and original data by proportion of patients maintained in the cascade, as well as demographic breakdowns, were sufficiently similar (Table 1), aside from slight variations in sex, which indicated that synthetic data created by this platform will be useful for population-level descriptions and analyses such as quantifying the diabetes cascade of care. This is promising, as synthetic data are easily obtainable, and their use requires no IRB approval. With synthetic data, researchers can think of a question they want to answer, and immediately query the data to investigate their problem.
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Introduction
Driven by the rapid aging of the population, Japan introduced public long-term care insurance to reinforce healthcare services for the elderly in 2000. The public long-term care insurance has become a pillar supporting Japan’s healthcare system, along with the public medical insurance. The public long-term care insurance groups all individuals aged 65 years and older into eight eligibility levels in accordance with their need for long-term care. The eligibility levels include RLTC5 (having most severe health issues and most intensive care demand) through RS1 (having minor health problems), and Ineligible (being healthy). Individuals of a certain eligibility level are provided with long-term care services according to their approved eligibility level. Precisely predicting individual-level future long-term care demand helps regional healthcare authorities to plan and manage healthcare resources in the region and suggest preventive care to their elderly citizens. In this study, we have explored an effective method for predicting individual-level future long-term care demand from past insurance claims of medical and long-term care services.

Methods
We employed a supervised machine learning approach for predicting future long-term care demand. First, we designed discriminative models that input past insurance claims and output a future eligibility level for each individual. Second, we trained the designed models using the gradient boosting decision tree learning algorithm with the training dataset. Third, we applied the trained models to separate the test dataset to evaluate the effectiveness of the models. In addition to the multiclass classification approach, widely used in prediction modeling, we also explored another approach, class-specific classification. In the multiclass classification approach, the training dataset was directly employed to build a single predictor. In the class-specific classification approach, the training dataset was divided into disjoint subsets based on the individuals’ current eligibility levels, and a separate predictor was built for each subset. For the model evaluation, we used three evaluation indicators: a weighted average of Precision, Recall, and F-measure (the harmonic mean of Precision and Recall). For model training and model validation, we utilized the three-year dataset of medical and long-term insurance claims and enrollment records, which were provided by 170 regional public insurance operators covering 42 local government areas in Japan.

Results
We trained the models using insurance claims recorded from April 2016 through March 2017 and evaluated the prediction accuracy of eligibility levels of three / six / twelve months later (i.e., June 2017 / September 2017 / March 2018). The prediction model based on multiclass classification achieved practically high accuracy up to twelve months later prediction (Precision: 0.949, 0.923 and 0.872, Recall: 0.950, 0.926, and 0.878, F-measure: 0.949, 0.924, and 0.873 for three, six, and twelve months later prediction, respectively). The model based on class-specific classification showed relatively lower accuracy (Precision: 0.866, 0.837 and 0.785, Recall: 0.842, 0.789, and 0.758, F-measure: 0.849, 0.806, and 0.769 for three, six, and twelve months later prediction, respectively).

Conclusion
The results show that the developed prediction models offered a practically high accuracy for the prediction of individual-level future long-term care demand. In the future study, we will extend the training and validation datasets and refine learning algorithms/modeling approaches to further improve the prediction method.
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The rapid rise of COVID-19 has challenged healthcare globally. The underlying risks and outcomes of infection are still incompletely characterized even as the world surpasses 25 million infections. Due to the importance and emergent need for better understanding of the condition and the development of patient specific clinical risk scores and early warning tools, we have developed a platform for the COVID-19 DREAM Challenge to support testing analytic and machine learning hypotheses on clinical data without data sharing as a platform to rapidly discover and implement approaches for care. We have previously applied this approach in the successful EHR DREAM Challenge focusing on Patient Mortality Prediction with UW Medicine.

We have the goal of incorporating machine learning and predictive algorithms into clinical care and COVID-19 is an important and highly urgent challenge. In our first iteration, we are facilitating understanding risk factors that lead to a positive test utilizing electronic health recorded data mapped to the OMOP Common Data Model. Data scientists who have built these models are able to build and submit their prediction models to these challenges without access to the data (1). As other sites come online, these models will be distributed to many healthcare institutions across the country who have been on-boarded into the evaluation and benchmarking network (2) where they will be trained and evaluated against the host site's EHR repository (3). The results from each of the sites are returned to the Synapse leaderboard (4) for review by the model submitter (5).

Typically, evaluation of model performance is carried out using cross validation or testing on a hold out set. While these can be useful model validation methods, they do not guarantee that COVID-19 prediction algorithms will generalize to prospective prediction circumstances. Prospective evaluation of multiple competing models, predicting on the same dataset for the same outcome, can remove many of the biases that exist in model validation, and offers a more objective assessment of model performance and generalizability. Here, we report on the performance of the models submitted by 371 participants (and counting) to the different challenge questions that we have identified. We also provide insights into the features used by these models and how well their performance generalizes across datasets from different healthcare institutions.

Acknowledgments: The work presented in this panel reflects the collaboration of many individuals from across the N3C, CTSAs, NCATS, Observational Health Data and Informatics (OHDSI), and the many organizations and companies whose members provided ongoing input, support, and participation. This work has been funded through the National Center for Advancing Translational Sciences, National Institutes of Health, under award number U24 TR002306.
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Abstract: Electronic Medical Records (EHRs) are associated with decreased vital sign documentation errors.[1] Accurate EHR vital sign data is critical for other clinical decision support systems (CDSS). However, it is still possible for nurses to erroneously document vital signs which can lead to clinical mistakes and poor patient outcomes.[2] The purpose of this study was to leverage the CDSS functionality of our EHR to determine a suitable % change threshold for when a documented vital sign was likely entered in error. Once established we will implement a CDSS to alert clinicians when a suspicious vital sign flowsheet entry has been made and study its effect.

Background: Jefferson Health in Philadelphia PA employs Epic (Epic Systems, Verona WI) as its EHR. The system allows for both automated upload and manually entered vital signs but only alerts providers of potentially erroneously entered weight measurements (based on a percent change). Other vital signs have no alert notifications for extreme changes. The purpose of this study was to determine an appropriate threshold for vital sign decision support tools. Notifying nurses of potentially erroneously entered vital signs may reduce errors and improve quality of care.

Methods: We previously implemented two silent CDSS for Heart Rate (HR) data entry for all inpatient admissions. When a HR entry of at least 75% higher or 50% lower than the previous entry is entered the documentation event is silently recorded. These initial percent thresholds were chosen by clinical informaticists as appropriate starting points for our study. At the time of data entry nurses do have the ability to correct the erroneous HR value by entering either an additional value (thus leaving the error) or correcting the value (overwriting it), but at present are not alerted to the possible error and must recognize it themselves. We currently can distinguish between these two correction methods but can’t determine the clinical scenario that led to it. We retrospectively collected all potentially erroneous HR values (HR0) entered for a 30-month period, the values recorded before (HR-1) and after (HR+1), as well as if an entry was corrected or not. The potentially erroneous entries were identified based on the 75% increase or 50% decrease criteria configured in each CDSS. We calculated descriptive statistics for each distribution. We then created two cohorts for each triggering event. The first cohort identified highly likely documentation errors where HR0 was corrected by the nurse at entry or the % from HR0 to HR+1 was documented within one hour and met our previously described threshold criteria (i.e. HR-1 to HR0 had a 75% increase, then HR0 to HR+1 had a 50% decrease or vise-versa within 24 hours). The second cohort included events where the % for HR0 to HR+1 did not meet the threshold for change, implying the data entry was likely accurate. We performed a logistic regression analysis to determine the relationship between Δ% and odds of presumed erroneous entries, thus determining the specific threshold that resulted in greater than 0.5 odds of the CDSS, indicating a likely error.

Results: Between 3/1/2018 and 8/9/2020 our cohort of highly likely errors contained 672 potentially erroneously entered increases in HR and 1,927 potentially erroneously entered decreases in HR in the increase and decrease CDSS, respectively. The median increase in HR was 89.4% (IQR = 80.7%-106.0%) and the mean decrease in HR was 74.1% (SD = 19.0%). 9.2% of the increased HR entries were categorized as errors and 49.1% of the decrease entries were categorized as errors. Logistic regression analysis for the increased HR was not significant (p = 0.083) but was for the decreased HR (OR = 1.022, p<0.0001).

Conclusion: Our logistic regression demonstrated that for every 1% change in the decrease model the odds of an error increased by 1.022. Setting our model at 50% probability of error results in a Δ% of 75.9%, therefore we will set 75% as our new threshold for the decrease CDSS. We will maintain 75% in the increase CDSS. We plan to assess our other vital sign CDSS in a similar manner and establish appropriate error thresholds, and hope to validate our thresholds. We then plan to consult with nursing leadership and implement these alerts to notify nurses of possibly erroneous data entry and examine in effects. Accurate data entry could improve functionality of other CDSS reliant upon vital sign data.

Deconvoluting Spatial Transcriptomics Data through Graph-based Artificial Intelligence
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Introduction. Emerging spatial transcriptomics technologies are able to spatially index transcripts and measure expression profiles, advancing our understanding of precise tissue architectures. However, the resolution of ST data is far lower than single cell level. Transcripts captured at a specific location by a “spot” or a “bead” is usually composed of a mixture of heterogeneous cells. For example, Visium, one of the microarray-based spatial transcriptomics techniques developed by 10X Genomics, uses spots of 50 µm diameter, with each spot covering 10-20 cells in average, which varies depending on the tissue histology. Therefore, uncovering the cell compositions within each spot of the spatial transcriptomics data is critical for investigating tissue’s molecular and cellular architecture at high resolution. The fast-growing public repository of single-cell RNA sequencing (scRNA-seq) data provides valuable resources for deconvoluting the spatial transcriptomics data. Through integrating existing, well-characterized scRNA-seq data with newly generated spatial transcriptomics data, knowledge learned from previous studies at single-cell level is able to provide insights into spatial data.

Methods and Results. To deconvolute the spatial transcriptomics data, we have proposed a novel, graph-based artificial intelligence approach, Deconvoluting Spatial Transcriptomics data through Graph-based convolutional network (DSTG), for reliable and reproducible identification of cell compositions in the spot-based spatial transcriptomics data. The DSTG approach leverages scRNA-seq data to unveil the cell mixtures in the spatial transcriptomics (ST) data (Figure 1). Our hypothesis is that the captured gene expression on a spot is contributed by a mixture of cells located on that spot. Our strategy is to use the scRNA-seq-derived synthetic spatial transcriptomics data called “pseudo-ST”, to predict cell compositions in real-ST data through semi-supervised learning. First, DSTG constructs the synthetic pseudo-ST data from scRNA-seq data as the learning basis of our method. Then DSTG learns a link graph of spot mapping across the pseudo-ST data and real-ST data using shared nearest neighbors. The link graph captures the intrinsic topological similarity between spots and incorporate the pseudo-ST and real-ST data into the same graph for learning. Then, based on the link graph, DSTG is used to learn a latent representation of both local graph structure and gene expression patterns that can explain the various cell compositions at spots. The major advantages of such similarity-based semi-supervised GCN model are: 1) sensitive and efficient, since for each spot, only the features of similar spots (i.e., neighbour nodes) are used; and 2) acquiring generalizable knowledge about the association between gene expression patterns and cell compositions across spots in both pseudo- and real-ST, since the weight parameters in the convolution kernel are shared by all spots. DSTG is validated and applied to real tissue context from mouse cortex, hippocampus, and pancreatic tissues with well-defined structures. Based on the well-characterized scRNA-seq dataset, DSTG is able to learn the precise composition of spatial transcriptomics data.

Conclusion. In summary, our study has established a novel computational method that accurately and precisely identify the precise cell-type composition in spatial transcriptomics data. DSTG guides the spatial mapping that will provide deep insights and elucidation of tissue architecture, cell-cell interaction, spatial expression of disease related genes. DSTG is available as an open source software that can be readily used to facilitate the consistency and reproducibility of composition mapping across different studies.
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Introduction
Question answering (QA) systems provide a natural way to express an information need in the form of natural language. One of the approaches to interpret and tackle the information need is known as semantic parsing (SP) where the inherently ambiguous input query is mapped to an unambiguous machine-understandable logical form (LF). Most current approaches to clinical SP have been centered around rule-based techniques and traditional machine learning (ML). Recently, many neural SP techniques have emerged that achieve comparable levels of performance as the traditional techniques while overcoming the challenges involved in building traditional systems. In this paper, we systematically assess the efficacy of neural SP when applied to the task of electronic health record (EHR) QA.

Materials and Methods

Data We use two clinical QA datasets for our evaluations, namely, ICU\textsuperscript{DATA} and FHIR\textsuperscript{DATA}. Both the datasets consist of patient-specific clinical questions (that can be answered using EHR data) and their corresponding LFs based on $\lambda$-calculus. We also report the performance of the evaluated neural models on a general domain dataset, i.e., ATIS\textsuperscript{3}.

Models We use two neural SP models based on different architectures that are shown to be effective for small datasets, namely, TRANX\textsuperscript{4} and COARSE2FINE\textsuperscript{5}. To compare the performance in light of a traditional lexicon-based approach, we also report the results of two traditional rule-based and ML approaches for all the evaluated datasets. We collectively refer to these traditional methods as LEXICON-BASED as both of them employ some kind of lexicon to map the natural language phrases from the input utterances to logical predicates present in the $\lambda$-calculus (Figure 1).

Table 1: Cross-validation (CV) evaluation.

<table>
<thead>
<tr>
<th>Model</th>
<th>Corpus</th>
<th>ICU\textsuperscript{DATA}</th>
<th>FHIR\textsuperscript{DATA}</th>
<th>ATIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRANX</td>
<td></td>
<td>75.7</td>
<td>91.6</td>
<td>86.2</td>
</tr>
<tr>
<td>COARSE2FINE</td>
<td></td>
<td>79.8</td>
<td>94.2</td>
<td>87.7</td>
</tr>
<tr>
<td>LEXICON-BASED</td>
<td></td>
<td>95.6</td>
<td>94.2</td>
<td>91.3</td>
</tr>
</tbody>
</table>

Table 2: Cross-dataset evaluation.

<table>
<thead>
<tr>
<th>Model</th>
<th>Corpus (to test)</th>
<th>ICU\textsuperscript{DATA}</th>
<th>FHIR\textsuperscript{DATA}</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRANX</td>
<td></td>
<td>64.8</td>
<td>66.1</td>
</tr>
<tr>
<td>COARSE2FINE</td>
<td></td>
<td>67.4</td>
<td>72.4</td>
</tr>
</tbody>
</table>

Results and Discussion
The performance of the evaluated models are presented in Tables 1 and 2. In the case of CV, both the neural models achieve a lower accuracy on the ICU\textsuperscript{DATA} than that on the FHIR\textsuperscript{DATA}. This can be related to the higher diversity of logical predicates present in the ICU\textsuperscript{DATA}. The cross-dataset results show that both the models suffered a performance drop when trained on a different dataset and tested on another. These findings highlight the requirement of a generalizable clinical SP dataset. The performance disparity of the neural-based methods between different clinical datasets can be attributed to the diversity present in different corpora. Our error analysis surfaces the most frequent types of errors made by neural models on clinical datasets that, along with our detailed discussion to tackle these types of errors, can serve as a starting point for future research in this domain.
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Background
Cohort identification tools can support queries of various complexities, spanning the gamut from basic to more complex ones. Sholle et al.¹ found that an overwhelming number of queries on the i2b2 platform could be classified as basic. The goal of this project is to evaluate query complexity of the TriNetX (TNX) live platform.

Methods
Over 200,000 queries from 2019 (to avoid COVID-19 skewing the data) were pulled from a Kibana database, using a script created in R. A query was defined as any search on the platform by users excluding TNX employees, that returned a non-empty result. Seven query complexity metrics were defined, with each corresponding to different features or capabilities of the platform’s query builder. Each query was scored on all metrics and all scores normalized on a scale from zero to nine and weighted. These weightings reflect the importance of individual features of the query builder as agreed upon by a group of TNX subject-matter experts. Normalized and weighted scores were added together to arrive at the total complexity score. The mean of the total complexity scores was chosen as the cutoff for determining whether a query is “complex” or not, using graphs generated in R to aid in this decision.

Results
We found that 90% of queries included a diagnosis from ICD-10, and 40% of queries included a temporal restriction. Surprisingly, out of 860,000 unique concepts in the platform’s terminology, only 15% appeared in our query corpus. The queries are relatively evenly distributed when ordered by their complexity scores (Figure 1). With the maximum possible score of 63, the mean complexity was observed at 9.78. We segregated the queries by organization type and showed that users from pharmaceutical organizations generated more complex queries with a mean of 11.27 on average and above our complexity cutoff, while queries from healthcare provider organizations were slightly less complex with a mean of 8.98 which falls below our complexity cutoff. This is visible in Figure 1, with the mean for each type as the red lines, and the complexity cutoff as the black lines.

Figure 1. Query Complexity, ordered from lowest to highest score, and segregated by organization type.

Conclusion
We found a smooth query complexity value function, indicating that queries on TNX platform range from simple to complex. Pharma queries appear more complex than healthcare providers on average. These findings can be used by TNX employees to indicate which users may not use the platform to its full ability, and to indicate which platform parts they should focus on improving. These metrics could also be used by programmers at other firms using databases such as OMOP or I2B2 to figure out what their users look for on their platforms, and improve their platforms likewise.
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**Introduction.** It is important to characterize the trajectories, clinical markers, and risk factors through the whole course of Alzheimer’s disease (AD). Real-world evidence (RWE) such as electronic medical records (EMRs) provides rich clinical details of real-life scenarios, making it promising for mining novel clinical features related with AD progression. However, the unique characteristics of longitudinal EMR data (Figure 1), including high sparsity, irregular temporal interval, and informative censoring, challenges traditional approaches.

**Data and Method.** To fully unleash the power of EMR data in longitudinal study of AD, we develop the DisEase PrOgression Trajectory (DEPOT) (Figure 2), a novel graph learning algorithm using beads-on-strings graphs to represent irregular longitudinal data, hybrid locality-sensitive hashing to cluster heterogenous and sparse clinical encounter data, and Hasse diagram to reconstruct disease progression trajectories. The hypothesis of DEPOT is that clinical encounters are sampled from the underlying AD progression trajectories. Therefore, the overall topology of the trajectories can be learned using local similarity among encounters and longitudinal ordering of these encounters. DEPOT learns trajectories as a directed graph with major progression phases as nodes, the transitions between these phases as directed edges, and associated features as clinical markers and risk factors. Once the AD progression trajectory of the whole population is learned, the longitudinal EMR data of an individual patient can be mapped to this overall trajectory for his personalized trajectory. Moreover, the AD risk of this patient can be determined by his current location on the graph, and the clinical interventions can be recommended by identifying the clinically modifiable risk factors.

**Results and Discussion.** The Wake Forest Baptist Health’s Diabetic AD Risk dataset (all with type 2 diabetes; age of encounters: 58.9 ± 13.8yr; cohort size: 33,125; AD-related case: 3,171; features: 17 essential laboratory, vital, and demographical concepts defined by the Carolinas Collaborative EMR network) is used in this study. The constructed overall trajectory of AD progression includes 15 clinical phases and 27 transitions identified from longitudinal orders (Figure 3). Interestingly, the declining kidney function is closely associated with the increased risk of developing AD-related diseases, which is consistent with recent clinical discoveries (1). We also construct the personalized trajectory for an individual patient. Further annotations using EMR data such as ICD codes and procedure codes show consistent results with clinical markers. Patient-specific trajectory enables personalized clinical cares for monitoring and managing AD.

**Conclusion.** We have developed a novel graph-based learning model (DEPOT) to address the challenges in utilizing longitudinal EMR data, which successfully constructs the AD progression trajectories and paves new ways for individual and precision care of AD.
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Introduction

Despite the rapid emergence of health information technologies (HIT), they have rarely been utilized to promote physical activity and healthy food intake and address several of the social determinants of health (SDOH) to prevent chronic disease.¹,²,³ Our PREVENT tool is one of the first HITs that strives to address this gap by integrating and hosting an interactive map of community resources to help providers link patients to resources at the point of care to help them be active and eat healthy foods.

Methods

The PREVENT tool hosts resources within the following ten categories: Fitness/Sports Center, Parks and Playgrounds, Community/Recreation Centers, Grocery Stores, Farmer’s Markets, CSA’s, Food Pantries, Food Organizations, Community Gardens, and Weight Management Programs. The Yelp Fusion API was chosen to populate resources in these categories since it hosts content from 50 million businesses, and provides extensive documentation, which promotes a user-friendly interface for obtaining and extracting information. This API hosts information within “All Categories” and “Category Details,” respectively. For example, the Yelp parent category “Active Life” includes diverse subcategories such as “ATV Rentals/Tours”, “Skiing”, and “Parks.” Subcategories were selected and grouped into the new PREVENT tool categories to help users select resources that will help them be physically active and eat healthy food. If subcategories were irrelevant or inaccessible in the Greater St. Louis region they were excluded.

Results

The PREVENT tool includes an interactive map that displays YELP resources within the newly created categories (Figure 1). Resource categories are searchable, color coded and have unique icons for a user-friendly interface. The tool is intended to be used by healthcare teams during a clinical care. This abstract presents only a portion of the tool—PREVENT displays patient’s cardiovascular health score, provides personalized, evidence-based physical activity and nutrition prescriptions, and includes the interactive map of community resources to help patients locate resources that will help them be active and eat healthy foods. After the visit, PREVENT sends patients an email with the community resources, prescriptions, and educational resources to promote sustained behavioral modification, along with automatic follow-up.

Conclusion

The inclusion of a community resource map with individualized health recommendations has the potential to assist patients in achieving sustained behavioral change. The impact of this tool may be limited if a patient lives within a resource-poor region and/or a patient lacks the means to utilize resources (e.g., reliable transportation).

Figure 1. PREVENT Tool Map
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Introduction

Diagnostic Decision Support Systems (DDSS) provide physicians with assistance in the clinical diagnostic decision-making task. DDSSs have been widely used to reduce medical errors, i.e. misdiagnosis (incorrect diagnosis) and missed diagnosis (lack of diagnosis). In this work, we aimed to leverage free-text clinical notes for accurate diagnostic decision support using advanced pre-trained language representation techniques. We utilized a pre-trained language representation model, which is BERT, to obtain the representation of free-text clinical notes and built a diagnostic model to provide diagnostic decision support. The free-text clinical notes in this work refer to chief complaint (CC) text, which record a patient’s major health problem or concern and its time course, e.g. chest pain for past four hours.

Methods

We constructed the dataset with 434,168 visits from a real-world dataset collected from the hospitals in a Chinese province, filtering out visits which did not contain valid CC text and did not correspond to a diagnosis code that follows the ICD-10. We extracted symptoms from CC text using an entity extraction tool. There are 1,593 unique diagnosis codes and 1,549 unique symptoms occurred in CC text. Each visit in the dataset contains CC text (free-text), symptoms extracted from CC text (structured data), concatenated symptom text (free-text), and a diagnosis code.

We built three diagnostic models trained on structured data and free-text data. We applied BERT to build two diagnostic models using free-text data. Specifically, the model BERT-text was trained on CC text and the model BERT-sym was trained on concatenated symptom text. The baseline model NN-sym was trained by a neural network using structured symptoms. We randomly divided the dataset in training, validation, and testing set in 8:1:1 ratio. We used the training set to develop the models. The hyperparameters of models were adjusted based on validation set. We calculated top-k accuracy (accuracy@k) on testing set to assess the performance of diagnostic models. We assigned k to 1, 3, 5, and 10, and computed accuracy@k respectively.

Results

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy@1</th>
<th>Accuracy@3</th>
<th>Accuracy@5</th>
<th>Accuracy@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>NN-sym</td>
<td>32.77%</td>
<td>50.56%</td>
<td>57.87%</td>
<td>70.21%</td>
</tr>
<tr>
<td>BERT-sym</td>
<td>35.15%</td>
<td>54.86%</td>
<td>64.48%</td>
<td>75.44%</td>
</tr>
<tr>
<td>BERT-text</td>
<td>59.68%</td>
<td>79.34%</td>
<td>84.96%</td>
<td>90.43%</td>
</tr>
</tbody>
</table>

Table 1 showed the improvements for BERT-sym and BERT-text compared to the baseline model NN-sym. BERT-text achieved the best performance with accuracy@1 as 59.68%, which was significantly higher than BERT-sym and NN-sym by more than 20%. BERT-sym outperformed the baseline NN-sym, although their input information was same. It demonstrated that leveraging free-text clinical notes and using pre-trained language models can boost the performance of diagnostic models.

Conclusion

In this work, we utilized pre-trained language models to obtain the representation of free-text clinical notes and built diagnostic models that can assist physicians in making diagnostic decisions. Our model can diagnose 1,593 types of diseases (defined in ICD-10) and achieve the good performance with the accuracy@10 more than 90%. The model learnt from the free-text clinical notes outperformed the one learnt from the structured data extracted from free-text clinical notes. This demonstrated the effectiveness of pre-trained language models on patient data representation and diagnostic model learning.
Identifying Bad Actors in a Direct-to-Patient COVID-19 Registry

Kevin P. Timms, PhD, Emma Brinkley, Kalyani Hawaldar, MS, Charles Tirrell, Leon Rozenblit, JD, PhD, IQVIA, Durham, NC

Introduction

Direct-to-patient (DTP) data registries offer a means to rapidly obtain self-reported symptoms, disease-specific information, and treatment effectiveness and safety. Recognizing that self-reports via open web interfaces can attract submissions from bad actors (bots or low-effort or malicious humans) who can submit inaccurate information thereby corrupting data quality, we explored ways to identify these actors in a large DTP COVID-19 registry. This exploratory work sheds light on the relative amount of bad actor submissions to this dataset, and more generally on the possible suitability of various approaches for such data quality analyses in similar registries.

Methods

We approached the problem through iterative data examination to identify rules for detecting bad actors. To explore possible signals of bad intent, we examined two text fields (email address and a field on clinical trial enrollment), user authentication data, clinical data, and results of an “identity resolution” service. Finally, we developed our broadest set of potential DQ “flags” and applied Machine Learning (ML) to derive predictive models using those flags.

Results

First, we found systematic patterns in email addresses. Two examples include strings matching the Python regular expressions [a-zA-Z][d2,3][a-zA-Z].*@.[hotmail|outlook] and ‘yy’d.*@hotmail (517 and 17 cases were flagged, respectively). A similar analysis on the “name of clinical trial” field showed 318 field submissions had the value “treatments”, 225 had “1”, and 12 had joke or offensive submissions. User authentication (sign up process) information also shed light on suspicious DQ: 300 IP addresses attempted authentication more than three times, one from Vietnam attempting 654 times, and we geolocated 49 sets of fully completed surveys from non-US IPs. Furthermore, email bounce back information elucidated user registration from 1,440 non-existent emails. Next, a set of rules was developed to flag improbable or unexpected clinical data points. For example, 879 users reported being pregnant males and 196 under 4 ft tall. Additionally, possible duplicates or bad actor submissions were identified based on identical demographic datapoints and submission timing. Lastly, we provided 6 personally identifiable information (PII) database fields (e.g., name, address) to a third-party identity resolution vendor. Using proprietary algorithms and databases they returned a 0-100 score (s) for each submitter indicating likelihood they are not a real person; e.g., phone number 000-000-0000 leads to a lower score. 8,070 users were labeled a score below 50. Finally, we estimated multiple regression models using Python’s sklearn in which various sets of binary flags alluded to existence emails. Next, a set of rules was developed to flag improbable or unexpected clinical data points. For example, 879 users reported being pregnant males and 196 under 4 ft tall. Additionally, possible duplicates or bad actor submissions were identified based on identical demographic datapoints and submission timing. Lastly, we provided 6 personally identifiable information (PII) database fields (e.g., name, address) to a third-party identity resolution vendor. Using proprietary algorithms and databases they returned a 0-100 score (s) for each submitter indicating likelihood they are not a real person; e.g., phone number 000-000-0000 leads to a lower score. 8,070 users were labeled a score below 50. Finally, we estimated multiple regression models using Python’s sklearn in which various sets of binary flags alluded to above — i.e., those based on authentication or clinical data — were features and s was the outcome (in lieu of a verified ‘truth’ label). Examining feature importance across models, we found that flags based on IP geolocation, email bounce backs, and clinical trial ‘names’ were regularly important across models. Even though these regression models were not of high predictive ability, the consistency of the importance of these flags suggest they are reflecting some bad actor phenomenon also captured in the identity resolution confidence score.

Conclusion

These analyses identified patterns of data submissions that are confidently from some form of bad actors. The results also highlight how regression-based methods to identify bad actors require accurate ‘truth’ labels (which were not available here). In lieu of such labels, the repeated and unexpected patterns in free text fields found here suggests future bad actor identification by researchers can likely benefit significantly from first analyzing free text submissions.
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Consult Tracking Management Solution and Scheduler Workflow Metrics in the U.S. Department of Veterans Affairs

Alyssa Tsai, B.S.¹, Evelyn J. Gerardo, B.S.¹, Linda S. Droshine, B.S., M.A.¹, Michael D. Watson, B.A.¹, David V. LaBorde, M.D., M.B.A.¹
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Abstract
Specialty care scheduling delays can adversely impact patient access, the timeliness of care, and even patient outcomes. In this report, we share the findings from a retrospective analysis of two scheduling process metrics before and after the implementation of a facility-wide, consult management solution used by schedulers/medical support assistants in the U.S. Department of Veterans Affairs.

Introduction
Successful completion of referrals for specialty medical or surgical care, often called consults, are critical to the delivery of highly reliable care. One of the first actions required when a consult is requested is the scheduling of an appointment with the specialty provider clinic. Delays in scheduling these visits can adversely impact access to care, patient outcomes, patient satisfaction, and patient safety; as such it is a point of patient vulnerability. Moreover, failure to complete consults can create financial liabilities under population health, value based care and even fee-for-service financial models. Tools that can help track and streamline scheduler/medical support assistant (MSA) workflows can potentially be of benefit and improve the time to consult completion. Herein we report an analysis of two scheduling workflow process metrics before and after the implementation of a consult tracking management software system at a medium size U.S. Department of Veterans Affairs (VA) medical center (VA complexity level 2).

Methods
A consult management tracking software system (Consult Tracking Manager, DSS, Inc., Juno Beach, FL) was procured by the facility and fully integrated into the system of record. The system went live at the facility March 13, 2018. As part of routine health care operations before and after the implementation of the consult tracking software, the facility tracked the following process metrics: i) average days from first active to first scheduled (AD-FFATFS); and ii) average days from first forwarded from to first scheduled (AD-FFFTFS). A one-tailed paired t-test was used to compare the AD-FFATFS and AD-FFFTFS metrics for an 18-month period prior to go-live to the same metrics for an 18 month period after go-live. In the retrospective analysis, the null hypothesis was that there would be no difference in the average AD-FFATFS and AD-FFFTFS metrics after system go live; the alternative hypothesis was that the difference in both would be greater than zero. Type I error was permitted to be no greater than 0.05.

Results
The baseline monthly AD-FFATFS in the 18 month pre-go-live period was 7.4 days ± 1.0 (SD) and the baseline monthly AD-FFFTFS was 10.0 days ± 2.4 (SD) as compared to the average AD-FFATFS post-implementation which was 4.6 days ± 0.6 (SD) and the average AD-FFFTFS which was 7.8 days ± 2.9 (SD); the differences observed were statistically significant for AD-FFATFS (p = 6.68 x 10⁻¹⁰) and AD-FFFTFS (p = 0.01) and the null hypothesis was refuted for both process metrics.

Discussion
In this single facility retrospective analysis, the AD-FFATFS and AD-FFFTFS metrics improved in the time period that temporally followed deployment of a software intervention targeting consult management workflow improvement. Further work could include testing reproducibility at other facilities and a similar prospective analysis.
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Development and Evaluation of a Natural Language Processing (NLP) Pipeline for Extracting Endoscopic Measurements
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Introduction

Crohn's Disease (CD) and ulcerative colitis are two particularly debilitating aspects of inflammatory bowel disease (IBD), a condition that primarily affects the gastrointestinal tract. However, CD does not present similarly in all patients. Numerous structured scoring systems can evaluate CD severity, including the Rutgeerts Score, which evaluates the potential for recurrence of CD after resection, the Simple Endoscopic Score for Crohn's Disease (SES-CD), which assesses the presence, size, and frequency of ulcers and stenosis in the ileocolonic segment of the gastrointestinal tract, and the Mayo Endoscopic Score, which serves as a key indicator of ulcerative colitis. Though these measurements are critical for both clinical care and research, they are often stored as unstructured data points and are not amenable to automated extraction, necessitating the use of natural language processing (NLP), a suite of computational techniques heretofore underutilized in this domain¹. We developed and evaluated an NLP pipeline for the extraction of Rutgeerts, SES-CD, and Mayo scores.

Methods

We obtained notes for patients treated for IBD from our institution’s EHR system. Rutgeerts and SES-CD scores were only extracted from endoscopy reports, while Mayo scores were isolated from either endoscopy reports or physician progress notes. Based on an initial review of notes, we iteratively developed two rule-based algorithms. To extract Rutgeerts scores, a regular expression in Python was created as follows: “(rutgeerts|rutgeert|rutgers)\s*(score\s*|was\s*|is\s*|of\s*){0,4}(i?[0-4])”. To address variability in reports of SES-CD and Mayo scores, we implemented a finite state machine to extract these values.

NLP Performance Evaluation

The performance of the NLP pipeline was then evaluated on a set of notes distinct from the corpus through which the regular expressions were developed. Each case evaluated was categorized as either true positive (NLP-derived and manual scores matched), false positive (NLP extracted a score but manual review did not OR NLP extracted an incorrect score), false negative (manual review extracted a score but NLP did not), or true negative. Using these results, we constructed a confusion matrix and calculated precision, recall, and F-score.

Results

This NLP pipeline exhibited success in extracting Rutgeerts, SES-CD, and Mayo scores with f-scores of 1.00, 1.00, and 0.99 from samples of 51, 320, and 200 notes, respectively. Rutgeerts and SES-CD scores were extracted with a perfect level of recall and precision, while Mayo scores were extracted with a recall of 0.98 and precision of 0.99. Code is freely available at http://www.github.com/wcmc-research-informatics.

Discussion

Despite variability in endoscopy reports in patient records, this NLP pipeline demonstrated an effective and consistent extraction. We encourage investigators to use our publicly available pipeline to assist in evaluating the portability of this method in extracting Rutgeerts, SES-CD, and Mayo scores.
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MEDTYPE: Improving Medical Entity Linking with Semantic Type Prediction
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Introduction

Identifying the standardized concepts referred to in an unstructured text is a critical component of biomedical natural language processing, enabling harmonization across different documents for search and semantic analysis. Medical entity linking, also referred to as medical concept normalization, is the task of harmonizing different surface forms for the same concepts: for example, identifying that documents mentioning *Amyotrophic lateral sclerosis* and *Lou Gehrig’s Disease* are referring to the same disease. A key step in this process is candidate generation, the identification of candidate medical concepts a text could be referring to. This process is prone to overgeneration, producing too many candidates that make normalization difficult and lead to erroneous predictions. In this work, we propose an intermediate step between candidate generation and final normalization decisions that alleviates the overgeneration. For this, we present MEDTYPE, a fully modular system that prunes out irrelevant candidate concepts based on the predicted semantic type of an entity mention. MEDTYPE utilizes a Transformer-based encoder for modeling the context of a given mention. To address the dearth of annotated training data for medical entity linking, we also present two novel large-scale datasets: WIKI-MED, biomedical subset of Wikipedia corpus for entity linking, and PUBMEDDS, a distantly-supervised dataset of medical entity mentions, which help improve the performance on the task.

Method

We experimented with incorporating MEDType into standard medical entity linking tools and evaluated its impact on entity linking performance in four datasets: NCBI, Bio CDR, ShARe, MedMentions for medical entity linking, as well as our novel WIKI-MED dataset. The chosen datasets span across different domains such as biomedical research articles, Electronic Health Records (EHR), and general domain text. Thus, they allow us to evaluate the generality of MEDTYPE across diverse domains. MEDTYPE is evaluated for pruning candidate concepts generated from five entity linking models: MetaMap, cTAKES, MetaMapLite, QuickUMLS, and ScispaCy. We run four sets of experiments for demonstrating the effectiveness of our approach. Experiment 1 evaluates how incorporating MEDTYPE in existing entity linking systems helps improve medical entity linking. Experiment 2 demonstrates that the proposed datasets WIKI-MED and PUBMEDDS are effective for semantic type prediction. Experiment 3 analyzes the gains obtained using the proposed datasets. Experiment 4 quantifies how type-based filtering helps prune irrelevant candidates.

Results

**Experiment 1.** The results show that the type-based filtering of candidates using MEDTYPE enhances entity linking systems across all 25 settings evaluated. MEDTYPE obtains statistically significant improvement of up to 4.2% F1-score over default entity linking without using semantic type prediction. Experiment 2 shows a substantial gain in performance on using the proposed datasets. Overall, we get an average absolute increase of 9.8, 12.7, and 13.4 AUC on type prediction from WIKI-MED, PUBMEDDS, and the combined corpora respectively. Experiment 3. The results show that for semantic types such as *Sign or Symptoms*, utilizing WIKI-MED and PUBMEDDS gives an absolute increase in F1-score of 24, 28 on Bio CDR and 12, 14 on ShARe respectively. Experiment 4, The type-based filtering removes all incorrect candidates in 36.5% cases while in 25.6% cases it helps to reduce the candidate set size. This clearly demonstrates the practical benefits of our proposed approach.

Conclusion

We found that filtering out irrelevant candidate concepts based on the predicted semantic type improves entity linking performance for a variety of popular medical entity extraction toolkits across several benchmark datasets. We further present two novel large-scale datasets: WIKI-MED and PUBMEDDS. Pre-training on these datasets substantively improves MEDTYPE performance, and we share these datasets with the community as a resource for medical entity linking research at http://github.com/svjan5/medtype.
Ascertaining Chronic Condition Status from Electronic Health Records with Patient Problem Lists versus Encounter Diagnosis Records
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Introduction: To guide research on chronic condition multimorbidity and its impact on patients and healthcare delivery systems, the US Department of Health and Human Services (HHS) has identified conditions most impactful to patient multimorbidity burden¹. Electronic health records (EHR) offer rich and timely source of clinical data which may be more appropriate for many studies², though data quality for patient identification is an area of ongoing investigation³. We used the Centers for Medicare and Medicaid Services Chronic Conditions Warehouse (CCW) algorithms⁴ to identify chronic conditions in EHR encounter and problem list records. Problem lists are not consistently used, and diagnoses are not always recorded in EHR encounters⁵. Comparing ascertainment between these sources will inform EHR users who lack access to or cannot utilize claims data.

Methods: We used EHR records from Ochin Inc. and Health Choice Network patients in the ADVANCE (Accelerating Data Value across a National Community Health Center Network) clinical research network 2012-2016. We used ICD diagnosis codes from 39 CCW groupings to identify patients’ chronic conditions, comparing prevalence by medical chart problem lists versus encounter diagnoses that met CCW time and count requirements.

Results: We assessed 1,191,110 patients aged 45+ with at least two office visits at one of 540 community health centers in 24 US states. We found 2,298,119 chronic conditions; 58.2% of patients had at least one. Encounter diagnosis and problem list ascertainment overlapped considerably: 59.4% of conditions were identified by both sources by study end, while 12.3% were identified only in encounter diagnoses and 28.3% were only in problem lists. Onset dates by these sources were similar, with 69.9% of dually identified conditions appearing within 6 months of one another (78.1% within 12 months). Overlap varied by condition (Figure 1).

Discussion: Application of CCW algorithms to EHR encounter data, without reference to the patients’ problem list, may undercapture chronic condition prevalence among community health center patients in the United States.

Figure 1: Chronic condition ascertainment in problem list and encounter diagnosis, EHR records. (A subset of full results. Patient counts in parenthesis, patient proportion (%) in bars).
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Network analysis to characterize chronological relationships in comorbidity trajectories: breast cancer as a case model
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Introduction

The health trajectory of accumulating acute and late comorbidities has significant consequences for patients with cancer, including short term complications and long term survivorship. Network analysis, particularly directed graphs, offer an opportunity to use electronic health record (EHR) data to characterize these patterns of comorbidity in a population, facilitating the identification of management priorities. Applications of directed graphs in characterizing the trajectory of patients with cancer have been limited. The objective of this study was to develop a directed graph to model population-wide chronological relationships between comorbidities and then analyze this graph focusing on breast cancer as a case model.

Methods

Utilizing a single institution clinical data warehouse, we identified patients with at least 5 years of EHR history. Historical patient data from a prior EHR was excluded. First instances of each three-digit ICD-10-CM diagnosis were identified, excluding Z (factors influencing health status and contact with health services) and R (symptoms, signs and abnormal clinical and laboratory findings) diagnoses. Diagnoses affecting fewer than 5,000 patients were excluded. An adjacency matrix of relative risk (RR) between all pairs of diagnoses was generated. NetworkX 2.51 (Python 3.7.7) was used to create a directed graph of comorbidities, using a threshold of RR > 1. As a case model, we then focused our study on the subgraph induced on breast cancer (C50) and nodes one outgoing edge away, or subsequent diagnoses. Hyperlink-Induced Topic Search (HITS) algorithm was performed on the subgraph to identify top hubs (preceding) and authorities (subsequent). A Personalized PageRank (PPR) algorithm was performed on the larger graph from the perspective of breast cancer, identifying relevant subsequent diagnoses.

Results

The study population included 340,292 patients. A directed graph was produced with 292 diagnoses and 43,333 edges (connections between diagnoses) after filtering as described. A subgraph, limited to breast cancer and subsequent diagnoses, included 154 diagnoses and 16,175 edges. In this subgraph, top authorities were pulmonary edema (J81), adverse effect of primarily systemic and hematological agents (T45), respiratory failure (J96), and polyneuropathies (G62). Additionally, the diagnoses with the highest PPR scores from the original graph, from the perspective of breast cancer, are adverse effect of primarily systemic and hematological agents (T45), pulmonary edema (J81), and polyneuropathies (G62).

Conclusion and Further Study

Directed graphs can model chronological relationships between co-morbidities. We preliminarily evaluated diagnoses following breast cancer, generating hypotheses for common key diagnoses based on different approaches. Investigation is ongoing to characterize the complex interactions of comorbidities to target priorities to inform acute and long-term management.
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Leveraging Broadcast Text-Messages to Deliver Real-time Clinical Guidance to Hospital Employees During the Covid-19 Pandemic
Cheyenne Williams, BS¹, Aditi Rao, PhD, RN², Justin B. Ziemba MD, MSeD¹, Jennifer S. Myers, MD¹, and Neha Patel, MD, MS¹.
¹University of Pennsylvania, Philadelphia, PA, USA

Background
Responses to the Covid-19 pandemic introduced drastic policy and practice changes necessary for protecting the safety of patients and staff. Hospital employees are a critical population for receiving consistent and timely communication about these changes¹. Previously, urgent staff communications were limited to large email listservs that historically have poor readership², and text-messaging has been limited to communication within care teams. Recognizing the need for an alternative communication platform, we developed a novel use of broadcast text-messaging to supplement traditional mass email.

Methods
Since 2013 Penn Medicine has utilized a HIPAA-compliant messaging app for communication about inpatient care³. A multidisciplinary team leveraged this app to deliver real-time, mass communication or “broadcast” texts to on-service users at the Hospital of the University of Pennsylvania. Users included, but were not limited to, physicians, nurses, respiratory therapists, case managers, social workers, and pharmacists. Users received the broadcast messages on any device with the app installed, including hospital and personal smartphones. Hospital leaders developed message content, focusing primarily on safe infection control practices, proper personal protective equipment use, and Covid-19 census updates. Messages were sent 3 times per week between 8-9am. Message recipients were also able to directly reply to the broadcasts with feedback or questions. The utility of this innovation was evaluated through analysis of “read” receipts which are automatically collected from all users. Effectiveness of this method was assessed by rates of occupational exposures to Covid-19 and by two cross-sectional attitudinal surveys administered to all text-broadcast recipients.

Results
On average, messages were sent to 1,997 users (range = 1,799-2,030; 13% of total app users) per broadcast. Analysis of “read” receipts revealed that on average, 1.198 (60%) texts were consistently read within 24 hours of delivery, 679 (34%) were read in 2 hours, and 326 (16%) were read in 10 minutes. Readership peaked and fell in the first week of messaging but remained consistent throughout the remainder of the intervention (Figure 1). A survey administered after 1 month (response rate 10%) revealed that, 163 (79%) users found broadcasts “valuable,” 152 (73%) users would recommend these broadcast texts to their colleagues, and 114 (55%) users preferred text to email. A second survey at 3 months (response rate 7%) revealed that 109 (80%) users continued to find broadcasts “valuable.” Broadcast utilization correlated with a decrease in average daily occupational exposure events (21 pre-messaging vs. 1 post-messaging).

Conclusions
Broadcast text-messages sent to employee smartphones are an effective strategy for urgent communications. Our outcomes measurements are limited by low survey response rates and by occupational exposures being confounded by factors like improvements in employee comfort and the regional caseload. Additionally, readership rates may be lowered by users who are not working within 24 hours of when messages were sent. Hospitals may leverage text-messaging during times of routine operations and crisis management to improve system-wide communications.

Figure 1: Aggregate 24-hour readership over course of broadcast messaging
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Introduction

Biomedical research involving social media (SM) data is moving from population-level to targeted, cohort-level data analysis. Though crucial for biomedical studies, SM user’s demographic information (e.g., gender) is often not explicitly known from SM profile. Here we present an automatic and scalable gender classification system for SM and we illustrate how gender information can be incorporated into a SM-based Toxicovigilance study.

Methods

We collected two publicly-available datasets: (i) the gender-labeled users (Dataset-1), and (ii) the users who have self-reported prescription medication (PM) misuse (Dataset-2, the Toxicovigilance dataset with no ground truth labels). We first used Dataset-1 to training/evaluating the gender detection pipeline. We employed user’s data including profile and tweets for classification and experimented with machine-learning algorithms including support vector machines and deep learning architectures and released packages including M3 pipeline.¹ We further developed meta-classifiers that strategically use the predicted scores from these classifiers. Applying the best-performing pipeline to Dataset-2, we further tested the system. First, we extracted the gender information for the users who revealed their gender publicly on their linked Facebook profiles. Using this gender information as the golden label, we grouped these users as a test set to evaluate our pipeline. Second, we inferred the gender distributions for three commonly abused PM categories (tranquilizers, stimulants, and pain relievers containing opioids) and compared them with data from Substance Abuse and Mental Health Services Administration (SAMHSA)² and CDC Wonder Database.³

Results

We collected 67,181 (35,812 female and 31,369 male) for Dataset-1 and 175,063 users for Dataset-2, respectively. In Dataset-2, we identified the gender of 413 users (155 female and 258 male) using their linked Facebook profiles, who make up the test set for Dataset-2. The best performing classifier was a meta-classifier based on SVM on tweets and M3 on profiles (Dataset-1 accuracy: 94.4% [95%-CI: 94.0%-94.8%]; Dataset-2: 94.4% [95%-CI: 92.0%-96.6%]). For stimulants and tranquilizers, the inferred female proportions using the meta-classifier are close to the data from the SAMHSA [tranquilizers: 0.50 vs. 0.50 stimulants: 0.50 vs. 0.45]. The inferred female proportion for pain reliever is close to the Opioid overdose Emergency Department visit from CDC Wonder Database [0.38 vs. 0.37].³

Discussion and Conclusion

Our gender detection pipeline shows promising results, with accuracy over 94% even on unseen data (Dataset-2). Further improvements on classification performances may be achieved by using more annotated data and using more sophisticated architectures. The similarity between the inferred gender distributions and those from the surveys shows that not only a SM Toxicovigilance study could be corroborated by surveys but also such a system can further helps us understand the PM misusers. We leave identifying transgender users for future work.

Ethically speaking, though we only use the publicly available data and adhere to Twitter API’s use terms, we agree that Twitter users’ perception toward user profiling may vary and limited our work to population research.⁴
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Introduction

In recent years, health-related data are increasingly collected by technologies such as portable devices with embedded sensors, remote monitoring devices, wearable devices, and smartphone apps. These data can be collected continuously outside of the clinical settings and be shared with health care providers (HCPs). Health-related data that is generated, recorded, or gathered by patients outside of the clinical setting without the assistance of HCPs is termed patient-generated health data (PGHD). Coupled with deployed EHRs, patient portals, and secure messaging, these new types of data enable patients to actively engage in the health care process, further improving the connection with their HCPs. In this way, the breadth, depth, and continuity of traditional health-related data are expanded, thus contributing to improved treatment adherence, health outcomes, healthcare quality, and patient safety.

Methods

This study examines how interactions with EHR-integrated PGHD may result in physician burnout and to identify the potential contributing factors using a mixed-methods approach.

Results

In this paper, we focus on two main elements of PGHD: Patient-reported outcomes (PROs) and mobile health (e.g. mobile apps, wearable devices, or portable devices, etc.).

PRO

PROs are assessments of patients’ health conditions reported directly from patients in the form of questionnaires. PROs have been increasingly recognized as necessary elements of clinical information. The most commonly adopted PRO measurements include general health perceptions, quality of life, functioning, etc. Evidence has shown that health-related outcomes reported by patients have higher accuracy than clinical reports, and that patient reporting can improve patient-provider communication, patient satisfaction, and symptom management. Widespread adoptions of PROs in performance evaluation cater to the growing interest in integrating PROs into EHR systems and patient portals.

Mobile health

The growing market of smartphones, mobile apps, and wearables or portable devices that could be connected with smartphones have been increasingly harnessed to support health monitoring and management. Because healthcare systems have been interdependent on EHR capacities due to the widespread adoption and legislation of meaningful use, the integration of data generated by various devices into EHR becomes a novel and critical capacity of hospital information systems. We identified three factors related to PGHD that can contribute to physician burnout: Technostress, Workflow-related issues, and Time pressure.

Conclusion

Incorporation of PGHD into EHR could lead to information overload through several known causes, including increasing time spent on learning new technologies; increasing amounts of available information, especially uncommon health-related information presentations; and increasing new collaborative work. Physicians may feel overwhelmed by the increased information overload, which could cause several negative influences, notably stress and burnout, resulting in increased medical errors and decreasing the quality of health care delivery and medical decision making. Furthermore, the mechanism through which PGHD is integrated into EHR would divert physicians’ attention, thus increasing the chances of alarm fatigue, where alarms are ignored by physicians, potentially happening during serious situations. Integrating PGHD with EHR can aid in patient-provider communication, clinical decision-making, and improved outcomes. However, the ever-evolving technology and a large amount of data may also cause physician burnout, impairing job satisfaction, healthcare delivery and services, health care quality, and patient safety. This article outlines a number of challenges related to PGHD-EHR integration that may cause physician burnout. Addressing these issues could relieve physician burnout and better support PGHD-EHR integration. Moreover, incorporating artificial intelligence and algorithm-based approaches would improve clinical decision making and health care delivery. Advancing the algorithms to innovate the clinical support systems will also reduce physician burden and foster clinical decision-making.
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Abstract

This study examined how genetic data can be used with Electronic Health Record (EHR) data to identify cancer patients at risk for heart failure. We explored four machine learning models for heart failure prediction using EHR and genetic data. The best area under the curve score improved from 77.32% to 77.48% after combined genetic data.

Introduction

This study examined how genetic data can be used with Electronic Health Record (EHR) data to identify cancer patients at risk for heart failure. We explored four machine learning models for heart failure prediction using EHR and genetic data.

Methods

Using the UK Biobank data, we identified cases (cancer patients who had heart failure after cancer diagnoses) using ICD-9 and ICD-10 codes and matched each of them to up to 10 controls (cancer patients without heart failure) by age, gender, race, and cancer type. We compared machine learning methods including Logistics Regression, SVM, Random Forest, and Gradient Boost (GB) for heart failure prediction using patient’s EHR and genetic data. To incorporate the genetic data, we included several heart failure-related single-nucleotide polymorphisms (SNPs) from previous studies as well as newly identified SNPs through genome-wide association analysis. Based on the best prediction model using only EHR data, we further added heart failure-related SNPs to examine how patients’ genetic data could improve the prediction of heart failure among cancer patients. Following the standard machine learning procedure, we developed machine learning models using the training set and evaluated their performance using the test set.

Results

In the UK Biobank data, we identified 1,874 cases and matched them to 18,131 controls, resulting in a cohort of 20,005 patients. We divided the cohort into a training set of 16,004 patients and a test set of 4,001 patients using stratified sampling. When only using the EHR data, the GB model achieved the best area under the curve (AUC) score of 77.32% among the 4 machine learning models. After combining 17 heart failure-related SNPs with the EHR, the AUC score of the GB model was improved to 77.48%.

Conclusion

This study demonstrates that genetic data can be used to further improve heart failure prediction on top of EHR data among cancer patients.
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Introduction

Physicians and nurses are in constant communication in the hospital setting, yet their use of language in their care documentation often differs1. Previous studies have identified the need for including information on nursing care to truly reflect the total care provided by healthcare professionals, and nursing data has been implicated in readmission risk1,2. The objective of this study is to examine the integration between physician and nurse terminology in the care of patients with heart failure, and to assess the inclusion of nursing care in their discharge notes.

Methods

As part of our larger research study (R01 CA225446-01), nursing terms were obtained from a publication focusing on heart failure patients including nursing diagnosis terms (NANDA-I), nursing interventions terms (NIC), and nursing outcomes terms (NOC)3 for a total of 272 terms. We then obtained medical terms from 33 physician discharge summaries of heart failure patients by using the clinical Text Analysis Knowledge Extraction System (cTAKES)4. cTAKES mapped the health-related terms physicians used with the Unified Medical Language System (UMLS) ontology to extract the Concept Unique Identifiers (CUIs). UMLS is a comprehensive list of clinical concepts and terms from various controlled vocabularies that provides a mapping structure among vocabularies and enables linking synonymous terms from various terminology systems. We mapped the nursing terms to the UMLS CUIs as well. These two sets UMLS CUIs were compared to find similarities. This project was conducted under IRB #2019-0353.

Results

17,020 health concepts were extracted from 33 physician discharge summaries of patients with heart failure using cTAKES. From those concepts, 2076 unique UMLS CUIs were extracted with an accuracy of 90.5%. 238 unique UMLS CUIs were then also extracted from 243 terms form published heart failure nursing documentation. We found that 6.7% (16/238) of the unique UMLS terms used by nurses treating patients with heart failure are also shared with the physician discharge notes. Of note, shared terms such as “presence” and “mobility” did not align contextually between medical and nursing terms. Of the 16 shared terms, 7 are NANDA-I, 2 are NOC, and 7 are NIC. 29 of the 33 physician notes contained at least one nursing term.

Conclusion

Our analysis builds on the findings of our team’s earlier research1. Nurse and physician documentation for patients with heart failure reveals their different domains of care. Even when overlapping, the meanings can be different, which reveals the limitations of semantic mapping and computational analysis. Given the small overlap in care terms, it is important that patients must receive information on care provided to them both by nurses and physicians. Nursing documentation data should be included in predictive algorithms to obtain a fuller picture of the patient care and response to treatment.
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Blockchain for DSCSA Compliance in Hospital-at-Home Programs
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Abstract

Regulatory relief implemented during the COVID-19 Public Health Emergency expanded access to remote health care, including telehealth and Hospital-at-Home. Remote care delivery involving prescriptions necessitates new models for pharmaceutical supply chain tracking. Current research suggests that blockchain can facilitate secure drug tracking with mobile devices. This project outlines and recommends methods to assess the feasibility of blockchain use cases for Drug Supply Chain Security Act (DSCSA) compliance in Hospital-at-Home programs.

Introduction

In November 2020, the Centers for Medicare & Medicaid Services (CMS) expanded its Hospital Without Walls initiative by launching the Acute Hospital Care At Home program, offering new waivers and regulatory relief for hospitals to deliver comprehensive care to remote patients for the duration of the COVID-19 Public Health Emergency (PHE). To ensure patient safety and compliance with the DSCSA, new strategies for tracking the delivery of drug and vaccine products to a patient’s home are needed. Blockchain, a distributed, peer-to-peer public ledger, offers one method of real-time tracking for the pharmaceutical supply chain1. Feasible blockchain use cases for DSCSA compliance in Hospital-at-Home (HaH) programs are proposed in this project.

Blockchain Use Cases for DSCSA Compliance in Hospital-at-Home Programs

The prescription delivery model (Figure 1) places increased responsibility on HaH programs to ensure patients receive safe medications. With blockchain, the manufacturer can create the first block and verification hash for an individual drug unit. Then, the wholesaler and pharmacy add the second and third blocks, respectively, to the ledger, sequentially verifying the unit using its unique hash. The patient receives the medication from the pharmacy delivery, verifies the unit using a mobile app barcode scanner, and adds the fourth block. Lastly, the HaH provider reviews the record – the chain of blocks – to ensure the integrity of the medication delivery process.

Table 1. Blockchain Use Cases and Technical Considerations for HaH DSCSA Compliance

<table>
<thead>
<tr>
<th>Use Case</th>
<th>Technical Considerations</th>
</tr>
</thead>
<tbody>
<tr>
<td>HaH Provider to Patient</td>
<td>HaH software platform must be on a DSCSA-compliant blockchain network</td>
</tr>
<tr>
<td>Patient to HaH Provider</td>
<td>HaH software platform must be on a DSCSA-compliant blockchain network</td>
</tr>
<tr>
<td></td>
<td>HaH mobile app must have a barcode-scanning camera feature for patients and delivery personnel</td>
</tr>
<tr>
<td>Drug-delivery sensors</td>
<td>Drug-delivery sensors must use Bluetooth data exchange over the DSCSA-compliant blockchain network</td>
</tr>
</tbody>
</table>

Based on this model, two use cases and their associated technical considerations for blockchain specific to HaH DSCSA compliance were identified (Table 1).

Conclusion

Although more research is needed to identify how blockchain can best support DSCSA compliance, it is unknown whether HaH programs will continue to receive reimbursement support after the PHE. Thus, it is unlikely that rapid deployment of blockchain for pharmaceutical supply chain tracking will occur during the PHE.
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Introduction

In clinical trials that assess novel therapeutic modalities to target NSCLC, early endpoints are evaluated to determine the safety and identify evidence of biological drug activity with endpoints such as Progression-Free Survival (PFS) and Overall Survival (OS). Curating trial-level endpoint data and developing a model that evaluates the correlation between early and late endpoints contribute in detecting novel and early surrogate endpoints, which potentially leads to faster and cost-effective oncology trials. We built an interactive dashboard to visualize the correlation trends across early-to-late endpoints in clinical trials may further empower the clinical teams to rapidly test and validate any hypothesis testing during interim analysis.

Methods

A robust endpoint data set of 81 NSCLC studies, 156 observations on 35 drugs was compiled from multiple public data sources to investigate the correlation between early and late endpoints. Meta-regression model that incorporates both fixed effects and random effects was implemented to measure the correlation between early and late endpoints borrowing strength across different Mechanism of Action (MoA) cohorts. Specifically, the earlier and late endpoints that we considered in our analysis are PFS at 6 months (PFS6m), PFS at 4 months (PFS4m) and Hazard Ratio (HR) of OS. An interactive analysis tool, OSPRED, was developed using R Shiny [1], with required R packages “ggplot2”, “metafor”, “boot”, “dplyr” and “mvtnorm”, to visualize the correlation results using historical study and to predict late endpoint with user-defined early endpoint input. Technical details have been fully described in our associated methodology abstract [2]. The user input in our OSPRED interactive platform involves the targeted Mechanism of Action (MoA), pre-calculated PFS odds ratios (OR) and the hazard ratio (HR) at different time points as numeric values. A dropdown list on the left input panel in Figure 1 allows users to choose a MoA from PDL1, EGFR, VEGFR and DNA [2]. A set of radio buttons allow the user to select PFS odds ratio type (Median PFS, PFS 4 months and PFS 6 months). Key statistics such as Spearman Rank Correlation (ranging [-1,1]), R Square (amount of variance accounted by the regressors), I-squared (residual heterogeneity/amount of unaccounted variability in the regression), p-value, predictive value with 95% confidence intervals are displayed. The bottom panel contains two charts, left chart shows the regression plot for HR OS over user-defined early endpoint for historical data and the predicted point of HR OS based on user input (highlighted in green “X”). The chart on the right illustrates our predicted distribution of HR OS with the point predicted value and confidence intervals.

Results

OSPred offers interactive visualization of clinical trial endpoint correlations with reference to a large pool of past NSCLC studies and provides early indications of potential efficacy of the targeted investigational drug with user-defined inputs. Our tool has been applied to several internal studies with the results being referred to when doing interim analysis. Its focused capability has the potential to digitally transform and accelerate decision making with data-driven insights in drug development process.
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Demonstration of a Self-service De-identified COVID-19 Data Lake
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Abstract
Clinical informaticists, researchers and information management teams at NYU Langone Health collaborated to quickly create a self-service, de-identified COVID-19 Data Lake in response to a rapidly growing demand from users seeking to understand virus behavior, its impact on clinical processes and outcomes, and care and treatment options. We will describe the steps taken to create the data lake, the challenges encountered, and the outcome and usage, and will demonstrate various features of the data lake.

Description
The COVID-19 pandemic has spurred interest in research on the pathogen in the context of social determinants, clinical practices, treatment options and outcomes. This has created an urgent requirement for relevant COVID data that is de-identified and supports self-service analysis as well as data sharing. To support research and collaboration, the data repository should allow for the integration of diverse data sets, data access controls, data organization and scalable growth. At NYU Langone Health, we created a COVID-19 Data Lake using the Hadoop big data platform that meets all these requirements. Our goal was to establish an institutional resource to democratize data, promote advanced analytics, and accelerate COVID research and innovation. The data lake provides a secure, flexible, scalable, integrated repository for self-service research data management and advanced analytics. The resource enables users to re-identify patients (with appropriate regulatory approval) for enrollment in trials or other longitudinal studies, and provides the means to extend the data with other internal or external data sets in an agile and iterative manner.

As of the date of submission of this proposal, over 150 NYU researchers, informaticists and trainees have applied for use of the data, with about half accessing the database at least once. Reasons cited for use of the repository range from self-learning and exploratory research (hope to identify vulnerable populations) and focused research (explore impact of heart failure on COVID-19 outcomes), to preparation for interventional studies and machine learning and predictive analytics (patterns of COVID-19 disease manifestation/progression using machine learning). The COVID Data Lake also spurred the design and delivery of an introductory clinical informatics training class for medical students and researchers that will enhance the curriculum and provide a foundation for emerging clinical informaticists.

The session will include a presentation using slides on the project and the solution architecture as well as challenges encountered and key findings, followed by a demonstration of the data lake.

Deployment Status
The COVID-19 data lake system has been fully deployed, and continues to be improved iteratively.
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DataKnots: A Framework for Building Domain Specific Query Languages

Clark C. Evans; Kyrylo Simonov, PhD

DataKnots’ is an extensible data processing framework. It lets collaborative research teams build their own domain specific query languages (DSQLs) that reflect their conceptual models and vocabularies. DataKnots is based upon an algebraic framework, Query Combinators\(^2\), which formalizes how query components can be defined and combined in a consistent manner. While DataKnots includes standard query operations (group, filter, sum, etc.), they are not given special treatment over domain specific operations. One can add new query components by encapsulating existing queries, lifting Julia language subroutines to queries, and authoring novel transformations using a pipeline construction interface. DataKnots is a platform for creating an ecosystem of mutually interoperable DSQLs, so that collaborative research groups could easily customize their query systems to fit the kinds of data sources and analysis methods they use.

To show that ergonomic, high-performance DSQLs could be rapidly constructed, we built a DSQL inspired by the Clinical Quality Language (CQL) and used it to implement CMS124v7 “Cervical Cancer Screening”. Specifically, we constructed a processing pipeline that converts JSON encoded Fast Healthcare Interoperability Resources (FHIR) to its clinical quality measure (CQM) score. The pipeline loads JSON to an in-memory FHIR representation, converts to an intermediate Quality Data Model (QDM) form, then implements CMS124v7 logic to calculate the CQM score. This layered approach separates concerns, giving us a place to put encoding logic specific to FHIR that doesn’t belong in a CQM, as well as a place to isolate electronic health record vendor differences.

DataKnots4FHIR\(^1\) took 27 working days to implement. New measures can now be added with incremental effort. We benchmarked it using synthetic patient bundles from Synthea. Computation of CMS124v7 over 1,000 patients averaged 76ms per patient with a single core on a i7-4770 desktop computer, while the reference implementation\(^3\) averaged 607ms per patient. Our bottleneck is memory usage, with a high-water mark of 11mb per patient. JSON parsing is expensive (17ms/patient). These benchmarks motivate future work on a custom JSON parser, suitable to our vectorized representation, that extracts FHIR lazily based upon the exact fields needed for a given computation.

CQL is a highly-targeted DSL, created specifically for implementing clinical quality measures and decision logic. Using DataKnots, we were able to rapidly construct a DSQL that matches CQL with comparable functionality and ergonomics. Moreover, we were able to represent not only a CQM calculation, but the entire processing pipeline, including conversion from JSON to FHIR and conversion of FHIR to QDM. For this application, DataKnots was extended with relevant data types, including concepts and value-sets from clinical vocabularies. Informed by clinical quality measure guidelines, we also defined a datetime interval with operators, such as and\(\_\)previous and during. Critically, these domain specific operators are treated no differently from built-in operations such as filter. Because its formalized approach permits new query operators to be seamlessly integrated, DataKnots can be used to build distinct DSQLs, each having a conceptual model and vocabulary responsive to its research domain and audience.

DataKnots is MIT/Apache licensed, is well documented, and has extensive regression tests. Our approach has multiple applications: we have additionally prototyped a DSL for Observational Health Data Sciences and Informatics (OHDSI) cohort construction\(^4\). We are actively searching for a pilot project.

4. Evans CC, Simonov K, DSQLs for Medical Research (https://www.biorxiv.org/content/10.1101/737619v2)
The Pediatric Cancer Data Commons
A demonstration of a novel implementation and extension of the Gen3 infrastructure for cohort discovery and data sharing
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Description

Purpose: Data commons have become an essential way to collect and share research data, as they can obviate the need for large data downloads and expensive and redundant tool creation, while facilitating interoperability through standardization. The Gen3 platform, created for the implementation of the Genomic Data Commons, is a freely-available infrastructure that supports data model integration and faceted search of large sets of data. With the growth of the National Cancer Institute’s Cancer Research Data Commons (CRDC), platforms built on Gen3 may be more easily integrated and interoperable.

Problems it addresses: Access to data for pediatric cancer research is hampered by the paucity of cases and the lack of interoperability between all types of data - clinical, genomic, imaging, and others. Further, there are few available platforms for cohort discovery, data fulfillment, and visualization and analytics. Allowing researchers to connect disparate data sources creates opportunities to make new discoveries. The development and deployment of the Gen3 infrastructure and associated new microservices and features solves these challenges and lowers the bar for researchers around the world. By making all code freely available via an open source license, innovations can be adopted and integrated by other research groups.

Features that make it innovative: Development and deployment of a Gen3 instance requires a high level of technical skill and expertise, and if extensions to basic functionality are required, a multi-talented team of programmers, front-end developers, and experts in data standards, security, and regulation. The Pediatric Cancer Data Commons (PCDC) team at the University of Chicago is leveraging the Gen3 infrastructure for deployment of data commons for multiple childhood malignancies. This is the first example of a centralized platform for data search and sharing for pediatric cancer that leverages international consensus data standards. Further, users have access to analytic tools and visualizations that facilitate hypothesis generation. Additionally, since universal identifiers are leveraged by different nodes in the CRDC ecosystem and other external data sources, it is possible to create extended data sets which include multiple data types.

Current State
Mature, internationally-balloted data dictionaries have been created for all the major pediatric cancer types. Several data commons, including the neuroblastoma and pediatric rhabdomyosarcoma are currently deployed in a Gen3 staging environment with go-live expected by the end of the calendar year. Current funding is supporting the development of these Gen3 commons with extensions of functionality to include discrete authorization, harmonized data ingestion, faceted search, data visualization, and research request submission and fulfillment. The demonstration will include cohort discovery, data model illustration, authentication and authorization, project request functionality, and analytics and visualization.
Gaining Enriched Insight into Patient Populations by Appending Claims Data to National Health Survey Responses and a Market Segmentation System
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Description of the Demo

Optimizing the health of a population requires further insight into the lives of patients outside of what is available from clinical and administrative data. Socioeconomic status, access to health care, social needs such as food scarcity, and neighborhood issues such as safety are non-clinical determinants of health, and affect a patient’s ability to take care of themselves, and their loved ones, and to manage their medical concerns. Knowledge regarding the social and environmental aspects of patients’ lives are not typically available at the point of care, or to policy-makers developing population level strategies. PULSE/PRIZM, an appended dataset of responses from a national health and health behavior survey with an extensive market segmentation system, can provide these types of insights not typically available to the medical provider or public health entity.

The PULSE™ Survey is an annual US national health care and health behavior survey that conducts interviews on numerous topics, including health care access and utilization, social determinants of health, access to technology, health seeking behavior and personal perspectives on healthcare. The annual survey comprises approximately 100 questions that are revised yearly, covering at least 80,000 respondents each year. The survey data is combined with PRIZM®, a market segmentation system, built on multiple public and private data sources including the US Census, data on educational level, socio-economic details, and local purchasing tendencies. Market segmentation systems have allowed the commercial market to focus marketing and sales at the hyperlocal, market segment level. By taking this same approach, this dataset has significant potential in applying these insights into identifying attitudes, lifestyles, and behaviors around barriers and uncovering gaps to medical care or improving health. Appending PRIZM data to PULSE responses at the block group level provides an enriched dataset where PULSE responses are localized to market segment level and insights on health and health behaviors are linked to socioeconomic and educational data to provide a more complete picture of the population investigated.

Further population detail is achieved when linking the health processes and outcomes found in medical claims data to the PULSE/PRIZM dataset which can provide hyper-localized sociodemographic and behavioral details to patients in the claims data. The health survey responses and the market segmentation insights augment the population represented in the claims data, and helps provide peer level location-based insight so entities of interest can use the dataset to identify opportunities or deficiencies in medical or health care and then identify potential means by which to bridge gaps.

This demonstration will describe these datasets in detail and apply them to real-world use cases. The presentation will describe the PULSE health and health behavior survey, the PRIZM market segmentation model, and the dataset that is created when these are appended at the block group level. One use case involves the preventive care practice of mammograms; using the appended dataset to identify a location where mammograms are underperformed and to identify the potential reasons for gaps and potential means to bridge them. Another use case (Figure 1), involving the claims appended dataset, investigates emergency department utilization, identified from the claims data. The hyperlocalized dataset will be used to uncover possible reasons of overutilization in a patient population, then identify opportunities by which to develop a strategy to decrease inappropriate ED overutilization.

A statement of the degree to which the system or service has been deployed, as of the date of submitting the proposal: The PULSE/PRIZM dataset has been active and applied to health-related strategies for the last 30 years.
Synchronized Coordination of The ACT Network to Rapidly Identify COVID-19 Patients in an Evolving Global Crisis
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Introduction
The COVID-19 pandemic caused by SARS-CoV-2 remains a significant and impactful issue for global health, economics and society. A plethora of information and data has been generated and disseminated since its emergence in December 2019, and it is mission critical for researchers to keep up with this data from across the world at a time of uncertainty and constantly evolving guidelines and clinical practice. Unlike prior pandemics, national informatics infrastructure has played an indispensable role in the response to the novel coronavirus COVID-19 pandemic. Leveraging open source informatics tools and The ACT Network has allowed researchers to rapidly respond to evolving requirements and accelerate timelines in order to share data, locate patient cohorts, and study disease prevalence. The Accrual to Clinical Trials (ACT) network is a nationwide federation of Clinical and Translational Science Award (CTSA) institutions that share aggregate patient counts from electronic health record data. The network consists of local installations of Informatics for Integrating Biology at the Bedside (i2b2) EHR data repositories that are linked by the Shared Health Research Information Network (SHRINE) platform. The SHRINE platform includes a web-based query tool that allows researchers to construct complex Boolean queries to obtain real time aggregate count of patients at participating hospitals who meet a given set of inclusion and exclusion criteria. Because of the national scope of the ACT network, researchers have access to patient sets with regional diversity helping with clinical trial cohort discovery and study feasibility. To date, the network connects over 45 CTSA sites and contains data on more than 125 million patients\textsuperscript{1}. The SHRINE user interface (UI) was recently updated with a more intuitive, user-friendly UI with modern usability standards of design, look-and-feel, and accessibility. The coordinated release of frequent data refreshes, new medical coding criteria, and features have enabled researchers to access just in time updates in order to address this national crisis.

Discussion
The expansion of the user community driven by continued growth of the ACT network to over half of the CTSA consortium, and the availability of a large number of patient records, necessitates a new UI and user experience for SHRINE/ACT to be as intuitive as possible for novice users while conveying complex query construction and eliminating the need for extensive training. By chance, the evolving pandemic coincided with the release of the new interface. To better serve the research community, the ACT Operations team coordinated releases among the i2b2, SHRINE, and ACT development teams. New ontology development efforts to incorporate specialized COVID-19 ontology specific for COVID-19 phenotype were deployed on a frequent basis to address the changing terminology including diagnosis and LOINC concepts. To help researchers identify cohorts with changing clinical definitions, the team modified the UI to locate emerging ICD-10, CPT, HCPCS, LOINC codes, incorporate existing codes, and display newly created derived terms of particular interest in COVID-19 research such as illness severity, mechanical ventilation in a dedicated space. As COVID-19 clinical data flows into local sites, limited data sets (aggregate counts) are accessed in the network, aided by frequent data refreshes to ensure up to date information. This coordination efforts extends across the sites of the network, allowing researchers of the ACT Network to query the total numbers of patients at each participating site meeting the inclusion or exclusion criteria for demographics (age, gender, race, etc.), diagnoses (ICD9/10 codes), lab results, and most frequently prescribed medications in just under a few minutes.

Conclusion
A wealth of data has already been generated on COVID-19 since early January 2020. Nevertheless, key questions remain regarding understanding at-risk populations, disease transmission, and progression. Leveraging the ACT Network with newly added medical concepts, a flexible and responsive UI, and rapid development of features has equipped researchers to swiftly identify patient populations specific to the COVID-19 pandemic.
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Deploying i2b2 as study-specific application for clinical data analysis
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Background

Reporting on clinical studies typically requires effort from a data analyst to decipher the study-database’s schema to develop SQL queries for generating counts of patients that meet particular clinical-criteria. However considerable domain knowledge is often required to implement the clinical-criteria using structured query language (SQL), and hence the data-analyst is often paired with a clinical-expert who can explain the criteria in terms of the elements available in the database. This collaboration often requires weeks or months to yield a set of SQL statements that produce the desired analysis. However, the SQL statements are only amenable to modification or troubleshooting by the data-analyst— the clinical expert cannot modify the SQL queries due to unfamiliarity with the SQL syntax, which renders it difficult to independently validate the results or to perform additional analysis.

Methodology and Design

We have developed an alternative approach wherein the data-analyst de-normalizes the study-database into an i2b2 like format rather than synthesizing the data elements into aggregate counts. The resulting de-normalized form is then imported into i2b2 and the i2b2-webclient is used by the clinical expert to auto-generate the SQL queries for the analysis.

This approach inherently entails that the project database be denormalized and loaded into i2b2, using the extensions that we have developed to, i) create and load custom ontologies and ii) import the study-data into i2b2 on a daily basis. Easy install of i2b2 is facilitated by using docker containers. Figure 1 shows the system architecture that we will demonstrate in this presentation. The goal of the system is to augment the validity and reproducibility of the study analysis by autogenerating the SQL and enabling the clinical staff to directly query the data. Our system has been deployed in the production setting for a clinical study. One limitation of our system currently is the lack of graphical visualization of the results.

Figure 1. The data-analyst creates data-transforms to de-normalize the study data into i2b2 format, that is queried by clinician using the web-client. Docker containers are used to deploy the Extract-Transform and Load (ETL) pipeline and the i2b2 web-client and web-services.
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